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Abstract

Fluctuations play a crucial role in the operation of small-scale devices, where thermal
and quantum effects significantly influence the efficiency, power output, and stability
of machines. This thesis investigates performance constraints of small-scale thermo-
dynamic machines, focusing on the impact of fluctuations in both autonomous and
non-autonomous setups, as well as in continuous and discrete cycles.

For autonomous absorption refrigerators operating in the linear response regime,
we uncover a hierarchy among the relative fluctuations in the currents associated
with the cold, hot, and work terminals. This hierarchy, established using Onsager
reciprocity and refrigeration conditions, reveals that the tightest bound on cooling
power is governed by the fluctuation of the work current. These universal bounds can
be stricter than those predicted by standard thermodynamic uncertainty relations
(TURs) and converge in the tight-coupling limit. The results are demonstrated
using two models: a four-level system in the weak coupling regime and a two-level
system with strong system-bath interactions.

We then extend our analysis to non-autonomous continuous machines, where
time-reversal symmetry is broken. By symmetrizing the operational regime, we
derive a universal relationship between the relative fluctuations of input and output
currents, even in the absence of Onsager reciprocity. These results are illustrated
with a periodically driven classical Brownian heat engine.

For discrete machines, specifically the quantum Otto cycle, we examine work and
heat fluctuations for asymmetrically driven engines. First, we analyze Otto cycles
with specific working fluids, such as a single qubit and a harmonic oscillator, noting
that unlike continuous machines, these cycles lack a well-established linear response
formalism. We establish bounds on non-equilibrium fluctuations for both engine and
refrigerator regimes, revealing distinct relationships between the fluctuations of work

and heat in different reservoirs compared to continuous machines. Additionally, we

xii



Contents xiii

derive generalized thermodynamic uncertainty relations (GTURs) for the qubit-Otto
cycle, which remain valid even under far-from-equilibrium driving.

Finally, we develop a rigorous linear response framework for generic Otto cycles
using the Schwinger-Keldysh nonequilibrium Green’s function (NEGF) technique.
This approach uncovers that the fluctuation-dissipation relation (FDR) for the work
current breaks down in the quantum domain due to external driving, while it re-
mains valid for heat. This leads to important consequences for fluctuation bounds
and thermodynamic performance in different operational regimes (engine and re-
frigerator). The violation of the work-FDR in the Otto cycle explains the observed

differences in fluctuation bounds between discrete and continuous machines.
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Introduction

Thermodynamic machines have profoundly shaped modern society—from the steam
engines of the Industrial Revolution in 1760 to the internal combustion engines that
power modern automobiles, and the advanced refrigeration systems and everyday
devices we often take for granted. Converting energy from one form to another,
these machines power the very infrastructure of contemporary civilization.
Traditionally, thermodynamics provides a framework for understanding energy
conversion in terms of bulk or macroscopic properties of systems by focusing pri-
marily on averages or mean values of thermodynamic quantities [1-4]. However, in
recent decades, technological advancements have opened new frontiers, where the
principles of thermodynamics are no longer confined to large-scale systems. Today,
we possess the capability to fabricate thermodynamic machines at the mesoscopic
scale, where quantum effects and stochastic fluctuations become crucial. These
small-scale thermal machines—realized in experimental platforms such as quantum
dots, molecular junctions, optomechanical systems, cold atoms, NV centers, and
NMR setups—demand a reassessment of traditional assumptions of thermodynamics
[5>-27].  The inherent randomness dominates at this scale because the system is
open—interacting with an environment (e.g., a heat bath) whose microscopic de-
tails are unresolved, leading to unpredictable energy exchanges. Quantum mechan-
ics introduces additional uncertainty; for instance, conjugate variables cannot be
measured precisely simultaneously. Thus, fluctuations—not just averages—govern

behavior.
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Figure 1.1: Schematic for (Left) Continuous machine: A working medium (S) cou-
ples simultaneously to multiple baths (B, By, Bs), with an optional external drive
(faded arrow) for non-autonomous operation, and (Right) Discrete machine: The
working medium alternates between hot and cold reservoirs through driven expan-
sion/compression strokes, requiring mandatory external control (solid arrow).

Over recent decades, new disciplines such as stochastic thermodynamics and
quantum thermodynamics have emerged [28-44|, which incorporate fluctuations into
their theoretical frameworks. One of the central themes of these disciplines is to un-
derstand and quantify how random variations in energy and particle flows influence
the performance of nanoscale thermal devices [33, 42, 45-63|. Moreover, thermal and
quantum fluctuations can either enhance or hinder performance, so understanding
them is essential for developing a comprehensive theory of nanoscale thermodynam-
ics and for designing devices that operate reliably in fluctuating environments |10,
17, 26, 64-T71].

This thesis focuses on deriving bounds on the performance of a wide class of
small-scale thermal machines, with fluctuations serving as a central theme of our
analysis. A generic thermal machine typically consists of a working medium, heat
and /or particle reservoirs, and a work source that drives energy consumption or
extraction. In general, regardless of the underlying dynamics, thermal machines

can be broadly classified into two categories [72, 73| (see Fig. 1.1):

(i) Continuous thermal machines-where all components are coupled to the
working medium simultaneously, allowing the machine to operate in a nonequi-
librium steady state (NESS). Examples include thermoelectric setups, work-

to-work converters, and absorption refrigerators.



Chapter 1: Introduction
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Figure 1.2: Schematic for different operational regimes of a generic thermal machine.

(ii) Discrete thermal machines—where not all components are coupled to the

working medium simultaneously. Instead, the machine operates in a limit-

cycle, as exemplified by different thermodynamic cycles such as Carnot, Otto,

Stirling, Brayton, and Diesel cycles.

A thermal machine, whether continuous or discrete, operating between two heat

reservoirs (hot and cold) and a work source (which could be an external drive or

another heat bath), can operate in four distinct regimes, dictated by the first and

second laws of thermodynamics. We follow a sign convention where energy entering

the working medium is positive, and define the average heat and work fluxes as

(Jn), (Je) and (j,), which correspond to the hot reservoir, cold reservoir, and work

source, respectively. Each of these fluxes can, in principle, take positive or negative

values, giving 22 = 8 possible sign combinations. However, the first and second law

of thermodynamics allow four permissible operational regimes [74, 75| (see Fig. 1.2):

Table 1.1: Operational Regimes of a Thermal Machine

Operational Regime

Sign Convention for Fluxes

Engine (Jn) >0, (Je) <0, (juw) <0
Refrigerator (jn) <0, (je) >0, (ju) >0
Pump (4n) <0, {je) <0, (juw) >0
Accelerator (Jn) >0, {je) <0, (juw) >0

These regimes describe the various ways

energy can be transferred between the
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reservoirs and the work source. The most widely studied types of machines are
engines and refrigerators, and in this thesis, we focus our discussions primarily on

these two operational modes.

1.1 Background

Thermodynamic machines operate in nonequilibrium conditions. Although equi-
librium thermodynamics has a well-established and elegant structure, much less is
known about universal laws governing nonequilibrium systems or processes, which
are ubiquitous in nature. In fact, over the last two decades, the development of
stochastic thermodynamics has substantially enriched our understanding of the ther-
modynamic structure of nonequilibrium mesoscopic systems. Below we describe

some of the key discoveries made by stochastic thermodynamics.

1.1.1 Fluctuation-Dissipation theorem

Small systems are susceptible to fluctuations. The universal fluctuation-
dissipation relation (FDR) states that the response of a mesoscopic system, initially
prepared in thermal equilibrium, to external perturbations near equilibrium is di-
rectly related to its intrinsic equilibrium fluctuations in the absence of perturbation
[76-91]. The first antecedent of this fundamental theorem was provided indepen-
dently by Sutherland [92, 93], Einstein [94] and Smoluchowski [95] over a century
ago, demonstrating that (the Einstein version), in the presence of an external force,
the mobility p of a Brownian particle (dissipation) is related to its diffusion con-
stant D (fluctuation), D = pkgT. Another significant finding in line with the FDR
emerged in 1928 from Johnson and Nyquist, who showed that the resistance (dissi-
pation) of a circuit is related to the current fluctuations in the absence of a voltage
bias [96, 97]. However, a formal proof of the FD theorem came in the 1950s through
the work of Callen and Welton [76], and was further expanded by Green and Kubo
[77-80].

1.1.2 Linear Response theory

In the 1930s, Lars Onsager developed his theory of linear response, showing that

under small nonequilibrium constraints A,—also known as thermodynamic affinities



Chapter 1: Introduction 5

or biases—the thermodynamic fluxes (j,) can be expressed as linear expansions of

these biases, allowing the formulation of the linear equation [98, 99|
(o) = Y Lay A, (1.1.1)
.

The matrix L, known as the Onsager matrix, contains the transport or response
coefficients, Lo, = 04, (ja>’ (A)=0° In his seminal work, Onsager established that
when time reversal symmetry is preserved, the Onsager matrix is symmetric, leading
to the famous Onsager reciprocity relation, L., = L.o. Moreover, positivity of
entropy production, (o) = >, Loy A A, > 0, asserts that L is positive semi-
definite,

Loo >0, and det(L) > 0. (1.1.2)

The FD theorem, furthermore, connects these response coefficients to equilibrium
fluctuations [88-91, 100-103] (a detailed proof is given in the formalism section
1.2.3),

2L = (ody)- (1.13)

1.1.3 Fluctuation theorems

One of the most significant achievements of stochastic thermodynamics is the
discovery of the fluctuation theorems (F'Ts), which have substantially extended our
understanding of non-equilibrium fluctuations beyond the linear response regime
[104-123].

Within the framework of stochastic thermodynamics, a system evolves along
random trajectories through its phase space (in classical systems) or state space (in
systems with discrete states) [44, 115]. These trajectories represent the microscopic
evolution of the system under the influence of both deterministic forces (arising
from potentials or external fields) and stochastic forces (such as thermal noise).
To each trajectory, one can consistently assign thermodynamic quantities such as
energy, entropy, work and heat [115, 117]. For every forward trajectory Y, there is

a corresponding time-reversed trajectory T, where the system evolves backward in
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time with time-reversed forces and initial conditions. The universal FTs compare
the probability of a trajectory producing heat, work, or entropy to that of its time-

reversed counterpart absorbing the same quantities. One such example is

PT(AStot) _ eAs“’t

P Asa) , (1.1.4)

where Py (Asyo) represents the probability of total entropy production Asy, along
the forward-trajectory Y. In general, FTs take the form [36, 124]:

= X (1.1.5)

where « is a real constant related either to the equilibrium properties of the system’s
initial state or to nonequilibrium constraints determining a NESS. P;(x) and P, (x)
denote the probabilities of observing a given quantity x along the forward and the

backward /reverse processes, respectively. These relations are known as detailed FTs
[35, 119].

By utilizing the normalization the reverse process probability, [ dxP,.(x) =1, we

arrive at integral fluctuation theorems [35, 119], which can be written as
(e7) = 1. (1.1.6)

Applying Jensen’s inequality, (eX) > e leads to a second law-type inequality:
(ax) > 0. The integral FTs are considered a major breakthrough in modern ther-

modynamics, as they refine traditional second law inequalities into equalities.

In addition to the general form of the fluctuation theorems presented, several
specific FTs have been pivotal in shaping our understanding of nonequilibrium ther-
modynamics. For instance, the Jarzynski equality [104, 105] links nonequilib-
rium work to equilibrium free energy changes, while Crooks FT [106, 107| pro-
vides a detailed relationship between forward and reverse work distributions. The
Evans—Searles F'T [108] highlights the probabilistic nature of entropy production
during transient processes, and the Gallavotti-Cohen FT [112] extends this to
systems in NESS, establishing a relationship between entropy production and its

fluctuations. The Hatano-Sasa FT [110] refines the second law for systems driven
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between nonequilibrium steady states, quantifying the excess entropy produced dur-
ing these transitions. These theorems provide a robust framework for understanding
fluctuations across a wide range of nonequilibrium processes.

However, the problems discussed in this thesis are primarily quantum in nature.
Extending the trajectory-based derivations of FTs to the quantum regime is not
straightforward for several reasons: (i) the lack of a clear trajectory picture in
quantum systems, and (ii) the difficulty in defining quantities like work and heat,
due to the noncommutative nature of quantum operators at different times. Despite
these challenges, the two-time projective measurement (TPM) scheme has proven
useful in obtaining probability distributions for fluctuating quantities in quantum
systems, leading to various quantum FTs [35, 125-128]. We will explore this issue

in more detail in the formalism section 1.2.2.

1.1.4 Thermodynamic Uncertainty Relations

Another crucial discovery of Stochastic thermodynamics is the Thermodynamic
Uncertainty Relations (TURs), introduced relatively recently [129-131|. The TURs
establish a fundamental trade-off between the precision of a thermodynamic current
and the associated dissipation [42, 43, 129-144|. Precision is quantified by the rela-
tive fluctuation of a current, defined as the ratio ((j2)) /( ja)?, where (jo) is the mean
current and ((j2)) represents the variance, or fluctuation around this mean value.
Dissipation, on the other hand, is given by the average total entropy production
rate (o). The TUR, proposed by Barato and Seifert [129], is stated as

Gad > o va, (1.1.7)
(Ja)

Here, we explicitly show the Boltzmann constant kg for dimensional clarity.

(o)

Throughout this work, we set kg = 1, unless otherwise noted. This inequality
was first derived in the context of biochemical networks [129], and later rigorously
proved using large deviation theory [130, 145]. However, this traditional form of
the TUR has limited applicability, as it assumes the system follows continuous-time
Markovian dynamics and operates in or near a NESS [145, 146]. Importantly, in the

linear response regime-when time reversal symmetry is preserved-the original TUR
inequality (1.1.7) holds [132].
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In recent years, substantial efforts have been made to generalize the TURs to
various contexts, such as discrete-time Markov chains [147, 148], Bayesian networks
[149], deterministic chemical reaction networks [150], first-passage times [151, 152],
finite-time statistics [145, 146, 153, 154], periodically driven systems [155, 156], mea~
surement and feedback control [157-159], broken time-reversal symmetric systems
[160], active matter systems [161, 162], and quantum Markovian dynamics [143,
163]. Particularly, the fluctuation theorems have been shown to impose bounds on
precision by involving exponentiated entropy production |[133-136],

{s2) 2

> . .
o) e =1 —

1.2 Formalism

1.2.1 Two-time projective measurements and Full Counting
Statistics

We consider a isolated system, possibly driven, initialized at p(0). Its dynamics

is governed by von Neumann equation:

d

p(t) = —ilH (1), p(t)]. (12.)

The formal solution is given by
p(t) = U(L,0)p(0)U (1, 0), (1.22)

where the unitary propagator is

U(t,0) = Ts exp [ - %/Ot H(t) dt’]. (1.2.3)

Here, 7T, is the time-ordering operator that arranges the operators from left to right

with decreasing time.

Let O(t) be an observable of interest in the Schrédinger picture. The explicit

time dependence in O(t) solely originates from an external driving. The operator
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O(t) in its eigenbasis can be written as

O@t) =Y oo (o] = o, (1.2.4)

O¢

where o, are the instantaneous eigenvalues and II,, = |o;)(o;| are the projection

operators.

(I) The first projective measurement of O(t) occurs at ¢ = 0. According to the
measurement postulate of quantum mechanics, the possible outcomes of this
measurement come from the set of eigenvalues {0y} of the operator O(0). The

probability of obtaining an outcome o, is given by
P(0g) = Tr[IL,,p(0)I1,,]. (1.2.5)
The post-measurement state will be an eigenstate of O(0)

p/(o) . HOop(O)Hoo

= Tefll,, p(0)1L,, (1.26)

(II) The post-measurement state p'(0) is then allowed to evolve according to (1.2.2)
up to time ¢ when a second projective measurement of O(t) is performed.
The outcome of this second measurement will be an eigenvalue of O(t). The
conditional probability of obtaining o; given that the first outcome was oy is

given by

P(oi]oo) = Tr [IL,,U(t,0)p'(0)U' (2, 0)IL,,] (1.2.7)

From (1.2.5) and (1.2.7) we construct the joint probability to measure oy at time 0

and o; at time ¢ as

P(04;00) = P(04|0g) P(0p)
= Tr [IL,,U (¢, 0)IL,, p(0)IL,, U (¢, 0)IL,,]. (1.2.8)

From now on, we will consider the case [p(0),O(0)] = 0.
The probability distribution (PD) for the difference Ao = o, — 0y between the
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outputs of the two consecutive measurements is given by

P(Ao) =" 6{Ao — (0, — 09) } P(04; 00) (1.2.9)

00,0t

The characteristic function (CF) is given by the Fourier transformation of the PD
in (1.2.9),

G(x) = /d(Ao) eX2° P(Ao)
= Z eiX(Ot_OO)P(ot; 00)

00,0t

=Y el Ty [U (¢, 0)IL,, U (t, 0) Ty, p(0)1L,,

00,0t

=Y Tr [UT(t, 0)IL, e (¢, 0)e XL, p(0)IL,, |
00,0t

ixOH (t) ,—ixO(0
= (X" Wm0y (1.2.10)

where O (t) = UT(t,0)OU(t,0) is the observable O in the Heisenberg picture, and
x is known as the counting field. To reach the final form of the characteristic

function (CF) in (1.2.10), we utilized the properties of the projection operators (i)
2, =, (i) 3, Moy = 32, I, = 1, and (iii) [p(0),T,,] = 0.

The Full Counting Statistics (FCS) framework allows us to analyze the com-
plete probability distribution of the observable Ao, capturing not only the average
quantities but also the higher-order moments and fluctuations. The characteristic
function G(x) serves as a generating function for these moments. Specifically, the
nth moment (Ao") of the distribution P(Ao) is obtained via

g(x) (1.2.11)

However, to describe the fluctuations more effectively, it is convenient to work with
the cumulants rather than moments. The cumulant generating function (CGF) is
defined as the natural logarithm of the CF, InG(x). The nth cumulant {(Ao™)) is
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then given by

O Gy (1.2.12)

(da) = (=" 55 mG(0)|

The first cumulant coincides with the first moment, providing the mean (Ao). Of
particular interest in this thesis is the second cumulant, or the variance, {Ao*) =

(A0®) — (Ao)?, which quantifies the fluctuations around the mean.

1.2.2 Quantum fluctuation theorems

Time-reversed probability: In the time-reversed evolution, the ‘final’ density
matrix from the forward quantum evolution in (1.2.2) is mapped back to its initial
state. The initial condition of the time-reversed evolution is given by p(0). It
is important to avoid the assumption that p(0) = p(t) because the initial state
of the reverse process depends on the specific physical scenario being considered.
This distinction will be clarified at the end of this section, and also with particular
physical scenarios in the subsequent subsections: such as when work is performed
on an isolated system initially in a thermal state, or when heat and matter are

exchanged between systems initially prepared in product equilibrium states.

The evolution of the system in the reverse process is described by p(t) =
U.(t,0)p(0)U{(t,0), where U,(t,0) = OUT(¢,0)0 with © being the antiunitary time

reversal operator. Additionally, we will consider the case where [O(t), p(0)] = 0,
ensuring the same compatibility between the observable and the initial condition of

the reverse process as was assumed for the forward process above.

The joint PD for measuring o; at time 0 and oy at time ¢ in the reverse process
is denoted by P,.(0g; 0;). In the previous section, while we discussed two-point mea-
surements and joint probability distributions, we did not explicitly associate them
with the forward process. To clarify, we now designate those quantities as part of

the forward process by adding the subscript f.

Similar to the forward evolution, we define the probability to measure the differ-

ence Ao = oy — 0; between the two successive measurements in the reverse process



12 1.2. Formalism

P,(Ao0) = 6{Ao — (09 — 01)} P (0p; 01), (1.2.13)

00,0t

which we refer to as the time-reversed probability. The Fourier transform of this

probability distribution yields the time-reversed CF:

.0 = [ d(80) e P, (80)

= e )P (0p;0,). (1.2.14)

00,0t

General quantum FT: We define the associated irreversible entropy change

for the forward process as

— Pf(Ot; 0p) {00]p(0)]00)
Zf(0g;00) = In =In — , 1.2.15
s(or;00) P,(0g; 0r) (0[p(0)]oy) ( )
and for the reverse process as
—_ P’I‘(OO; Ot) —_
= (00; =ln——= == : 1.2.16
(00; 01) n Py (or; 00) r(0r; 00) ( )

These results follow from (1.2.8) by noting that (i) Joint probabilities factorize
as Pr(oi;00) = Pr(oi]oo)P(0o) and Py(0g; 0¢) = Pr(0o|or)P(0¢); (ii) Microreversibility
ensures Pr(otog) = P,(0plo), reducing the entropy production to the logarithm of

ratio of initial probabilities.

Similar to (1.2.9) and (1.2.13), we define the probabilities

[I]

=D o=~ Es(0r100)} Pr(or; 0) (1.2.17)

00,0t

=Y 6{Z— (005 00)} Pr(00; 01) (1.2.18)

00,0t

[I]

This leads to the detailed fluctuation theorem

¢ (Z) Z(S{u — Z4(0g500)} €275%) P, (043 00)

00,0t



Chapter 1: Introduction 13

=" Z {= + Er (005 00) } Pr(00; 01)
00,0t
N (1.2.19)

or equivalently

= €=, (1.2.20)

From this detailed FT (1.2.20) we can derive the integral FT,
(e7%), =1, (1.2.21)

which, according to Jensen’s inequality, leads to a second law-type inequality (=) ;>
0.

It should be noted that the FTs expressed in equations (1.2.20) and (1.2.21) are

physically meaningful only if the quantity = is a measurable physical observable. In

this context, the assumptions [O(0), p(0)] = 0 and [O(t), p(0)] = 0 play a crucial

role. For example, under these assumptions, we find that

<E>f = Z Ef(ot’ OO)Pf(Ot7 00)

= S o Kol U 0o lole
= 5" ulp0)on) 1 fnlpOen) — 3 o6 n 0o

= Tr[p(0) In p(0)] — Tr[p(t) In p(0)]
= Tr[p(t){In p(t) — In p(0)}]
> 0, (1.2.22)

which is recognized as the Kullback-Leibler divergence, or relative entropy, between
p(t) and p(0). Since relative entropy is always non-negative, this ensures the second

law of thermodynamics is satisfied.
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Crooks FT and Jarzynski equality

The stochastic work done on an isolated driven quantum system, initialized at a
thermal state with respect to inverse temperature (3, is determined by measuring
the energy of the system H(t) at the initial time ¢ = 0 and then at the final time
t, yielding w = E; — Ey. In this context, the observable O(t) coincides with H ().

The initial density matrices for the forward and the reverse processes are given by

e—BH(0) e—BH(t)
— — o BH(0)=F(0)] 5(0) = — ¢ BlHEB-F@)
p(O) - Tr[e_gH(O)] =€ and p(O) - TI‘[Q_BH(t)] =e )
(1.2.23)
where the free energy F(t) = —B 'InZ(t)and the partition function is Z(t) =

Tr[e=#H®)]. Given that [H(0),p(0)] = 0 and [H(t), p(0)] = 0, the CF corresponding
to the work-PD is is derived from (1.2.10),

ixHH (t) —i
G(x) = (X Ve XH(0)>p(O) (1.2.24)
Additionally, from (1.2.15), we can identify
Er(Ei; Eo) = Bl(E, — Ey) — AF] = By, (1.2.25)

where, the free energy difference is AF = F(t) — F/(0), and wg = w — AF represents
the dissipated work. The Crooks F'T [106, 107] follows from (1.2.20),

Pf(+ﬁwd) __ _Bwyg
B huy — (1.2.26)

This relation can be reformulated in terms of the total work w [126],

Pr(+w) _ sw-ar) (1.2.27)

The corresponding integrated FT, as presented in (1.2.21), is known as the Jarzynski
equality [104, 125, 128],

(e7PLmBl)y =1, (1.2.28)
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Furthermore, by applying Jensen’s inequality, we obtain a second law-type inequal-
ity: (w); > AF. Note that for a cyclic process, where AF' = 0, this result reduces

to the standard Kelvin statement of the second law.

Quantum exchange FT

We consider a system with the total Hamiltonian H = H4 + Hp + V', where the
total system is partitioned into two subsystems A and B, and V represents a weak
interaction between them. No external driving is present. The energy F 4 and the
number of particles N4 of subsystem A are measured at times 0 and ¢. Initially,
both subsystems are assumed to be in grand canonical equilibrium, with §; and u;
being their respective inverse temperatures and chemical potentials (i = A, B). The

initial density matrix for both forward and reverse processes is given by:

e—Ba(Ha—paNa) e—Be(Hp—pBNB)

p(0) = p(0) = Tr[e—Ba(Ha—naNa)] ' Tr[e=BsHp—psN5)]’ (1.2.29)

This assumption is valid when the interaction V' is initially negligible. At time ¢t = 0,
the first measurement is performed, then the interaction V' is turned on, allowing
for energy and particle exchange between the subsystems. After evolving under the
total Hamiltonian H for a time ¢, the interaction V is turned off, and the second
measurement is made.

In the absence of interaction, the particle numbers in each subsystems are con-
served, allowing simultaneous measurement of energy and particle number. When

measuring both subsystems, the joint PDs for the forward and reverse processes are:
A,B A,B A,B A,B A,B A,B
(@™ o) = (@MU (1, 0)]@6 ) P (25 P p(0)| 26, (1.2.30)
and

P(@fM P ol = (@i eut, 0)et it 2 (@i 5(0) |0 P

= |
A,B A,B A,B} |~ A,B
= [(@{M U, 0)| @5 P@i P a0y @iy (1.2.31)

where ®{4B} represents the measurement outcomes {E4, Na, Eg, Ng}. The irre-

versible entropy exchange between subsystems, as follows from (1.2.15), is given
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—r4+.{A,B A,B
E[@MPY oMY = — B4 [ES — Ely — pa(NY — NY)]
— Bp[EY — Ef; — pp(Ng — Np)|

Under the weak coupling assumption, energy conservation holds approximately, al-

(1.2.32)

lowing the change in energy of each subsystem to be interpreted as heat,
EY — By ~ —(EY% — EY). (1.2.33)

For strong couplings, this interpretation breaks down as system-environment corre-

lations become non-negligible. Additionally, particle number conservation,
NY + NS = N' + N§ (1.2.34)
holds true.

Using these conservation laws, the entropy production given in (1.2.32) can be

further simplified in terms of the measured quantities F4 and N, for subsystem A,

=@M i ~ — (85 — Ba)(EY — ES) — (1aBa — ppBp)(Ny — NY)
— — Ay (Bl — ES) — An (NG — NY)
=— A AE, — AR ANy, (1.2.35)

where AFE, = EYy — E% and AN, = N — N§ denote the changes in energy and
particle number of subsystem A, and A, = B — fa, An = uafa — upbp are
the nonequilibrium constraints for heat and particle exchange, respectively. These
correspond to the thermodynamic affinities in response theory. From this, using
(1.2.20), the detailed fluctuation theorem follows:

P(AE4,ANy) _ oAnAEA+ARAN,
P(—AE4, —ANy)

(1.2.36)

The above relation is known as quantum exchange FT [114]. The f and r subscripts
are dropped because the forward and reversed probabilities are identical in this case,
P;(AE4,ANy) = P,(AE4, AN,). Note that, A, = A,,, = 0 corresponds to an equi-
librium situation, where the detailed balance P(AE4, AN,) = P(—AFE 4, —ANy)
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is satisfied. In terms of CF, the exchange FT is expressed as

G(xh, Xm) = G(=xn + iAR, —Xm + iA), (1.2.37)

where x, and x,, are the counting fields for heat and matter exchange, respectively.

Steady-state FT

We now present some qualitative arguments to show how the quantum exchange
fluctuation theorem (FT) derived in equation (1.2.36) can be extended to obtain a
quantum steady-state F'T for heat and particle exchange between two macroscopic
reservoirs through a mesoscopic system.

To this end, we consider subsystems A and B as macroscopic reservoirs, with
their respective Hamiltonians denoted by H4 and Hg. The interaction term V now
consists of V. = Hg + H,s + Hps, where Hg represents a finite mesoscopic system,
and H,s and Hpg are weak interaction terms coupling the system to reservoirs A
and B, respectively. The energy F4 and the number of particles N4 of reservoir A
are measured at times 0 and ¢.

In the ¢t — oo limit, the system S is assumed to reach a NESS. Due to the
finiteness of the system S and the weak system-bath couplings H4s and Hpgg, the
energy and particles lost (or gained) by the reservoir A are transferred to (or lost
from) the reservoir B, with negligible contribution from the system itself. Therefore,

for the total irreversible entropy production, equation (1.2.32) approximately holds:

Z[@5P o3P ~ — B4 [EG — BY — pa(NG — NY)]
— Bp|E% — B — up(N§ — Nb)]
+ O(E% — E2) + O(NL — N9, (1.2.38)

Since energy and particle number conservation approximately hold [cf. (1.2.33) and
(1.2.34)], the irreversible entropy production can be further simplified in terms of

the measured quantities E4 and N4 for reservoir A [cf. (1.2.35)], leading to

g i ~ —A,AEs — AnANL + O(EL — E3) + O(N — N)  (1.2.39)
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where AE4 = EY — EY and ANy, = NY — N9 denote the changes in energy and
particle number of reservoir A, and A, = Bg — Ba, An = pafa — upfp are the

nonequilibrium constraints for heat and particle exchange, respectively.

For long times, a universal steady-state F'T for the heat and particle currents
emerges, which is independent of system-specific properties [35, 164]:
1 P(AE4,ANy)

lim —In

t—oo { P(—AEA, —ANA)

=Anin + A m (1.2.40)

where j, = AE,/t and j,, = AN4/t are the heat and matter fluxes flowing between
the system and reservoir A. The corresponding scaled cumulant generating function
(SCGF), defined as

1
Q(xns Xom) = lim 10 G (xn, Xm), (1.2.41)

satisfies the symmetry relation

Q(Xn, Xm) = Q(=Xn + 1A, —Xm + 1 Ap). (1.2.42)

It should be noted that cumulants of steady state currents can be directly computed

from Q(xn, xm) by taking derivatives with respect to the counting fields x;, and y,,,

() = o Ol )
InImi) = a('LXh)ka(ZXm)l Xhs Xm {X}:O.

(1.2.43)

1.2.3 Linear response and Fluctuation-Dissipation from Fluc-

tuation Theorem

In this section, we provide a straightforward derivation of Onsager’s linear re-
sponse theory using the steady-state fluctuation theorem (FT), leading to Onsager’s

reciprocity relations and the fluctuation-dissipation theorem.

We begin with an abstract formulation of the symmetry relation given by equation
(1.2.42),

QM2 (X1, x2) = QM (—xa +iAL —xa + i), (1.2.44)
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which directly reflects a steady-state F'T of the form

A1, Az
L1 PAYR(ALL AL

it PALA (AT, —AD)

= A1 j1 + Az jo, (1.2.45)

where j; = AL/t and j, = Aly/t are two independent currents and A;, Aj are the
two corresponding nonequilibrium constraints—or affinities. Al; and Al, are the net
amount of charges of type 1 and 2 transferred through the system during time ¢ [cf.
(1.2.40)|. The SCGF Q(xn, Xm) in (1.2.44) is defined as

1
Q2 (x1, x2) = lim —In G2 (xy, x2)
t—oo {
1 ) .
= lim —In / d(AL) / d(ALy)eAheteAl pALA2 (AT T ALL)
—00
(1.2.46)
We note down some important properties of this SCGF:

(i) Q442(0,0) = 0, arises from the normalization of the probability distribution
PA2 (AT AL) in (1.2.46).

(i) Q41 42(iA;,iAy) = 0, arises from the symmetry relation (1.2.44).
(iii) In equilibrium (i.e. in absence of the affinities) Q"°(x1, x2) = Q%% (—x1, —x2)-

(iv) The cumulants of the currents are calculated via via

okt
ivih) = Az 1.2.4
«jle» 6(1X1)k8(zxg)lg <X17X2) {X}ZO’ ( 7)
which is abbreviated as
(Gt 78 = (=i)* ok oL, 04 *2(0,0). (1.2.48)

Differentiating both sides of equation (1.2.44) with respect to counting field y,
(a can take values 1 and 2) and using the definition given in (1.2.46) and the FT in
(1.2.45) yields

0

0 . .
a—XaQA“AQ(Xl, X2) = —a—XaQAl’AQ(—Xl +iAy, —x2 +iAs),. (1.2.49)
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In the equilibrium limit, this leads to the expected result 9, Q%°(0,0) = 0, indicat-

ing that, on average, no current flows.

In the small affinity limit (linear response), we can express the average current

as a Taylor expansion:

<ja> = _i8Xa QALAQ (07 O)
= —i0,,Q%%(0,0) =i Y A, 0,,04,2"°(0,0) + O(A)

v=1,2

= LaA,, (1.2.50)

v=1,2

where we identify the response coefficients as
Loy = —i0y,,04,2%°(0,0). (1.2.51)

The right hand side of the above identity should be interpreted as (i) first, differ-
entiate with respect to A,, (ii) then take the limit {A} = {A;, A3} — 0 (iii) next,
differentiate with respect to x,, and (iv) finally, take the limit {x} = {x1, x2} — 0.

Steps (ii) and (iii) are interchangeable.

Now, differentiating equation (1.2.44) with respect to affinity A, (where vy = 1,2)

yields
9, 0 N,
JQAI’AQ(M,XQ) =94 QM2 (—xy, —xa) — ZWQAI’AQ(_XM_M)' (1.2.52)
gl gl v

The above relation we have exploits the definition of SCGF in (1.2.46) and the FT
in (1.2.45).

Next, we differentiate equation (1.2.52) with respect to y., while taking into
account (1.2.49), and then we take the limit {x} — 0:
0? 0?

29—~ Q%(0,0) = —i
(0,0) IXaOXy

0,0
OxaOA, Q™(0,0), (1.2.53)

Therefore, we can establish that the response coefficients are symmetric and can be
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expressed as follows:

— iﬁ—QQQO(O 0)
IXa0A, ’
(—Z>2 82

2 Oxa0Oxy

=5 (i) (1.2.54)

Loa’y = L’ya =

Q%°(0,0)

This concludes our proof.

These results establish the foundational framework for analyzing nonequilibrium
quantum systems in this thesis. The derived fluctuation relations and response coef-
ficients will underpin our investigation of performance bounds for quantum thermal

machines (Chapters 2 to 5) in diverse operating regimes.

1.3 Main Research Questions Addressed

The central aim of this thesis is to quantify the constraints on the performance
of a broad class of small-scale thermodynamic machines by examining fluctuations.
Specifically, we explore how nonequilibrium fluctuations influence the efficiency,
power, and reliability of thermal machines, and provide universal bounds on these
fluctuations. In Chapter 2, we investigate autonomous continuous thermal ma-
chines, focusing on quantum absorption refrigerators with time-reversal symmetry.
In Chapter 3, we extend our study of continuous machines where time-reversal sym-
metry is broken, exemplified by non-autonomous continuous machines, specifically,
a Brownian heat engine. In both cases, we work within the linear response regime
and apply the principles of linear irreversible thermodynamics to derive universal
bounds on fluctuations. In Chapter 4 and Chapter 5, we delve into the study of dis-
crete four-stroke Otto cycles. First, we analyze asymmetrically driven Otto cycles
with specific working fluids such as a single qubit and a harmonic oscillator, noting
that these cycles lack a well-established linear response formalism, unlike continuous
machines. We explore the bounds on fluctuations far from equilibrium, revealing
distinctive behavior compared to their continuous counterparts. In Chapter 5, we
address the absence of a linear response framework for generic Otto cycles by em-

ploying the Schwinger-Keldysh nonequilibrium Green’s function (NEGF) technique.
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This allows us to explain the observed differences in fluctuation bounds between dis-
crete and continuous machines.

Our analysis establishes connections between various proposed bounds, such
as thermodynamic uncertainty relations (TURs), and evaluates their applicability
across different scenarios for both quantum and classical thermal machines.

Key contributions of this thesis include:

e Deriving new bounds on the cooling efficiency and power of a continuous ab-
sorption refrigerator in the linear response regime, with a focus on how fluc-

tuations limit performance.
e Extending these bounds to systems where time-reversal symmetry is broken.

e Investigating a discrete four-stroke Otto cycle with a two-level system and har-
monic oscillator working medium, showing that bounds on fluctuation behave

differently compared to continuous machines.

e Developing a rigorous linear-response formalism for the discrete Otto cycle
using the Schwinger-Keldysh nonequilibrium Green’s function (NEGF) tech-
nique, explaining the distinct behavior of discrete machines compared to con-

tinuous ones.

This work advances our understanding of the performance of nanoscale machines,
providing theoretical insights that may inform the design and optimization of next-

generation thermodynamic devices.

1.3.1 Outline

This thesis is organized as follows:

Chapter 2: We begin with a study of three-terminal quantum absorption refrigerators,
that falls into the category of autonomous continuous machines, operating in
the linear response regime. We derive bounds on cooling power and efficiency
by exploring the hierarchy in current fluctuations. Our analysis relies on the
principles of linear irreversible thermodynamics and Onsager reciprocity. Fur-
thermore, we establish a hierarchy in the TURs of different currents. As a

consequence of this hierarchy, the seemingly independent bounds on cooling
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Chapter 3:

Chapter 4:

Chapter 5:

Chapter 6:

power derived from the TURs are, in fact, interconnected and follow a similar

hierarchy. Publication related to this project— (iii).

We extend our study to continuous machines with broken time-reversal sym-
metry, by focusing on non-autonomous continuous machines, specifically Brow-
nian heat engines. The chapter establishes universal bounds on fluctuations
even in the absence of Onsager reciprocity. Crucially, a proper symmetrization
of the operational regime is pivotal for understanding performance limitations.

Publication related to this project— (iv).

We transition to discrete machines, investigating the quantum Otto cycle with
a single qubit and a harmonic oscillator as working fluids. We consider the
case of broken time-reversal symmetry for the sake of generality. Unlike con-
tinuous machines, these systems lack a robust linear response formalism. We
explore the bounds on fluctuations far from equilibrium and highlight how
these bounds behave differently compared to continuous machines. Addition-
ally, we derived generalized thermodynamic uncertainty relations (GTURs) for
the qubit-Otto cycle valid in far from equilibrium regime. Publication related

to this project— (ii).

We address the lack of a linear response framework for Otto cycles by sys-
tematically applying the Schwinger-Keldysh nonequilibrium Green’s function
(NEGF) technique. Importantly, we report robust Onsager reciprocity even
when drivings are asymmetric. This is a distinctive feature of the Otto cy-
cle, attributed to the clear separation between the work and heat exchange
strokes. This chapter also explains the observed differences in bounds on fluc-
tuation between discrete and continuous machines, linking them to violation of
the work-fluctuation-dissipation relation due to presence of external drivings.

Publication related to this project— (i).

Finally, we conclude this thesis with closing remarks and discussing some

future prospects.
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Bounds on performance for autonomous

absorption refrigerators

The second law of thermodynamics forbids spontaneous heat flow from a cold to a
hot reservoir. Refrigerators, however, remove heat from the cold reservoir and dump
heat into the hot reservoir by utilizing external work. The absorption refrigerators
(ARs) are a special type of autonomous cooling system that transfer heat from a
cold reservoir to a hot reservoir, utilizing a third thermal reservoir, often referred to
as the “work reservoir”, instead of relying on a mechanical work source. A typical
autonomous AR is a three-terminal setup that operates in a non-equilibrium steady
state, continuously directing energy flow from the cold (¢) terminal to the hot (h)
terminal by absorbing energy from the work (w) terminal |73, 165-182], and there-
fore, fall into the class of continuous thermal machines (see Fig. 2.1). It should be
noted that in order to achieve refrigeration, the temperature of the work reservoir
must be the highest among the three. In other words, the inverse temperatures
(Ba = 1/kpT,) of the three reservoirs must follow the sequence 5. > (B, > S,.

The first useful absorption refrigerator (AR) for industrial applications was real-
ized in the 19th century by the Carré brothers [183, 184]. With rapid advancements
in quantum technologies, intense efforts are now directed toward understanding and
realizing the smallest possible ARs [166-172, 178, 179, 181] that can operate with

maximum cooling efficiency and power by leveraging quantum resources. Various

25



26

Figure 2.1: Schematic for a generic three-terminal quantum autonomous absorption
refrigerator. The inverse temperatures of three reservoirs follow the sequence 3. >

6h > ﬁw'

proposals to realize quantum ARs using platforms such as superconducting qubits,
arrays of quantum dots have been put forward [185-188], with one successful exper-

imental implementation using trapped ions achieved very recently [11].

Notably, as the system size shrinks, fluctuations—both quantum and ther-
mal—can significantly impact the performance of thermal machines. In this context,
thermodynamic uncertainty relations (TURs) [42, 129, 130, 132, 134-139, 142-144],
which represent a trade-off between the relative fluctuations of currents (precision)
and the entropy production rate (cost), have provided universal upper bounds on
the performance of thermal machines in terms of current fluctuations. For multi-
affinity-driven thermal machines, it has been demonstrated that TURs for different
currents can impose distinct bounds on output power [42|. However, the relationship

between these different bounds has not been clearly established.

In this chapter, we show that for time-reversal symmetric ARs, the relative fluctu-
ations of the three different currents (cold, hot and work) are not truly independent
but follow a strict hierarchy in the linear response regime. Consequently, the differ-
ent universal bounds on cooling power (i.e., the cold current) derived from TURs
also follow a similar hierarchy. Furthermore, we report novel bounds on both cooling
power and its associated efficiency (quantified as the ratio of cold—to—work currents),
which can be tighter than those derived from the TURs.

We organize this chapter as follows: In section 2.1, we introduce a generic AR

setup and provide a proof for the hierarchy in the relative fluctuations of currents.
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In section 2.2, we discuss the bounds on cooling efficiency and cooling power derived
from the TURs and connect these findings with bounds derived from the hierarchy.
In sections 2.4 and 2.5, we provide numerical results and discuss these bounds for

two paradigmatic quantum AR models.

2.1 Hierarchy in the relative fluctuations of cur-

rents

A generic setup for an autonomous AR consists of a working medium (classical
or quantum) connected to three thermal reservoirs, namely the cold (c¢), hot (h)
and work (w) reservoirs. The inverse temperatures (5, = 1/kgT,) of the three
reservoirs follow the sequence 8. > [, > [,. The average current from reservoir
« is denoted as (j,), and the fluctuation of current about the mean is denoted by
(72 = (52) = (ja)*. We adhere to the sign convention: Energy flowing into the
working medium is considered positive. Since, the purpose of an AR is to cool
down the cold reservoir by absorbing energy from the work reservoir and dumping
heat into the hot reservoir, we characterize the refrigeration operational regime as
(Je) > 0, (ju) > 0 and (jn) < 0. In this section we will show that the relative
fluctuations of the three different currents, defined as ((j2))/(j.)* for a = ¢, h,w,

follow a strict hierarchy in the linear response regime,

©2) o @) o W2) (2.1.1)
Gy~ Gn)® T ()

The equality in the above relation corresponds to the tight-coupling limit, i.e., all

mean currents are proportional to each other.

First, we will prove the first inequality in equation (2.1.1). For this, we focus on
the cold and the hot currents, i.e., j. and j,. In the linear response limit, we can

express the currents in terms of the Onsager’s response coefficients as

<jc> = Lcc -Az;u + Lch Azu’

(2.1.2)
(Jn) = Lpc AY + Ly Ay

where AY = (By—Ba), @ = ¢, h, represent the thermodynamic affinities, defined
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with respect to the inverse temperature of the work reservoir /3,,, which is set as the
reference in this particular case. Notice that these affinities can be identified from

the expression of average entropy production rate,

(o) == > B8i(G)

i=c,h,w

= (ﬁw - BC)@C) + (ﬁw - Bh)<]h>
= AL, (2.1.3)

a=c,h

where, in order to go from first to second line, we used the first law of thermody-
namics, » . _ ., . (Ja) = 0. We focus on time-reversal symmetric scenario. There-
fore, Onsager raciprocity holds true, i.e., the off-diagonal Onsager coefficients satisfy

Ly, = Lipe. To prove the first inequality given in (2.1.1), we consider an alternative

expression (j)*((j2) — (o) (j7)-

Gn) (2D — () (G0 = 2Lec(in)” — 2Lnn{je)?
= 2(LeeLpp — L2) (LpnAY? — Lo AY?)
= 2det(L) ((jn) Ay — (je)AY)
> 0. (2.1.4)

Here, in the first line we have used fluctuation-dissipation relation (FDR), ((j2)) =

2L;;, for i = ¢, h, and for the last line we have used:

(i) The determinant of Onsager matrix is non-negative, det(L) > 0, reminiscent

of second law of thermodynamics,

(ii) In the refrigeration operational regime, (j.) > 0 and (j,) < 0, and AY < 0 for
both o = ¢ and h (since . > B, > B,). Therefore, both (j;).A¥ and —(j.).AY

are positive (non-negative) quantities.

We emphasize that the above argument is independent of the sign convention taken;
e.g., if one chooses the convention that current flowing into the reservoirs be positive,
both the signs of fluxes, (j.), (ju), and the (revised) affinities, A% = (B, — Bu),

a = ¢, h, will be reversed and as a result the signs of the products (j.)AY and



Chapter 2: Bounds on performance for autonomous absorption refrigerators 29

(jn)AY will remain the same. From (2.1.4), we conclude

(2.1.5)

Notice that the equality in the above relation corresponds to vanishing determinant
of the Onsager’s matrix, which is achieved in the tight-coupling limit (when all mean
currents are proportional to each other).

Next, we prove the second inequality in equation (2.1.1). For this, we take inverse
temperature of the cold reservoir (3, as reference and write down the expressions for

average hot and work currents, (j), (j,), up to linear order in affinities

(jn) = Lnn A + Ly A

) : (2.1.6)
<jw>> = Lwh A; + wa chua

where A¢ = (B.—fa), @ = h,w, are the thermodynamic affinities identified from
AC (j). The symbol

tilde on the response coefficients indicate that these are now computed with respect

the expression of total entropy production rate, (¥)=>"

a=h,w

to the affinities AS (i.e., cold reservoir as reference). Similar to the steps followed

to prove the first inequality in (2.1.1), we will consider an alternative expression
() (20 = () (2,
() Q) — (n) (2D = 2Lnn i) = 2Lun (i)
= 2(LinLuw — L1y) (LuwAS” — LipAS?)

= 2det(L) ((ju) A5 — (Gn) A7)
>0, (2.1.7)

where we used:

(i) The standard FDR, ((j2)) = 2Ly, i = h, w.

(ii) The non-negativity of determinant of the onsager matrix, det(L) > 0.

(iii) The refrigeration operational regime condition: (j,) < 0 and (j,) > 0, and
A¢ > 0 for both o = h and w (since 5. > B, > B,,). Thus, both (j,).AS and

—(jn).A§ are positive (non-negative) quantities.
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From (2.1.7), we conclude

G < o)

<jh>2 B <jw>2‘

It is important to note that the above inequality is valid independent of the direction

(2.1.8)

of current from the cold reservoir, as in this case, imposing the conditions (j,) < 0
and (j,) > 0 does not fix a definite direction for (j.). Therefore, this particular
inequality concerning the work and hot currents, as given in equation (2.1.8), is valid
even in the heat pump operational regime, which is characterized by (j.) < 0, (j,) >
0 and (j,) < 0. However, focusing only in the refrigerator regime, equations (2.1.5)
and (2.1.8) provide the required hierarchy given in (2.1.1). This hierarchy in the
relative fluctuations of currents, as given in equation (2.1.1), represents the first
central result of this chapter.

We note an immediate consequence of this hierarchy in (2.1.1): The inequality
involving cold and work currents provides a completely different universal upper
bounds for the cooling efficiency, defined as () = (j.)/(jw), and average cooling

power (j.),

(2.1.9)

(Je) < ) {Juw)- (2.1.10)

Next, we demonstrate that this newly defined upper bound on cooling efficiency

[cf. (2.1.9)] is tighter than the standard three-terminal version of maximum cooling

efficiency ¢, = ((éh:—g:)) Note that e, reduces to the well-known two-terminal cooling

efficiency version (1 — n.)/ne, with n. = /(8. — Br), in the limit 5, < B.

< €. (2.1.11)

To prove this inequality in (2.1.11), we will consider the cold and work currents,
(j.) and (j,), taking inverse temperature of the hot reservoir (), as the reference.

In the linear response regime, the currents (j.) and (j,) are expressed in terms
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of the Onsager’s coefficients I_/OW, with a,7 = w, ¢, and thermodynamic affinities

Al = (81, — Ba), with a = ¢, w,

(67

<]c> = ECC A? + Ecw AZ,
(ju) = Luye A" + Ly, A" (2.1.12)
We notice that
()AL — (o) Al > 0. (2.1.13)

This is because (i) (j.) > 0 and (j,) > 0 in the refrigerator operational regime,
and (ii) due to the inverse temperature sequence 3. > 3, > ., we obtain A" > 0,
Al < 0. Now,

(Ju) Al — (je) Al > 0

= 2 = 2
= LccAg S waAZ

Lec < (_ﬁ)
()
)
where, in the last line, we have used the standard FDRs, ((j2)) = 2Ly, for i =
¢, w. This concludes our proof for the inequality given in (2.1.11). The inequalities

in equations (2.1.9) and (2.1.10), together with equation (2.1.11), constitute the

another central result of this chapter:

4
]

—_

<el (2.1.14)

4

=

—_

ord

)

(j

(e) < ) < &, (2.1.15)
(Je) < <<<<j§>>>> (Juw) < €c (Ju)- (2.1.16)

We have derived new tighter bounds on cooling efficiency and cooling power in terms
of fluctuations of the cold and work currents, valid in the linear response regime.

The equality in the above relations corresponds to the tight-coupling situation
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2.2 Bounds on cooling efficiency and cooling power
derived from TURs

For an out-of-equilibrium system in steady-state, subjected to multiple thermody-
namic affinities, the TURs [42, 129, 130, 132, 134-139, 142-144| represent trade-off
relation between the relative fluctuations of individual currents (such as heat, work
and particle currents) and the net eRtuations and the dissipation arbitrarily. For

the AR setup, the TURs can be can be expressed as

«‘73‘2 >2, a=chw. (2.2.1)

Note that the above TURs hold true in the linear response regime. We now provide a
simple proof for the TUR corresponding to the cold current by utilizing the onsager
relation given in (2.1.2):

(2 _ 2Le.

LAY AY
(je)® <jc>2ijz;h e

2 A’
= h_ de
24+ —% e t(L)

> 2. (2.2.2)

Here, the equality corresponds to the tight-coupling limit, i.e., when the determinant
of the Onsager’s matrix vanishes. A similar approach can be applied to derive the
other two TURs.

First, we note that the entropy production rate (o) = —>"_ _ ., . Ba(ja) can be

expressed as

(o) = (8 = 60) [ 5 — 1] G

= ~(fe- <<§>< N (2:2.3)

)
= (ﬁc - [ 5”

where we recall that e, = ((gh gw), and () = (J.)/(jw). Therefore, the TURs in
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(2.2.1) can be exprressed in the following alternative forms:

> 2, (2.2.4)

(2) } - 225)

> 2. (2.2.6)

In the refrigerator operational regime, characterized by (j.) > 0, (j,) > 0 and
(jn) < 0, we highlight that these alternative expressions of the TURs enable us to

derive novel upper bounds on cooling efficiency (), which are tighter than ..

200 .
e/ (F gy ) = 227
2 () BRI
6= (e s/ U ama) g) = o (225
2w
<€> S e (ﬁc_ﬁh) <<]3)>> . work - (229)

One can alternatively express the above bounds on the cooling efficiency as bounds

on the cooling power,

<]c> < (ﬁc_ﬁh) 2<€ «.]3» = Peold; (2210)
() < (BB & () = P 2.211)
(3 < (B B) S 4e) (32) = Prone (2212

Next, we study the implication of the hierarchy of the relative fluctuations, as
given in equation (2.1.1) on the the above-mentioned bounds on cooling efficiency

and cooling power, derived from the TURs.

2.3 Comparison of the bounds

First of all, we notice that, (2.1.1) immediately indicates that the TURs for
different currents [cf. (2.2.1)] are not truly independent of each other but follow
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a strict hierarchy. Therefore, we infer that in the linear response regime, among
the three different currents, the work current provides the best estimate for entropy

production rate compared to the other two currents [189, 190].

As a consequence, the three separate and seemingly independent bounds on cool-
ing power derived from TURs [cf. (2.2.10) to (2.2.12)], are also not truly independent

but follow a similar strict hierarchy. Since

{72 < (ESEEENEEE (2.3.1)

we obtain,
(Je) <Pwork < Phot < Peold, (2.3.2)

We conclude that, due to this hierarchy, the cooling power gets most tightly bounded
when the bound is derived from the work-TUR. However, the bound on cooling
power given in (2.1.16) does not fall within this hierarchy, and potentially can be-
come tighter compared to the bounds derived from the TURs, making it important

to consider.

Finally, we also notice that the bounds on cooling efficiency derived from the
TURs [cf. (2.2.7) to (2.2.9)], and as well as the bound given in (2.1.15) do not

follow such a hierarchy. However, we can prove that

<€> S S gcold S Ec. (233)

To prove the above relation, we note that in the linear response regime, we can

express the currents (j.) and (j,) in terms of the Onsager’s coefficients L., with
a,y = w,c.

() =Lee (Bn = Be) + Lew (Br — Bu) »

(Juw) =Lwe (Bn — Be) + Luw (Br — Bu) -

We recall that in the refrigeration regime we must have (j.) > 0. Notice that, be-

(2.3.4)

cause of the temperature sequence 3. > £, > fB,, and the fact that L. = {(j2))/2 >

0, we can conclude that L., > 0. We will need this for our proof. Next, we express
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(2.2.7) as
_ﬁh - ﬁw Ecc (ﬁh - ﬁc) + ch (ﬁh - ﬁw)
bl =5 5, /(1 (Be=Bn) Lec )
_Le 2.3.5
L, (235)
Now,

[ _ [L o
G2y \/Ew \/waLcc 2. = Eeold (2.3.6)

where, in the last step, we have utilized the constraint on time-reversal symmetric
Onsager coefficients steaming form the non-negativity of the entropy production
rate, det(L) = LecLyw — L?, > 0. This completes our proof for equation (2.3.3).
Equality in tight-coupling— It should be noted that, as the equality for the
TURs and the hierarchy of relative fluctuations is achieved in the tight-coupling

limit, all the above mentioned bounds saturate, and we can write

_ .
<€> - <<]12U>> — gcold — ghot

(a2)
)

= gwork < Ec,
(2.3.7)

{Je) =

<]w> = Pcold = Phot = Pwork-

In what follows, we test the validity of these bounds for two paradigmatic absorption

refrigerator setups.

2.4 Example I: Weak (additive) system-reservoir
coupling
2.4.1 Four-level working medium

As a first model example, we consider a four-level working medium which is
weakly connected to three thermal reservoirs (c, h, w) (see Fig. 2.2). We restrict our
discussion to the weak system-bath coupling regime with Markovian bath dynamics,

described by the quantum maser equation (QME) for the reduced density matrix
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[174]. Under the secular /rotating wave approximation and assuming non-degenerate
energy levels, the coherence and population dynamics decouple.

The joint dynamics of populations and energy transfers can be compactly repre-
sented by the counting-field dressed population vector |Z(x,t)), where the count-
ing fields x = (Xw, Xn, X¢) track energy exchange with each reservoir. Note that,
|Z(x = 0,t)) corresponds to the standard population vector, while finite x encodes
the full counting statistics of energy quanta exchanged with reservoir a = w, h, c.

Mathematically, |Z(x,t)) generates the statistics of energy transfers via:

d|Z(x, 1))

0 W12 00 1), (241)

where W(x) generalizes the standard rate matrix WW(0). The cumulant generating
function

G(x) = lim %1n<I|Z(X,t)) (2.4.2)

t—o00

then extracts all current statistics through derivatives at y = 0. Here, the unit
vector (I| = (1,..., 1| performs the trace over system states.

Notice that, although the three-level setup is the minimal model to realize a
Quantum AR in the weak-coupling limit |73, 169, 170], it always satisfies the tight-

coupling condition. This condition corresponds to the equality in the bounds.

Three-level AR and the tight-coupling situation:

The dressed rate matrix corresponding to a three-level AR is given by

_ L.c __ 1.h c —iXcWe h —iXhWh
Kio — kg k5e ks_ e
— c X cWe _ I.c _Lw w — X wWw
W(x) ki spe ks —ksls  Kgloe ; (2.4.3)
h IXhWh w X wWw _ Lw _ L.h
ki_se k3’ se ksl — k3
with k7, being the transition rates between states ¢ and j due to presence of

reservoir a = w, h,c. However, for this three level setup, we obtain analytical
forms for the mean currents and the fluctuations of currents, without requiring
the explicit forms for the incoherent transition rates induced by the baths. The

energy states are labeled from bottom to top by 1,2,3, with energies €123 =
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(0, We, we + wy). The statistics for all three currents is determined by the (real
part) largest eigenvalue of the characteristic polynomial. Notice that, the largest

eigenvalue satisfies the characteristic polynomial,
)\?nax — a1 A?nax + asg >\max — CL3<X) =0 (244)
with the condition that A\y.x(x = 0) = 0. Here,

a1 =wo,0 + Wi,1 + Wa2,
Az =Wo oW1 1 + WooWa,2 + W1 1Wa2 — Wo1(Xe) W10(Xe)
— wo,2(Xn) wa,0(Xn) — w1,2(Xuw) W2,1 (Xuw), (2.4.5)
az(x) =Wo,0 W1,1 W2,2 — Wo,0 wl,2(Xw> w2,1<Xu}>

— wo1(Xe)W1,0(Xe) Wa2 + wo1(Xe) W12(Xw) Wa,0(Xn)
+ wo 2(Xn) W21 (Xw) W1,0(Xc) — Wo2(Xn) W2,0(XK) W11,

where w; ; are the elements of the rate matrix W(x) [174]. Notice that, a
is counting field independent. Moreover, the counting field dependent phase
factors exactly cancels out in as. As a result, as is the only counting field
dependent term in (2.4.4). We can obtain analytical expression for the mean

current corresponding to reservoir « as

i 8(13
as O(iXa)

<]a> =

, a=h,cw. (2.4.6)

x=0

The obtained currents are proportional to each other:

. wc
<]c> = a_ [wo.z W21 W1,0 — Wo,1 W12 W20 |,
)

. Wy o
(Jw) = o {Je)s (2.4.7)
We + Wy .
——— {Je)-

(Jn) =— o

Therefore, tight-coupling always holds for this three-level quantum AR setup in

the weak system-bath coupling limit. The fluctuation of current corresponding
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to bath « is given by

2 = = [t + 2 (o) 2.43)

As a result, the relative fluctuations simplify to

(@2) _2a . ai(0)

G TGO (249

where the primes indicate the order of the derivative with respect to the respec-
tive counting field x,. Notice that, a; and as remains the same for any current.
Interestingly, it turns out that as(0)/[as(0)]? is also the same for any current,

az(0) Wo,2 Wa 1 W10+ Wo,1 W1,2 W20

_ . (2.4.10)

%
[a;’ (0)]2 (w0,2 Wa,1 W1,0—Wo,1 W1,2 w2,0)

Therefore, we conclude that the relative fluctuations of currents for all three

G2y _ Qi) _ Qo) (2.4.11)
(o)™ Un) (w)

Because of the above relation, the bounds on cooling efficiency and cooling power

baths are the same:

coalesce, as given in (2.3.7).

The four-level model was recently studied in Refs [53, 176] by employing full-
counting analysis for cold and work currents. This analysis can be easily extended
to study statistics of all three currents involved. The dressed rate matrix W(x) is

given as

_1.c _L.c _ Lh c —iXc(we—g c —iXc(wetg h —ixh(Wetw
R ok gkl kS jemxelem) kg emieleeta) b emian(beton)

c iXe(we—g) ¢ _ Lw w —ixw (Ww+tg)
W(X)_ ki getXelee ks 1=Ky 4 0 Ky ge™ Xl
c iXc(wetg _1.c  _ Lw w —iXw(Www—g ’
ke geixeleet) 0 kS k5,4 ki ge” vl =9)
h ixXp(Wetw w iXw(Ww+g w IXw (Ww—g _1.h __pw  _ pw
R gexnlecteon) g eixw(@ute) g eixe(wwmo) R ko — K

(2.4.12)

with kf',; being the transition rates between states ¢ and j due to presence of reser-

voir &« = w, h,c. Due to the weak system-bath coupling, these transition rates
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Figure 2.2: Schematic of a four-level AR coupled weakly with all the three reservoirs.
Bath-induced incoherent transitions are shown by the solid arrows. Energy gaps
between the states are indicated by dotted lines.

appear additively in the population dynamics. The energy levels are labeled from
bottom to top as 1 to 4, with energies given by €1234 = (0,w. — g, We + g, We + Wy ).
For simplicity, in this example, we ignore the possible presence of quantum coher-
ence in the system. This, however, does not affect the main message presented in
this chapter.

In Fig. 2.3, we display the different bounds for cooling power and cooling ef-
ficiency. We choose the transition rates as kf,; = Da(ej — i) na(e; —€i), with
ne(A) = (eﬁ“A — 1)71 being the Bose-Einstein distribution function at inverse tem-
perature 3, and I'o(A) = 7, A e IA/A being the Ohomic spectral density function
of reservoir « [53], with A being the cutoff frequency, which is assumed to be large,
A > w,,1/B,. Figs. 2.3 (a) and (b) shows results beyond the tight-coupling regime,
which corresponds to values of g comparable to w,. The hierarchy in the bounds
for cooling power ( Pyork < Phot < Peola ) is clearly observed with the tightest
bound being Py Notice that, as mentioned earlier, the additional bound given in
(2.1.16) do not follow the above hierarchy and can become a tighter bound, which
can be clearly seen for w. > 0.4. Notice that, the additional bound for cooling
efficiency, as given in (2.1.15), is also tighter than the bound predicted from the
cold-TUR in (2.2.7). Figs. 2.3 (c¢) and (d) shows results in the tight-coupling limit
corresponding to closing of the gap between the states 2 and 3 (g = 1 X 107 < w,).
In this case, as predicted in (2.3.7), all the bounds on cooling efficiency and cooling

power saturate and coalesce with their respective exact mean values.
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Figure 2.3: Comparison between different bounds on cooling efficiency (¢) [(a) and
(c)], and cooling power (j.) [(b) and (d)] for the four-level AR as a function of
we. The parameters chosen here are: T, = 0.14, T}, = 0.15, T,, = 0.16, w,, = 0.6,
Ye = Y = Y = 1073, A = 50. For (a) and (b) ¢ = 5 x 1072. For (c) and
(d) ¢ = 1 x 1074, which correspond to the tight-coupling situation. For these
parameters, €. = 0.8750.
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Figure 2.4: Schematic of a two-level AR coupled strongly with all the three baths.
The bath-induced incoherent transitions are shown by the solid arrows. In the
population dynamics, the different baths induced transition rates contribute in a
multiplicative manner.

2.5 Example II: Strong (multiplicative) system-

reservoir coupling

2.5.1 Two-level working medium

The bounds on cooling efficiency and cooling power obtained in our study are not
limited to the nature of the system-bath coupling. In order to see this, we choose
another central model for quantum AR, where the working medium consists of a
two-level system coupled strongly to all three reservoirs (see Fig. 2.4) as a second
example. We note that, a qubit coupled weakly to three reservoirs fails to work as a
quantum AR [172] , thanks to the non-additive nature of the transition rates in the
rate equations, leading to a collective and simultaneous effect involving all the three
reservoirs. The full Hamiltonian, which mimics a strong system-bath interaction,

can be written as [172],

w (o
H=20.+>®(B.®Bi®Bu)+ Y Hpa, (2.5.1)

a=c,h,w

where the crucial second term involves the bath operators in a multiplicative manner
and is responsible for inducing a collective effect. This term induces transition
between the system states with energy being shared or supplied by all three baths
simultaneously. Here, o, = |1)(1| — |0)(0] and o, = |1)(0] + |0)(1| are the standard



42 2.5. Example II: Strong (multiplicative) system-reservoir coupling

Pauli spin operators with |0) (|1)) representing the ground (excited) state of the
qubit, and

_ Ga,j 14

is the bath operator with coupling strength g, ;, corresponding to reservoir c.
Hp, Z Wa,;b a y bo; is the standard bosonic bath Hamiltonian. The individ-
ual baths are in equilibrium with a fixed temperature. Note that the Hamiltonian
appearing in (2.5.1) can be rigorously derived by performing a polaron transforma-
tion to the standard spin-boson Hamiltonian, which is bilinearly coupled to bosonic
baths [172]. Similar to previous method, one can obtain the mean currents and as-
sociated fluctuations using a full-counting statistics approach. Following Ref. [172],

the counting field dressed rate matrix can be written as,

W(x):( _lf:’“ Ko ) (2.5.3)

k0—>1 —k10

with the dressed transition rates given by

Koo = / | S M) M) Mo =)

'Lxhw —ixew’ e —ixw(wo—w—w")

(2.5.4)

Y

where kY, = kf,o(wo — —wp). Here, M,(t) = (B,(t)B,(0)) is the two-time
bath correlation function, with B, ( ) = etfiBal B e~iBal heing the bath operator
in the interaction picture. Mg ( f ds M,(s)e™* is the Fourier transformed
two-time bath correlation functlon, which satisfies the detailed balance condition
My (—w) = e P M, (w). As shown in Ref. [172], various possible choices of M, (w)
can give rise to refrigeration, and the optimal cooling efficiency e. is achieved in
the tight-coupling limit, which corresponds to highly engineered baths with M, (w)

being described by a single frequency component. Here, we make the following
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Figure 2.5: Comparison between different bounds for (a) cooling efficiency (¢) and
(b) cooling power (j.) for two-level quantum AR operating under strong system-
bath coupling as a function of ¢, as defined in (2.5.5) . The parameters chosen here
are wop=0,7T.=1,T, =13,T, = 1.6, w. = 0.5, w, = 1.1, wp, = w. + w, = 1.6,
Yh = Yw = 1072 and ~, = 1. For these set of parameters, . = 0.6250.

choice for M, (w) for w > 0,

Mc(W) =Yc 5(&) — wc),

My(w) =% [O(w—wn+6)—O(w—wn—0)) (2.5.5)
My, (w) :g—g [@(w—ww+5) —@(w—ww—é)] :

The negative frequency parts for the rates are fixed by the detailed balance equa-
tions. Here, v, > 0 is a dimensionless parameter, O(z) (6(x)) is the Heaviside step
(Dirac Delta) function. w, is the central characteristic frequency for the reservoir
. We set the central frequencies such that the resonant condition w, + w,, = wy, is
satisfied. The parameter § appearing in M, and M,, in (2.5.5) is the width param-
eter around central frequencies wy, and w,,. Notice that, § — 0 corresponds to the
tight-coupling or the optimal cooling limit. In Fig. 2.5 we display our results for the
bounds on cooling efficiency and cooling power as a function of §. For small values
of & (0 < w,), corresponding to the tight-coupling limit, all the bounds saturate

and exactly predict the values for both the mean cooling power and mean cooling
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efficiency. For large 9, i.e., beyond the tight-coupling limit, the hierarchy in the
bounds on cooling power become transparent, and within this hierarchy Py pro-
vides the tightest bound for the power. Moreover, for these choice of parameters,
the additional bounds in equations (2.1.15) and (2.1.16) for the cooling power and
the cooling efficiency become tighter than the bounds obtained from the TURs.

2.6 Summary

In this chapter, we have demonstrated that for three-terminal autonomous ab-
sorption refrigerators operating in the linear response regime, a strict hierarchy exists
in the relative fluctuations of the three currents involved. This result stems from
the Onsager’s reciprocity relations, with the additional requirement that direction
of the mean currents aligns with the refrigeration conditions. As a consequence,
the seemingly independent bounds on cooling power derived from the TURs are,
in fact, interconnected and follow a similar hierarchy. Within this framework, the
most accurate estimate of cooling power is achieved when the bound is derived from
the work-TUR. However, the bounds on cooling efficiency derived from TURs do
not adhere to this hierarchy.

Additionally, we provide independent, universal bounds on both cooling efficiency
and cooling power, expressed in terms of ratio of output to input current fluctua-
tions. In the example section, through the analysis of two paradigmatic absorption
refrigerators, we have shown that these universal bounds can be tighter than those
obtained from the TURs.



3

Fate of bounds on fluctuations for continuous

machines with broken time-reversal symmetry

In the previous chapter, we studied linear response regime of autonomous ARs,

which fall into the continuous thermal machine category, and reported a strict hier-

archy in the relative fluctuation of the three different currents involved. Let us first

highlight two crucial points:

(i) Since, the purpose of an AR is to extract heat from the cold reservoir by

absorbing energy from the work reservoir, we identify the output current as
(Jout) = (Je), and the input current as (ji,) = (j,,) of this setup. From the
hierarchy in (2.1.1), it is evident that

<<j§ut>2 > (<j?n>z ' (3.0.1)
<]out> <]in>

The above inequality concerning the relative fluctuation of output and input
currents was first reported in Ref. [53], and was shown to be valid for any
continuous thermal machine ( e.g., engine, refrigerator and heat pump) that
respects time-reversal symmetry, and operates in the linear response regime.

An intriguing outcome of the above relation is that

(n)? <n® = <§<jj‘?;t>;> <ng, (3.0.2)

45



46 3.1. Broken time-reversal symmetry: Bounds on symmetrized fluctuations

where, (1) = [{(Jout)|/{Jin) represents the efficiency of the machine, and 7.
denotes the maximum efficiency permissible under the second law of ther-
modynamics [such as Carnot efficiency for engines and Carnot coefficient of
performance (COP) for refrigerators|. Notice that, equation (2.1.15) in the
previous chapter is equivalent to (3.0.2). The profound implication of the
above relation is that it offers a stricter universal bound on the performance
(efficiency) of a small-scale continuous thermal machine in terms of fluctuation

of the currents.

(ii) We observe that the underlying time-reversal symmetry played a pivotal role
in deriving the results presented both in the previous chapter and in Ref. [53].
To be more specific, in the linear response regime where Onsager formalism
is applicable, this symmetry leads to the famous Onsager reciprocity relation
L;; = Lj;, indicating that the off-diagonal elements of the Onsager matrix are

equal. Our derivations heavily relied on these reciprocity relations.

A natural question that immediately arises is what happens to the aforementioned
results when the time-reversal symmetry is not respected. In fact, breakdown of
time-reversal symmetry is quite common in many scenarios, such as thermoelectric
transport in presence of magnetic field B [38, 191-195] and cyclic heat engines driven
in a time-asymmetric manner [196, 197| (see Fig. 3.1). In this chapter, we address
this gap by generalizing the earlier findings to cases where time-reversal symmetry
is broken.

The structure of this chapter is as follows: In Section 3.1, we extend the time-
reversal symmetric results [cf. (3.0.1) and (3.0.2)] to the broken time-reversal sym-
metry scenario. We also explore the implications of our findings on the recently re-
ported generalized thermodynamic uncertainty relations (GTURs) for time-reversal
symmetry-broken systems [160]. In Section 3.2, we illustrate these results with a

paradigmatic example: a classical cyclic Brownian heat engine.

3.1 Broken time-reversal symmetry: Bounds on

symmetrized fluctuations
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Figure 3.1: Schematic for broken time-reversal symmetric situation in a thermo-
electric transport set up in presence of magnetic field B. Note that in the reverse
process sign of B is altered, B — —B.

3.1.1 Distinct forward and reverse processes

In systems where time-reversal symmetry is broken, it is essential to distinguish
between forward (f) and reverse (r) processes. The (f) process typically refers to
the system’s evolution in the presence of external driving forces (such as magnetic
field B and other time-dependent parameter in the system Hamiltonian), while the
(r) process is its evolution when these forces are reversed (see Fig. 3.1). Notice, this
distinction can lead to different statistical properties and fluctuation behaviors, ne-
cessitating a more comprehensive framework to describe systems where time-reversal
symmetry is broken.

We consider here a generic out-of-equilibrium setup with broken time-reversal
symmetry, characterized by two independent stochastic currents. For notational
convenience, we denote these currents as j; and j, with the corresponding conju-
gate affinities A; and As, respectively. Without any loss of generality, the thermody-
namic affinities are assumed to be time-reversal symmetric, and positive, A;, A5 > 0.
In our context, j; refers to the input current (ji,), and j, refers to the output current
(Jout)- Similar to previous chapter, we restrict our discussions to the linear response

regime. In this regime, the currents in f and r processes can be expressed as

o)y = > LL A, (3.1.1)

v=1,2
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(Uaby = D Lin Ay, (3.1.2)

v=1,2

with a = 1,2 [98, 99|. It is important to note that when time-reversal symmetry is

preserved, the forward and reverse processes become identical.

3.1.2 Breakdown of Onsager reciprocity: Onsager-Cashimir

relation

In the presence of time-reversal symmetry, the Onsager reciprocity states that
the off-diagonal elements of the Onsager matrix are equal (Lo, = L,,). However,
when time-reversal symmetry is broken, this relation no longer holds. Instead,
the Onsager-Casimir relations come into play, which generalizes the reciprocity to
Loy (B) = L,o(—DB), where B represents the magnetic field [198]|. This modification
accounts for the effects of external magnetic fields or other time-reversal symmetry-
breaking factors. In our context, this relation translates to Lg,y =1L, [38, 193, 194,
199], or equivalently, L/ = (L’”)T, where T' denotes the transpose of the matrix. We
notice that, the non-negativity of the entropy production rate for individual f and r
processes ensures that the determinant of the symmetric part of the Onsager matrix

is non-negative,

(Lip+ Loy

inlaLéQ >0, det(Ls) = LZﬁLlﬁ - 1 =Y,

(3.1.3)
for i = f,r, where L* = [L/ + (L/)1]/2 = [L" + (L")T]/2 = [L/ + L"]/2.

3.1.3 Symmetrization of the operational regime conditions

An immediate consequence of the breakdown of conventional Onsager reciprocity
is that (3.0.2) may not hold for individual forward or reverse processes. Moreover,
we recall specifying the operational regime of the machine was crucial when deriv-
ing (3.0.2). In the case of broken time-reversal symmetry, however, the forward
and reverse cycles can operate in different operational regimes. We observe that
specifying operational regime for individual forward or reverse processes does not
lead us to a useful bound like the one given in (3.0.2). Instead, by constraining both

the forward and reverse process es to operate in the same operational regime, we
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derive the following inequality between the symmetrized relative fluctuation of the

two currents

() + <<j22>>7«2 > (i) + <<j12>>7’2‘ (3.1.4)
((2)f + (J2),) () + (o))

3.1.4 Generalized thermodynamic uncertainty relations

Before presenting the proof for (3.1.4), we motivate the choice of this particular
form of symmetrized relative fluctuation. Recently, in Ref. [160] a generalized ver-
sion of the conventional TURs was reported, which is applicable in the scenario of
broken time-reversal symmetry. In the linear response regime, the generalized ther-
modynamic uncertainty relations (GTURs) provide universal lower bounds on the
symmetrized relative fluctuation of individual currents in terms of the symmetrized

entropy production rate,

o o (ads + G > 2 fora=1,2. 3.1.5
(< >f+< >'r) (<]a>f+ <ja>7‘)2 = ’ ( )

Here, the entropy production rate is denoted as (o); = > _; 5 (Ja); Aa > 0, with
i = f,r representing the forward and reverse processes, respectively [38, 116]. The
proof of GTURs in the linear response regime relies solely on the non-negativity
condition of the determinant of the symmetric part of the Onsager matrix. From
the inequality in (3.1.4), it is evident that under the condition that both the forward
and reverse processes operate in the same regime, the GTURs for different currents

exhibit a strict hierarchy:

Giahr + Gl < oy ooy 80D+ D
(b + G~ O Gy ) 2
or equivalently, GTUR(Jour) = GTUR(jin) > 2. (3.1.6)

({0} + (0),)

3.1.5 Bounds on symmetrized efficiency

Let us first demonstrate a brief proof for (3.1.4). Notice that:

Ga)g + (o, =2 Y LinAys (s + (iade = 4 Lia, (3.1.7)

v=1,2
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where we have used the modified Onsager reciprocity L/ = (LT)T, and the standard
fluctuation-dissipation relation ((j2)) ; = ((j2), = 2 L%, = 2 LY [76, 80, 85-87]. We
adhere to the sign convention introduced in the previous chapter: Energy flowing
into the working fluid is positive. Using a similar method as in the previous chapter,

we obtain

(G0 5+ AN (G + Gin))” = (G5 + (N) (b + (),)°
= 8det(L*) [((j1); + (u),) A1 — ((j2) s + (J2),) A2] =0 (3.1.8)

Here, to reach the inequality in the last line, we used:
(i) det(L®) > 0, which manifests from the second law, as given in (3.1.3).

(ii) Under the symmetrized operational regime condition, where both the forward
and reverse processes operate in the same regime, we argue that (j;) f.Al and
(j1),/41 are both positive, while (j2) ;. Az and (jz2),.A2 are both negative. Here,
note that j; represents the input current and j, represents the output current
of the thermal machine. To physically endorse this claim, we observe that
thermodynamic currents and affinities appear in such product form in the ex-
pression for the entropy production rate, (o); = Za:m (Ja);Aa, with @ = f,r.
According to the second law of irreversible thermodynamics, any spontaneous
energy flow (such as the dissipation of electrical, mechanical, or chemical en-
ergy into a heat bath, or the transfer of heat from a hot to a cold body) is
accompanied by a positive entropy production. Thermodynamic machines,
however, are designed to perform tasks that are not spontaneous in nature.
For example, engines convert heat into useful work, refrigerators extract heat
from a cold reservoir, and heat pumps transfer heat to a hot bath. These pro-
cesses involve channeling energy in a non-spontaneous manner. Consequently,
the entropy production rate (ja).As associated with the output current is ex-
pected to be negative, reflecting the non-spontaneous nature of the output of
a thermal machine. Conversely, the entropy production rate (j;).4; associ-
ated with the input current is expected to be positive, ensuring that the total

entropy production rate remains positive.
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(3.1.8) concludes the proof for (3.1.4). A straightforward outcome of (3.1.4) is a
symmetrized version of (3.0.2), applicable for the time-reversal symmetry-broken

case,

where (1), represents the symmetrized efficiency of the machine.

3.1.6 Symmetrized tight-coupling condition

The equality in equations (3.1.4) and (3.1.6) corresponds to the symmetrized
tight-coupling condition: (<j1>f+<j1>,,) x ((j2>f+(j2>r). When time-reversal sym-
metry is preserved, this symmetrized tight-coupling condition reduces to the usual
tight-coupling limit, (j1) o (j2). Notably, for individual forward or reverse processes,
the usual tight-coupling limit cannot be attained. To substantiate this claim, we
present a proof by contradiction. First, we assume that the usual tight-coupling con-
dition holds in the forward process, (ji); = c(ja);, With ¢ being a proportionality
constant. From (3.1.1), this condition implies: (i) L{, = ¢Li,, and (ii) L, = cL,.
Using conditions (i) and (i), one can show that det[L*] = —(LJ, — L£1)2/4 <0,
which directly contradicts the second law of thermodynamics, as given in (3.1.3).
Therefore, we conclude that, in the time-reversal symmetry-broken case, the tight-

coupling limit for individual forward (or reverse) processes is an impossible situation.

In what follows, we illustrate the results obtained in this section using a paradig-
matic example that exhibits broken time-reversal symmetry: a classical cyclic Brow-
nian heat engine, which falls into the class of non-autonomous continuous thermal

machine.

3.2 Example: Cyclic Brownian heat engine

We consider a one-dimensional cyclic heat engine, consisting of an overdamped
Brownian particle in a harmonic trap with a periodically varying trap strength r(t).
The particle diffuses within a thermal bath whose temperature T'(t) also varies

periodically with the same cycle duration 7. In the overdamped limit, where
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inertial effects are negligible, the Hamiltonian governing the system is given by

H(z,t) = %/@(t)xQ = %(lio + Ak (t))a?
= Ho(z) + AHg,(x,1), (3.2.1)

where kg is the static component of the trap strength, and Ak represents the mod-
ulation amplitude. The dimensionless periodic function 7, (¢) modulates the trap
strength, satisfying 0 < ,,(¢) < 1. The characteristic length scale of the system is
Ty = \/m , where T refers to the minimum temperature of the temperature pro-
file. The static part of the Hamiltonian is Ho(z) = koz? /2. We define AH = Aka}
as an energy scale corresponding to the strength of time-dependent perturbation,
while the dimensionless function g, (z,t) = 7., (t)2*/22¢ encodes both spatial and
temporal dependencies.

The time-dependent temperature profile 7'(t) is parameterized in terms of its

inverse:

or equivalently,

5(t) = ﬂc - Aﬁ’}/q(t)- (322)

The dimensionless function ~,(t), controlling the temperature modulation, satisfies
0< ’Yq(t) <L

The change in the internal energy U(z,t) = [daxH(z,t)p(x,t), where p(z,t)

denotes the probability density to find the system at x at time ¢, is partitioned into

work-done on the system and heat input from the reservoir,

U= /dxH(x,t)p(x,t) —i—/dxH(x,t)p(x,t)

=+ g. (3.2.3)

Given that both the Hamiltonian H(x,t) and the temperature 7'(t) are periodic

with cycle time 7.,., we expect the system’s probability density function p(x,t) to
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eventually reach a periodic steady state after many cycles. In this periodic steady
state, the probability distribution pyss(,t) is expected to share the same periodicity
as the external driving, ppss(z,t) = ppss(z,t + Teye). Assuming that ppss(x,t) is
reached, and, therefore, no entropy generation in the system in a full cycle, the total

entropy production rate per cycle is given by

. 1 Teyce 5
f--L [ att)
Teye Jo I(t)

1 Teye
= B8.AH / dt/dxgw(x,t)ppss(x,t)
Tcyc 0
/ dt/dx’yq(t)H(x,t)ppSS(x,t)
0

1
= Aw<jw>f +AQ<jQ>f' (3.2.4)

+AB

Teyc

Here, to in the second line we have used (3.2.2) and (3.2.3), and carried out in-
tegration by parts with respect to time. In the last line, we have identified the
thermodynamic affinities A,, = 5. AH and A, = Af, and the corresponding ther-
modynamic fluxes (j,); and (jy), respectively. Note that the angular bracket (- )
stands for both spacial averaging and time averaging over one cycle. In the follow-
ing, we focus in the linear response regime and seek for a linear expansion of the

fluxes with respect to the affinities:

<jw>f = wa-Aw + quAqa

. (3.2.5)
<]q>f = LowAw + LggAq.

The time-dependent driving protocols v, (t) and v,(¢) in this model are chosen
to be sinusoidal,
Yw(t) = sin (27Tt/7’cyc + gZ)),
Yq(t) = (1 + sin (27rt/7'cyc))/2,

where the phase ¢ introduces asymmetry between the driving protocols and breaks

(3.2.6)

the underlying time-reversal symmetry.

The time evolution of the probability density p(z,t) is governed by the Fokker-
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Planck equation

0

A0 t) = %([no + Ak (1)]0px + ﬁfl(t)ai)p(w, t)

= L(z,t)p(x,t), (3.2.7)

where 7 is the friction. The Fokker-Planck generator L(z,t) is expressed as the

following expansion:

L(x,t) = 7 (kodyw + 7162) + BAH 2”“—3 Yoo (1) O
+ ABB Y (1) 97 + O(A%)
~ Lo(x) + AL (x,t) + ALY (2, 1). (3.2.8)
The free (unperturbed) Fokker-Planck generator £y results in equilibrium situation
in the long time,

B_BCHO(:E)

Lo(x) peq(x) =0,  with  peq(z) = Tdze Pho@ (3.2.9)
Moreover, it obeys detailed balance:
Lo(@) Pea] = PeaL ()1, (3.2.10)
where the adjoint generator is given by
Lh(x) = v = Koz, + B,102). (3.2.11)
Next, using standard procedure we expand pyss(,t) as
Ppss (T, 1) = Peq() + Z A, /t dt' LoD £ (1 1) peg (). (3.2.12)
oz —o0
From (3.2.8) and (3.2.9), noticing that
L9, t)pea(®) = Catalt) 52 (1 = Forior®)pea (). (3.2.13)

2y
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with o = w, ¢, and ¢, = 1 and ¢, = —2/f,, and using the detailed balance condition
(3.2.10), we obtain

K T gy
Ppss (1) = peq (@) + Y AaCa—O/ dt' Yo (t') peq ()@ (1 = Boroa?)

a=w,q

= Deq( Z AaCa / At Yo (t — 1) e 20 Peq() (1 — Beroz?).

a=w,q

(3.2.14)

In the last line, we have used the fact that (1 — ﬁcmoxz) is a right eigenvector of L]
with eigenvalue —2k0y ™!, and changed the variable of the integration ¢’ as t' — t—t'.
Finally, we insert (3.2.14) into the expressions of (j,) given in (3.2.4), and obtain

the desired expansion (3.2.5). For example,

<]w> = / dt / dx gw<x7 t) Ppss (xa t)
0

Teye

1 [Teve :
S D AGTL ) e e
27 Teye

a=w,q

/dxj( — Bekior?) Peq()
=Y A (-2)- /cycdt/ 4 (1) Yt — ) e=2007 7
cyc

a=w,q

=3 AuLya. (3.2.15)

a=w,q

In the second line we have exploited that for our chosen protocols [, e 4 (t)dt = 0.
Next we compute the time integrals using the explicit forms of fyw( ) and v,(t), as

given in (3.2.6). Similar analysis can be done for (j,). Finally, we obtain

((jw)f> _ A2 ( 1 — B, (cos ¢ + 3 sin gb)) ( >
(o) 16(A* 4+ Q2) \ =B (cos ¢ — & sin @) B2 A, )
(3.2.16)

where A = 2k /v , Q = 27 /7oy

The reverse process is realized either by substituting t — —t or ¢ — —¢. The

effect on the Onsager matrix is simply to swap the off-diagonal elements.
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(a) 60 | (b)o.0oo
ey
= 01
g 0.016
= 40 . 1 -0.005
) -0. 0.0
! - ¢/2m
2 ! 0.014
2920 b —o—Teye = 1 A 1 -0.010+
o —A—Teye = 3
E —8—Teye = 10
)
0 -0.015 & 0.012
-0.2 0.0 0.2 0.2 . 0.2

¢/2ﬁ

Figure 3.2: Results for a classical cyclic Brownian heat engine: (a) Plot for the
difference between GTURs for output work current and GTUR for input heat cur-
rent, GTUR(j,) — GTUR(j,), in the engine regime as a function of the asymmetry
parameter ¢ for three different cycle times 7., = 1, 3, and 10. The inset shows
the difference between the off-diagonal elements of Onsager matrix (L., — Lgw)
for the same cycle times. (b) Plot for time-averaged work and heat currents
in the engine regime for both F and R processes for 7., = 1. As both AH
and Ap are chosen positive here, following our convention an engine is realized
when (ju) , (Juw), < 0, and (jg);, (jg), > 0. The parameters considered here are
Bo=1,ko=1~v=2 AB=0.3 AH =0.1.

Results in the engine regime

We demonstrate the results in Fig. 3.2 by focusing on the engine regime and dis-
play the GTUR bounds [see Fig. 3.2 (a)] as a function of ¢ for three different cycle
times. Fig. 3.2 (b) shows the currents (shown only for 7., = 1) satisfying the en-
gine conditions in both f and r processes, i.e., (ju);, < 0,(jg);, > 0, for small
AH and AB. As expected, the GTUR for output work current is always upper
bounded by the corresponding GTUR for input heat current with the difference
(GTUR(jw) — GTUR(j,)) gets reduced with increasing cycle time 7., corresponds
to approaching the generalized tight-coupling limit. Following the positivity of the
entropy production rate, it is easy to check that the standard thermodynamic effi-

—1 .
ciency for the engine, defined as, (), = —%{jw)s <nc= % is bounded by the
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Carnot value. Similarly, following (3.2.16), we receive for n®),

@ ._ % (3.2.17)

Note that here we have used the simplified notations (- ), = () ;T (+),, and

similarly ((-), = () + (-

Results in the refrigerator regime

The cyclic Brownian machine in suitable parameter regime can work as a refrigera-
tor. So-far, in our set-up, we have considered only one bath. The thermal affinity
A,, defined in the main text, is the consequence of a periodically varying tempera-
ture of the bath 5(t) = 8. + ABv,(t), where 0 < ~,(t) < 1. However, this particular
situation can also be looked upon as A, created by thermal gradient of two distinct
baths: a cold one with inverse temperature . and a hot bath with inverse tempera-
ture 8. Then, by definition (j,) provides us the heat flux from the hot bath and the
heat flux from the cold reservoir is then given as (j.) = —8. A, (juw) — (j,). Now
to realise a refrigeration regime we should extract heat from the cold reservoir, i.e.,
(Je) £ = 0 and (j.)» > 0 by applying power from the mechanical controller, (j,,)s > 0
and (j,)r > 0 in both the forward and reversed processes. However, in linear re-
sponse, the cooling flux becomes (j.)r, =~ —(jq)rr. Note that the angular bracket
here denotes a combined average over the cycle time 7., and over the phase-space.

The coefficient of performance(COP) of the refrigerator, (), = % =
{Jg)s

T AL G <ée.~ fcﬁ is upper bounded by the corresponding Carnot value for the

refrigerator. Analogous to our engine treatment, one can obtain a tighter bound on

COP, given by the ratio of fluctuations of output current to input current.

o, R
T AR,

In Fig. 3.3 we display the results in the refrigerator regime. In panel (a) we show
that in this regime, the GTUR for extracted heat current for the cold bath (output)
is always larger than the input work current. Note that, in the linear response
regime, as (J.)s = —(J,)s, the GTURs for both the cold and hot currents are the
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Figure 3.3: (Color o nline:) Results for a classical cyclic Brownian machine in the
refrigerator regime: (a) Plot for the difference between GTURs for output heat
current extracted from the cold bath and the input work current, GTUR(j,) —
GTUR(ju), in the refrigerator regime as a function of ¢ for three different cycle
times 7. = 1, 2, and 3. The inset shows the difference between the off-diagonal
elements of Onsager matrix (L,, — L) for the same cycle times. (b) Plot for
time-averaged work and heat currents in the refrigerator regime for both f and r
processes for 7., = 1. As both AH and A are chosen positive here, following our
convention a refrigerator is realized when (ji,) ;, (juw), > 0, and (jg);, (jg), < 0. The
parameters considered here are 8. =1, kg = 1.5, v =2,A5 =0.1, AH = 0.5.

same. In panel (b) we display that the currents satisfy the refrigeration conditions.

3.3 Summary

In summary, we have generalised the previous study on universal bounds on fluc-
tuations for machines in a significant way by incorporating time-reversal symmetry
breaking situation. We show that even in this general situation non-trivial universal
upper and lower bounds for (?) exist whenever a setup operates as a useful machine.
However in order to receive such bounds the relative fluctuations of the sum of for-
ward and reversed currents must be taken into account. As a consequence of this
bound, we further able to establish the hierarchy in the GTURSs between the output
and input currents. Future work can be directed towards analysing the validity of

these bounds beyond the linear response regime.
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Bounds on nonequilibrium fluctuations for

asymmetrically driven quantum Otto cycle

In the previous two chapters, we explored continuous thermal machines in the linear
response regime, deriving novel upper bounds on efficiency in terms of fluctuations.
We also extended our analysis to scenarios with broken time-reversal symmetry,
highlighting the need to take into account both forward and reverse processes.

In this chapter and the next, we shift our focus to discrete thermal machines,
with particular attention to the Otto cycle. The Otto cycle, named after Nikolaus
August Otto, consists of four distinct strokes—two isentropic and two isochoric—
making it especially suitable for our study of fluctuations in small-scale discrete
thermal machines [5, 50, 57, 59, 67, 75, 157, 200-212].

In open-quantum description of a thermodynamic cycle, distinguishing between
work and heat can be challenging, particularly when they occur simultaneously
(as seen in isothermal processes in Carnot or Stirling cycles). The Otto cycle,
however, offers a unique advantage: its isentropic strokes involve no heat exchange,
and its isochoric strokes involve no work done. This clear separation allows us
to unambiguously distinguish between work and heat, even at the quantum level,
enabling us to construct the joint probability distribution of work and heat in a
quantum Otto cycle by performing successive projective energy measurements at
the start and end of each stroke [47, 54, 128]. We notice that such a treatment

29
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is not feasible in other thermodynamic cycles, where the overlap of work and heat

exchange processes complicates their separation.

In this chapter, we focus on the paradigmatic qubit-Otto cycle, which has re-
cently been experimentally realized using NMR techniques [5]. We investigate the
fundamental relationships between nonequilibrium fluctuations of work and heat
across various operational regimes of the Otto cycle and examine their implications
for bounding the cycle’s performance. Our study addresses the general case of bro-
ken time-reversal symmetry, where asymmetric driving is applied during the two
unitary (isentropic) work strokes of the Otto cycle. As established in the previous
chapter, the results for time-reversal symmetric situation can be viewed as a special
limiting case of the broader broken time-reversal symmetry scenario. Additionally,
we explore similar constraints on fluctuations in the Otto cycle when a harmonic

oscillator serves as the working medium [12, 57, 213].

We organize this chapter as follows: In Section 4.1, we give a brief introduction
to the four-stroke quantum Otto cycle that is asymmetrically driven. In Section 4.2,
we summarize the two-time measurement scheme to obtain the joint heat and work
statistics. In Section 4.3, we consider a single qubit as the working medium and
derive bounds on non-equilibrium fluctuations of heat and work, independent of its
regime of operation. Following this, we obtain the bounds for the engine regime of
operation as well as make connections of the derived bounds with the TURs. In
addition, we also discuss the bounds for the refrigerator regime of operation and
supplement our analytical calculations with numerical results for better illustration.
In Section 4.4, we briefly discuss the results for the parametrically driven harmonic
oscillator working medium. Finally we summarize our central results in Section 4.5.

Certain details of the calculations are provided in the Appendix A1l.

4.1 Four-stroke quantum Otto cycle

We begin with a brief overview of the four distinct strokes of an Otto cycle (see
Fig. 4.1). The working medium is described by the time-dependent Hamiltonian H;.
Initially, at t =0, the system Hamiltonian is Hj, and the initial state is a thermal
state with inverse temperature .. The system then progresses through the following

four steps:
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Figure 4.1: Schematic for a four-stroke quantum Otto cycle. The asymmetric driving
during the unitary work strokes, Uq # OU, 2@*, breaks the time-reversal symmetry,
and results in distinct (a) forward and (b) reverse processes.

(i)

(i)

(iii)

Unitary expansion (A— B). In the first step, the energy levels of the system
are expanded through an external drive. The system Hamiltonian evolves
unitarily from Hy to H, over a duration 7, governed by the unitary operator

Ug. During this stroke, the system performs stochastic work wy.

Hot isochore (B — C'). In the second step, the system is brought into weak
contact with a hot reservoir at inverse temperature f,. During this stroke,
the system Hamiltonian H, remains constant, and the system absorbs heat ¢

from the hot reservoir over a duration 7y,.

Unitary compression (C'— D). During the third step, the system is decoupled
from the hot reservoir, and an external drive causes the system Hamiltonian
to transition from H, back to Hy over the time duration 7/. The unitary
generator of this stroke is Ue. During this stroke, the system’s energy levels

contract stroke, resulting in stochastic work ws.

Cold isochore (D — A). In the final step, the system is brought into weak
contact with a cold reservoir, at inverse temperature (., while keeping the
system Hamiltonian Hj fixed. During this stroke, the system thermalizes over

a time 7., and heat ¢. is exchanged.

Throughout our discussion, we adhere to the sign convention that energy entering

the system is positive. We assume that during the heat exchange strokes, the time
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duration 7, and 7, are sufficiently long to allow for complete thermalization of the
working medium. Additionally, we assume that the energy required to couple and
decouple the system from the reservoirs is negligibly small compared to the other

energy scales involved in the problem.

It is important to note that the compression stroke in this context is not executed
by simply time-reversing the expansion stroke, meaning that U, # QU g@*, where ©
is the anti-unitary time-reversal operator. This breaks the underlying time-reversal
symmetry, making the forward and reverse cycles distinct, as illustrated in Figs. 4.1
(a) and (b). In the reverse cycle, the expansion and compression strokes are accom-
plished by Ue = @Ug@T and [70 = @Ug@*, respectively. This distinction results in
different joint probability distributions of work and heat in the forward and reverse

cycles.

4.2 Joint probability distribution of work and heat

To construct the joint probability distribution (PD) of total work output w =
wy + ws and heat input g, from the hot bath for the forward process [see Fig. 4.1
(a)], we employ the projective measurements of the energy of the system at the
endpoints of each stroke, i.e., at A, B, C, and D, respectively [47]. The joint PD

for the forward process is expressed as:

= > H{w—(,—) — (—ep)} 6{an — (—€p)}

e Brer, o—Been, (4.2.1)

z; 2

Eam ﬁcﬁl

Here, Z) = > exp(—f.0) and Z] = >, exp(—pSe}) are the canonical partition
functions, where the energy eigenvalues {€%} and {ef} correspond to Hamiltonians

Hy and H,, respectively. The transition probabilities are given by

= [(m; 7|Us

T,
(4.2.2)
TE., :|l0|UC|kr].



Chapter 4: ... asymmetrically driven quantum Otto cycle 63

Similarly, the joint PD for the reverse cycle can be constructed by following the

successive projective energy measurements at D, C, B and A,

25{10— p—e) = (en—en)} ofan — (e, —€)}

e, ¢t (4.2.3)

4.2.1 Fluctuation symmetry

Given that the expansion and compression strokes in the reverse cycle are gov-
erned by the operators (75 = @Ug@T and (Nfc = @Ug@T, respectively, the transition

probabilities for the forward and reverse cycles are related by

~ and 2 2 *|2 2
T =| (ks T\ U |0) | = |(k; 7|©ULOT |15 0| = [ (s 7|UL|; 0)* |7 = |(; 0|Uc|k; 7) |
:ECHD
T =T
(4.2.4)

Using these relationships, one can show that the PDs for the forward and reverse

cycles are consistent with the fluctuation symmetry,

Pf(wa Qh)

P (—w, —qn) = exp (%), 429

where 3 = B.w+(B8:.—Fn)qn is the stochastic entropy production in the forward cycle.
This detailed fluctuation relation, also known as the heat engine fluctuation relation,
was previously reported in Ref. [214]. In the time-reversal symmetric situation,
when Uy = @Ug@T, the forward and reverse cycles become identical, leading to
Ps(w,qy) = P,(w, q) for the PDs.

4.2.2 Statistics of work and heat: The cumulant generating

function

Since we are interested in the statistics of work and heat, it is more convenient
to work with characteristic function (CF) of the total work and heat defined by the
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Fourier transformation of joint PD,

Gty (Xuws Xn) Z//deqh Py (w, qp) eXvveXnin (4.2.6)

where y,, and y; are the conjugate counting parameters for work w and heat gy,
respectively. The fluctuation relation in (4.2.5) can be expressed in terms of the
CF as G¢(Xws Xn) = Gr(—Xw + 10, —Xn + 1(Bc—Fr)). All the cumulants (denoted
by double angular brackets) can be obtained from the natural logarithm of this
CF in (4.2.6), also known as the cumulant generating function, by taking partial

derivatives with respect to x, and xp,

oo™
ZXw)na(ZXh)m

(4.2.7)

(w"™ gy Ny = i InG () (Xw, Xn)

=0

In this broken time-reversal symmetric situation, similar to the previous chapter,
we define the symmetrization of averages, fluctuations, and relative fluctuations

(RF) of work and heat in the following way:

(0), = 5 ((6); +(6),). (1.28)

(6 = 5 (s + (D), (1.29)
(%)

R(¢) @2 (4.2.10)

where ¢ = w,qn, g and (-) ) and ((-)) sy denote the first and second cumulants
corresponding to the forward (reverse) PD. In Appendix A1, we demonstrated that,
under the perfect thermalization assumption for the heat exchange strokes, statistics
of ¢. can be obtained from P(w, qp,)

In what follows, we start with our first model- asymmetrically driven Otto cy-
cle with single qubit as working medium, and discuss bounds on nonequilibrium

fluctuations for heat and work.

4.3 Single qubit as a working medium:

We consider a single qubit as the working medium in an Otto cycle. Dur-

ing the unitary expansion stroke (A — B), the system Hamiltonian changes from
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Hy = H|wo|, with energy level spacing wy, to H, = H[w;], with increased level spac-
ing wy over time 7. The compression stroke (C'— D) returns the Hamiltonian to
Hwy] in time 7'. The cycle reaches the quasistatic limit when these unitary strokes
are driven quantum-adiabatically, meaning no transitions occur between the instan-
taneous energy eigenstates |0;w;),|1;w;). From here on, we use "quasistatic" and
"quantum-adiabatic" interchangeably. Any deviation from this ideal cycle can be
quantified by the transition probabilities between states. For the expansion stroke,
we define u = [(0; w |Ug|0; wo)|* = [(1; w1 |Ue|1;wo)|* as the probability of no transi-
tion between energy states, and similarly, v = [(0; wo|Uc|0; w1)|* = |(1; wo|Uc|1; w1)|?
for the compression stroke. Note that w,v € [0,1], and u = v corresponds to the
time-reversal symmetric case, with the quasistatic limit at u = v = 1.

For the qubit-Otto cycle, the CF for the forward process expressed in a compact

form as
1 :
gf(va Xh) = <U COS |:§ (Xw (wﬂ_wl) + XhW1 — Zﬁcw()):|
+ (1—u) cos [% (Xw(wotwi) — xawr — iﬁcwo)])

X (v coS [% (Xw(wo—wl) + Xhw1 + Zﬂhwl)]

+ (1—v) cos [%( — Xw(wotwr) + xaw1 + Zﬂhm)])

x sech (SC;O> sech <Bh2wl>. (4.3.1)

As indicated by (4.2.4), the CF for the reverse cycle, G,(xw, xn), can be directly
obtained by swapping the probabilites v and v in (4.3.1).

4.3.1 Expressions for averages and fluctuations of heat and

work

With the CF in (4.3.1), the analytical expressions of the first and second cumu-

lants of work and heat can be expressed as follows:

(an)s = =5 [ tanh (5"2‘”1) + (1—2u) tanh (502“’“)], (4.3.2)
(2 = %% [2 ~ tanh? (6h;1> ~ (1-2u)? tanh? (5;"0)} (4.3.3)
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<w>f = <w1>f + <w3>f
= %[wo + (1—2u)w; ] tanh <66w0> + 1[wl + (1—2v)wp] tanh <5h2wl>, (4.3.4)

> )"
() = S0 () g — ) — 435
(q) = —% [tanh (5"’;’0> + (1—-20) tanh (ﬁ’g“’l)}, (4.3.6)
(a2)y = WZS 12— tank?® (505"(’) — (1—2v)? tanh® (@)] (4.3.7)

Similarly, the first and second cumulants for the reverse cycle can be obtained by

interchanging u and v.

Depending on the values of u and v, the Otto cycle (forward or reverse) can
operate in four different regimes: engine, refrigerator, heater, and accelerator [75].
In this time-reversal symmetry-broken scenario, as demonstrated in the previous
chapter, we will focus on the symmetrized operational regime condition, where both

the forward and reverse cycles operate within the same regime.

4.3.2 GTURSs in the far-from-equilibrium regime

As our first central result, we present a modified version of the generalized thermo-
dynamic uncertainty relations (GTURs) for the asymmetrically driven qubit-Otto
cycle, which remains valid even in the far-from-equilibrium regime. Recently, in
the context of a two-qubit swap engine, a modified version of the traditional TUR

[42, 129, 130, 134, 157] was derived under time-reversal symmetry, as reported in
Ref. [215]:

= (4.3.8)

We will show that this modified TUR also holds for a symmetrically driven four-
stroke qubit-Otto cycle. More generally, we prove a version of this TUR for the
asymmetrically driven scenario, leading to a generalized TUR (GTUR):

GTUR(g) = <2>S<«<§>>§S + 1) > 9, (4.3.9)
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with ¢ can represent the total work w or the heats ¢, and g.. In the time-reversal
symmetric limit: u = v, these GTURs take the form of (4.3.8). To prove (4.3.9), we

will consider an alternative expression:

(), ((8%)s + (0)2) — 2(0)2 > 0, (4.3.10)

and demonstrate the proof for ¢ = ¢.. The same reasoning can be extended to the

cases of ¢ = w and gj,.

Detaziled proof:

We begin by expressing the left hand side of (4.3.10), as a two-variable func-
tion f(p,q), where the two variables are defined as p =2 —u —v € [0,2], and
qg=u—v € [-1,1]. This formulation corresponds to working with center-of-
mass (p) and relative (¢ )coordinates, where ¢ quantifies the asymmetry between
the two unitary work strokes of the qubit-Otto cycle, becoming zero in the sym-
metric driving case.

To streamline the proof, we introduce simplified notations x. = B.wy/2 and
xp = Ppwi/2, and define t. = tanh(z.) and ¢, =tanh(xy). These simplified no-
tations are particularly useful for this part of the analysis, but will be discarded
later for broader generality. Using these, the function f(p,q) (apart from the

positive factor 2w3) is written as

f(p,q) =c+bp+ap’—gq’ —hpg, (4.3.11)
where

c = (zo—xn) (to—tn) (1—totn) — (te—tp)?,
b = (JZC—ZL‘h) tcth (tc—th) —f- (1—tcth) (Icth—l—l‘htc) — ch (tc—th),

a =t.ty (ztn+apt,) — 12, (4.3.12)
1

g = 2 (zo—n) (te—1tn) ti
1

h = 5 (mcth—i—xhtc) tizl

The allowed domain of the function f(p, q) is a square in the pg—plane: D =
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{(p,q) eR?|0<p<2and —1 < q <1} (see Fig. 4.2). Our goal is to show

that f(p,q) is non-negative for all allowed values of p and q.

A A
(171)/\

)| T B N
i /// D \\\\( ,O)
v : (0,0) N AN

D | b
E \\\\ ////
(0,0) w Lo 1, 1)

Figure 4.2: The allowed domain of the function f(p,q), where p = 2—u—v and
q = u—wv, with u,v € [0,1].

First, we analyze the signs of the coefficients.
Sign of ¢: Notice that the term ¢ = f(p = 0,q = 0) corresponds to the
quasistatic situation, where u = v = 1. By rearranging the expression for ¢, we

obtain
¢ = (te—tn)*[(zc—zp) coth (z.—zp) — 1] >0, (4.3.13)

since x cothx > 1.
Sign of b: The first two terms in the expression of b are always non-negative.
Moreover, for z. < xj, it is straightforward to see that b > 0. However, deter-

mining the sign of b when x,. > x5, requires a more involved analysis:

b >(1—tety) (wetn+ante) — 2ty (te—tp)
=(t.—tn) [Coth Te—xp) (Ttn + Tpte) — 2th]
=(t.—tn) [Coth (xe—xp) (Tt —hts) + 2(coth (xe—xh) Thte — th)}
=(t.—tn) teth [coth( c—p)(x. coth z, — xj, coth z)
+2 (coth (xe — xp) (2 cothxy,) — coth xc)}
>0 (4.3.14)
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In the first step, we omitted the first term of b, which is always positive. In
the last step, we utilize the fact that we are considering the x. > x; case, and
used the following identities: (i) t. > t,, (ii) x.cothz, > xj cothz, > 1, and
(iii) coth (z.—xp) > cothx. > 1. Thus, from (4.3.14), we conclude that b > 0,
regardless of the operational regime.

It is clear from their expressions that both g and h are always non-negative.

Unfortunately, the coefficient @ does not have any definite sign, which ne-
cessitates a second step in our analysis: performing a local minima/maxima
analysis to determine the minimum value of the function f(p,q) within the al-
lowed domain D in the pg—plane. To carry out this analysis, we first compute

the first and second partial derivatives of f(p,q) with respect to p and ¢:

fP =b+2ap—hq’, f9=-2¢g+hp),
f) =2a, f99 =_9(g+hp) <0, fPY=f@® - _92ng  (4.3.15)

To find the local extrema (maxima/minima/saddle point), we solve f® = 0
and f@ = 0 simultaneously. The solution to f@ = 0is ¢* = 0, since g, h > 0
and p > 0. Substituting ¢* = 0 in f® = 0, yields p* = —b/(2a).

If a > 0, then p* < 0 since b > 0, implying that there are no extrema within
the allowed region D. Moreover, this extrema corresponds to a local minima,
f@) > 0 and f@p) flaa) — f(pq)2 > (0. Therefore, if a > 0,

2

b
flp,a) Vp.a€D> flpr,gx) =c+ >0 (4.3.16)

If a < 0, then f®P) < 0 and f@r) flaa) — f(pq)2 > 0, which indicates the

presence of maxima. Therefore, if @ < 0, the function f(p,q) achieves its
minimum value on the boundary of D.

Next, we analyze f(p,q) on the boundary of D. We consider one boundary
segment (0,0) — (1,1), where p = ¢q. Thus, on this segment

fip)=fp.q=p)=c+bp+(a—g)p*—hp’. (4.3.17)
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The first and second derivatives of f(p) are:

f'lp)=b+2(a—g)p—3hp>,  f"(p) =2(a—g)—6hp. (4.3.18)

To find minima/maxima on this boundary we solve f’(p) = 0, which is quadratic

in p. Since negative values of p are not allowed, the only feasible solution is

._la—g)+(a—g)’+3hb

= 4.3.19
p 3h ( )

For this px, we find that
f'(»") = —2v/(a —g)* + 3hb < 0, (4.3.20)

indicating a maxima. Thus, the function f(p) reaches its minimum value at one
of the endpoints of this segment, (0,0) or (1,1). Repeating the same analysis
for the other three boundary segments, we confirm that finding the minimum
value of this two-variable function ultimately reduces to evaluating its values at
the vertices of the allowed square D in the pg—plane. It is straightforward to
show that

£(0,0) =(tc—t4)*[(wc—ap) coth (z.—z,) — 1] >0, (4.3.21)
FL1) =f>1,-1) = %(:L’ctc +zptp)(2—13) — 2 > 0, (4.3.22)
£(2,0) =(te+tn)?[(zc+zp) coth (z+z5) — 1] > 0, (4.3.23)

where we have used the identity x > tanhx for x > 0. We also note that
f(2,0) > £(0,0), with f(0,0) representing the quasistatic situation. How-
ever, f(1,1), though positive, can become smaller than f(0,0) under certain
parameter values. This contrasts with the symmetric driving case, where non-
quasistatic TUR values can never fall below the quasistatic TUR value.

In conclusion, the function f(p,q) achieves its minimum value either at (0, 0)
or at (1,1) and (1,—1), with this minimum value being non-negative. This

completes our proof for (4.3.10).
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4.3.3 General bounds on work to heat fluctuations

We now introduce novel bounds on the nonequilibrium fluctuations of work and
heat in a qubit-Otto cycle. Specifically, we derive the following lower bounds on

the, which hold regardless of the operational regime of the cycle:
2 — 2
{w)s > (wl wo) | (4.3.24)

(s (wl—%)? (4.3.25)

Here, we notice that the ratios of nonequilibrium fluctuations of work and heat (from
both hot and cold reservoirs) are not arbitrary but constrained by the parameters
of the qubit-Otto cycle. We now provide a proof for these results.

To prove (4.3.24), our strategy will be to consider a modified version of (4.3.24):
wil{w?) s — (w1—wo)?{(g2)s > 0. The left hand side of this inequality can be written

as

wi {(w?)s — (w1 —wo)*{gi)
= WO;I (22—u—v) [Q—tanhQ <BC;0> —tanh® (%)]
+ w02wl [wo tanh? <%> + (2w —wp) tanh” (@)] [u(l—u) + v(l—v)}

> 0. (4.3.26)

Noticing that w,v € [0,1] and w; > wp, we immediately conclude that both the
terms on the right hand side of the above equation are individually non-negative.

The equality occurs in the quasistatic limit: u=v=1.

Repeating the same approach for (4.3.25), we obtain:

wi (W) s — (w1 —wo)*{ac)s

— % [M(wl +wp) + wo W? (Q_U_U)] [Q—tanhQ <%> —tanb’ (%)]
+ %[U(I—U) + v(1—v)] [wf tanh? (%) + wj (2w —wp) tanh® (%)}
- (4.3.27)
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where both terms on the right hand side of the above equation are individually
always greater than zero, since u,v € [0, 1] and w; > wy.

In what follows, we will show that once we specify that the qubit-Otto cycle
operates in the symmetrized engine or refrigerator regime, the fluctuations of heat

and work receive additional universal bounds.

4.3.4 Engine regime: Bounds on symmetrized efficiency

The symmetrized engine operational regime, where both the forward and reverse
cycles of the qubit-Otto cycle function as engines, is characterized by the conditions
(W) iy < 0, {gn) sy = 0 and (ge)y(,) < 0. These conditions impose specific con-
straints on the parameters v and v. In the quasistatic limit, when v =v =1, the
engine condition simplifies to B.wy > Brwy.

A previous study in Ref. [54] has shown that for a symmetrically driven qubit-
Otto cycle operating as an engine, the square of the average efficiency is up-
per bounded by the ratio of work fluctuation to input heat fluctuation: n® =
(W) /(q2) > (n)?, where () =—(w)/(gs) represents the average efficiency.

For asymmetric work protocols (u # v), we symmetrize the quantities 7® and

(n) by taking into account both the forward and reverse cycles as

(w)s
(n)s = e (4.3.28)
g = 8 (4.3.29)

and report the following sequence of bounds on the symmetrized average efficiency:

1>7@ >nd > (n)? (4.3.30)

R

where the “Otto efficiency” 1o = (w1 —wp)/w; is achieved in the quasistaic limit
u=v=1.

Notice that, the inequality n® > n2 directly follows from (4.3.24). Notably,
nZ establishes a tighter lower bound on 1® compared to what was reported in
Ref. [54]. This bound is determined entirely by the chosen parameter values for the

engine-cycle. In the quasistatic limit, the lower bounds on 1® converge, resulting
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in n® =nZ = (n)?.

The upper bound on 7 reveals another fundamental relationship between the
symmetrized fluctuations: the fluctuation of input heat is always greater than that
of output work, (¢2)s > {(w?)s. To prove this upper bound, we begin with a
modified version of this inequality: ((¢?))s — (w?))s > 0. The left hand side of this

inequality can be expressed as
(e — () = o2 tand® (P0) o (P e 438y, (4330

where
C = —[wo + (1—2u)w1} — [wo + (1_21’)”1}’

B =w [Z—tanh2 (%) —tanh? (%)}, (4.3.32)
By = 2wg [u(1—u) + v(1—v)] tanh? <%)

To establish that (¢2)), — (w?)) is strictly positive in the symmetrized engine oper-

ational regime, we will demonstrate that C > 0 and By — By > 0.

First, we note that min(1 — 2u) = min(1 — 2v) = —1, since u,v € [0,1]. Given
that w; > wo, from (4.3.4), we can conclude that (ws) s,y > 0, irrespective of the
operational regime. Thus, to satisfy the symmetrized engine condition (w) sy =
(w1) y(ry + (ws) pry < 0, we must have (wq) sy < 0. This immediately implies that
(wo + (1—2u)wr) < 0 and (wp + (1 —20)w;) < 0. These are precisely the terms
appearing in the expression for C, with an additional negative sign. Therefore, we

conclude that quantity C is always positive.

Next, to show that By — By > 0, we first maximize By under the symmetrized
engine condition (gn)s;) > 0. Notice that, these constraints impose stricter lower

limits on v and v, where 0 < u,v < 1. These lower limits are expressed as

N 1 tanh (ﬁh—;l>

———X <u,v< 1. (4.3.33)
2 tanh (%)

1
2

These lower bounds, in turn, set an upper limit on the quantity u(1—w) 4+ v(1—v),



74 4.3. Single qubit as a working medium:

(a) n% /0% (b) n®
0.05 0.50 0.99 0.03 0.50 0.99

u u

Figure 4.3: Results for (a) lower and (b) upper bounds on ® for an asymmetrically
driven qubit-Otto cycle. wq, wy, T, and T}, were chosen from uniform distribution
between the interval [0,5]. w,v were chosen between [0,1]. Simulations done over
2.5 million points. The ‘white color regions’ correspond to situations where the
symmetrized engine conditions (w) o) <0, {an) gy = 0 and (gc) y,y < 0 are not
satisfied.

which can be expressed as

2 [ Bpwi 2 [ Bewo
1 1 tanh ( ) 1 tanh ( ) 1
u(l—u) +v(l—v) < = — = 2 ) < VA 3 (4.3.34)

2 2 tanh? (%) T 2 panh? (Bh2‘”1>

Using this inequality to maximize Bs, we finally obtain

B —By> By — By =2up [1 ~ tanh? (%)] >0, (4.3.35)

max

Since we have established that C > 0 and By — By, > 0, we immediately infer
(@) s — {(w?)s > 0. This completees the proof of (4.3.30).

In Fig. 4.3, we present a contour plot displaying the upper and lower bounds
on n® with various parameters chosen arbitrarily from uniform distributions. The
plot confirms that both bounds are respected in the asymmetrically driven case,

consistent with our theoretical predictions.
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4.3.5 Engine regime: Hierarchy in the symmetrized relative

fluctuations

In the symmetrized engine operational regime of the asymmetrically driven qubit-
Otto cycle, we now establish a strict hierarchy among the symmetrized relative
fluctuations of work and heat from both hot and cold reservoirs. This hierarchy is

stated as

W? = Aan)? T ()] (4.3.36)

Notice that the first inequality, R(w) > R(qs), directly follows from the bound
n® > (n)? provided in (4.3.30).
Next, we will prove the second inequality, R(q,) > R(q.), by demonstrating the

following modified inequality:

)s. (4.3.37)

As the first step, using the bound 7o > (n)s provided in (4.3.30), along with the

symmetrized engine constraints (g.) ¢y < 0, we derive

2 2
(4.) s> (4.3.38)
<qh>s Wi

Next, we show that
2 2
< o e (4.3.39)
wi — {an)s

The proof for a modified version the above inequality, wZ{(¢?)s — w?{(¢*)s > 0,

proceeds as follows

W) — gy —efwi[u(1—u) + v(1-v)] | tanh? (@) — tanh’ (@)]

>0 (4.3.40)

)

since f.wy > Prw; within the engine operational regime. Combining equations
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(4.3.38) and (4.3.39) we obtain

(4.3.41)

This concludes our proof for R(qn) > R(g.). The equality in equation (4.3.36)

corresponds to the quasistatic limit of the qubit-Otto cycle, when u = v = 1.

4.3.6 Engine regime: Bounds on efficiency derived from the
GTURs

In the symmetrized engine operational regime, because of the emerging hierarchy
between the relative fluctuations of work and the heat exchanges with both the hot

and cold reservoirs, as described by (4.3.36), we infer that a similar hierarchy applies
to the GTURs, introduced in (4.3.9):

GTUR(w) > GTUR(qs) = GTUR(q.) > 2. (4.3.42)

This hierarchy in (4.3.42) is exclusive to the engine operational regime. Numerical
investigations reveal that in other operational regimes, no such hierarchy among
the relative fluctuations is observed. In Fig. 4.4 (a) we display the hierarchy in the
GTURs in the engine regime, with each GTUR lower bounded by the value 2.

Importantly, in the symmetrized engine regime, each of the GTURs offers ther-
modynamically consistent bounds on the symmetrized efficiency, (n),. To derive
these bounds, we begin by expressing the symmetrized average entropy production

as follows:

<E>s = 50<w>5(1 - 770/<77>s)a

= Belan),(ne = (n),), (4.3.43)

=~ Ao, (1~ T ),

where n. = 1 — /8. denotes the Carnot efficiency. Now, by substituting the

appropriate expression for thr entropy production from (4.3.43) into (4.3.9), we can

derive independent upper bounds on the symmetrized efficiency. These bounds are
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Figure 4.4: (a) Plot for the hierarchy between the three GTURs in the symmetrized
engine regime. The black dashed line represents the lower bound 2. (b) Comparison
between different bounds on symmetrized efficiency derived from the GTURs. Pa-
rameters chosen: T7.=0.5, T}, =5.5, wy=0.5, ©=0.99 and v=0.9. The black dashed
line represents the quasistatic Otto efficiency ne.

listed below:

(m), < nc/ (1 ~3 - <ZU>S 2)> = Tworks (4.3.44)

_ 2{an), = 4.3.45
(M) < Ne 5 (G)s + @) Thot s ( )
B 2o\
</’7>s < 1 ﬁc (1 + BC (<<q2>>5 —I— <qc>§)) 77C0 d- (4346)

Although the values of GTUR(¢), with ¢ = w, ¢, and ¢, follow a strict hierarchy
within the engine regime, as indicated in (4.3.42), the efficiency bounds derived from
these GTURs do not necessarily respect this hierarchical structure. Nevertheless,
numerical tests, as shown in Fig. 4.4 (b), reveal that depending on the parameter
regime, the bound 7.4, derived from the tightest GTUR in the engine regime, can,
in some cases, be tighter than 7o [see equations (4.3.30) and (4.3.46)].

4.3.7 Refrigerator regime: Bounds on fluctuation

We now briefly discuss the refrigerator operational regime of the qubit-Otto cycle.

The symmetrized refrigerator operational regime, where both the forward and re-
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wo 2 w1 2
(a) (w_l) /5(2) (b) 5(2)/(m)

0.03 0.50 0.99 0.01 0.25 0.55

06 07 08 09 0.6 0.7 0.8 09
u Uu

Figure 4.5: Results for (a) upper and (b) lower bounds on £® in the refrigeration
regime for asymmetrically driven qubit-Otto cycle. wq, wy, T, and T} were chosen
randomly from uniform distribution between the interval [0,5]. w,v were chosen
between [0,1]. Simulations done over 2.5 million points.

verse cycles of the qubit-Otto cycle function as refrigerators, is characterized by the
conditions (gc) s,y = 0, (W), = 0 and (gn) () < 0. In the context of refrigeration,
the key quantity to examine is € = {(¢?)),/{(w?),. It is important to note that
(4.3.25) already provides an upper bound on £?. Under symmetrized refrigeration

conditions, numerical results further suggest a lower bound on £®:

2 2
A 05 20 (4.3.47)
(w1 —wp) wi

In Fig. 4.5, we illustrate the validity of both the lower and upper bounds in the
refrigeration regime of the qubit-Otto cycle. Note that, unlike the hierarchy of
symmetrized relative fluctuations observed in the engine regime as described in
(4.3.36), no such hierarchy is found in the refrigerator regime. This absence indicates
fundamental differences in nonequilibrium fluctuations across different operational

regimes.

In the next section, we consider a parametrically driven harmonic oscillator as

the working medium and investigate bounds on fluctuations.
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4.4 Harmonic oscillator as a working medium

We consider a harmonic oscillator (HO), with unit mass, as the working fluid of
the Otto cycle operating between the two thermal reservoirs with inverse tempera-
tures . and (,, with 8. > B;. The parametric time-dependent Hamiltonian of the
HO-working fluid is given by

H[w]—p—2+ 2 4.4.1
=75 +wir (4.4.1)

1
2
For the cycle, during the unitary expansion stroke A— B, the time-dependent trap-
ping frequency w; goes from wy at t = 0 to w; at time ¢t = 7y, governed by the
expansion protocol Ug. During the compression stroke C' — D, the compression
protocol U drives wy back to wy in the time interval 73. The heat exchange strokes
take place in between and perfect thermalization is achieved in both the heat ex-
change strokes. To assure time-asymmetric driving, we again consider U g £ 0OU:01.
For HO-Otto cycle, the exact joint CF of output work and input heat can be ob-
tained and much like the qubit case, the non-adiabaticity of asymmetric drivings
are captured by the parameters Q and Q*. The exact expression of the characteris-
tic function of joint probability distribution of output work and input heat for the

time-forward process is given by [216],

g){IO(Xwa Xh) :2(1—6_Bcw0)(1_6—5hw1)

x Q=) (1—p7) + (L+27)(1+y;) — 41y

1
2

-

x [Q (1—23)(1—y3) + (1+a3)(1+y3) —daays] 2, (4.4.2)
where,
r = exp[ WO(Bc+ZXw)}
yi = exp [iwi(Xw—xXn)],
Ty = exp| w1(6h+z Xw—Xn))]
[

Y2 = exp [iWoXw),
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and Q, Q* € [1, 00| are the so called adiabaticity parameters for the expansion and
compression unitary strokes, respectively. Q and Q* serve as a qualitative indicator
of the degree of non-adiabaticity (in the quantum sense) introduced into the unitary
work strokes (see Ref. [217] for details). Q= Q* corresponds to the time-symmetric

driving case with Q= Q*=1 is the quasi-static limit.

Bellow, we list the expressions of the averages and fluctuations of work and heat

for the forward cycle.

o =2 o (752) — 0o (%52)). a3
(a2 =~ 2 — coth? (21) — (202 — 1y comn? (22)], (1.4.4)
(W) = (wi)y + (ws)y
= %(le — wp) coth (605“’(’) + %(Q*wo — wy) coth (6}‘2‘01), (4.4.5)
)y = (o) + Gy — D0 gy o)
+ %%(92 — 1) coth? (%) + %8(@*2 — 1) coth? (@) (4.4.6)
0y = 2o (252) - o (%), aa7
(a2 s = —%g [2 — coth? (/602“}0> — (202 — 1) coth? (%)] (4.4.8)

For the reverse cycle, similar expressions for averages and fluctuations of work and

heat can be obtained by swapping Q and Q*.

In the symmetrized engine operational regime, (w), < 0 and (w), < 0, the
numerical results in Fig. 4.6 suggest that the lower and upper bounds for n® are
given as 1 > n® > (). Contrary to (4.3.30) for qubit-Otto cycle, numerical
studies suggested that for the HO-Otto engine ng = (1 — Wy /w1)2 fails to provide
a lower bound on n® at very low temperatures of the heat reservoirs, specifically
for T, < 1.0. This discrepancy in results is caused by the different dimensionalities
(number of energy levels) of the working fluids. Note that, no corresponds to the
quantum-adiabatic (quasistatic) cycle’s efficiency in both scenarios: u = v = 1 for
the qubit-Otto cycle and Q = Q* =1 for the HO-Otto cycle. However, as there

are an infinite number of energy levels available for HO-working medium, quantum
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Figure 4.6: For an asymmetrically driven HO-Otto cycle (a) upper and (b) lower
bounds on 7® in the engine regime. wy, wy, 7. and T}, were chosen randomly from
uniform distribution between the interval [0,5]. Q, Q* were chosen between [1,6].
Simulations done over 2.5 million points.

non-adiabaticity (transitions between the instantaneous eigen basis) plays a more
significant role in determining the fluctuations and diminishes the usefulness of the

adiabatic (quasistatic) value of efficiency 7o in establishing bound on 7?.

4.5 Summary

In summary, we provide a study of bounds on non-equilibrium fluctuations of
heat and work for asymmetrically driven four stroke quantum Otto engine with
working fluid consisting of a qubit, or a harmonic oscillator. We show that the
non-equilibrium fluctuations are not arbitrary but are restricted. In the engine
regime, the ratio of non-equilibrium fluctuations of work and heat from hot reservoir
n® receive both upper and lower bounds. For both the qubit and oscillator case,
the upper bound for n® remains the same whereas the tighter lower bound 7?2,
found in qubit-Otto engine, is violated for the oscillator case. For the qubit-Otto
cycle, we further make an important connection of our result with the TURs and
observe that in the engine regime, the TURs of work and heat for both cold and hot
reservoirs follow a strict hierarchy and further lower bounded by the value 2. These

results further indicate an interesting possibility to receive a tighter estimate for



82 4.5. Summary

the thermodynamic efficiency. While preliminary results [212] indicate that some of
these bounds may also be satisfied with HO and qubit-Otto engines with finite-time
thermalization, it will be interesting to explore the universality of these bounds for

more complex working fluids and for other class of finite-time engines.
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Full statistics of nonequilibrium heat and work for

many-body quantum Otto cycle and universal
bounds: a NEGF approach

In this work, we consider a generic four-stroke quantum Otto cycle [59, 75, 200-208,
218, 219| consisting of an arbitrary many-body working medium and derive an an-
alytical expression for the joint cumulant generating function (CGF) of total work
and input heat, valid up to the second order of the driving amplitude, by employing
the rigorous Schwinger-Keldysh nonequilibrium Green’s function (NEGF) formalism
[220-223]. The CGF obtained for an arbitrary many-body working medium satis-
fies the nonequilibrium fluctuation relation [214]. Furthermore, we demonstrate the
linear response limit characterized by a small driving amplitude and small temper-
ature difference and obtain the expressions for the Onsager’s transport coefficients.
Notably, we reveal a breakdown of the traditional fluctuation-dissipation relation
(FDR) [80, 224-226]| for the total work, while, the traditional FDR remains intact
for heat. Our findings have remarkable implications for the generic Otto cycle: when
operating as an engine, the ratio of output (work) to input (heat from the hot reser-
voir) fluctuations is bounded from below, while in the refrigerator regime, a similar
quantity is bounded from above. Additionally, we also establish connections to the
TURs. Finally, we compare the obtained bounds for the discrete Otto cycle with

those of autonomous steady-state machines [53, 54, 63, 227].

83
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We organize the paper as follows: Sections 5.1 and 5.2 briefly describes the
quantum Otto cycle and the two-point measurement protocol to construct the CGF
corresponding to the joint probability distribution of total work and heat. We then
demonstrate how to map the CGF on the modified Keldysh contour. In Section 5.3,
we obtain the expression for the CGF valid up to the second order of the external
driving amplitude. We validate that the CGF respects the fluctuation symmetry.
In Sections 5.4 to 5.7, we discuss the linear response limit, obtain the Onsager
transport coefficients, and derive universal bounds on nonequilibrium fluctuations
in both engine and refrigerator operational regimes. We illustrate the obtained
results with a paradigmatic model in Section 5.8. Finally, we summarize our main

findings and provide an outlook in Section 5.9.

5.1 Quantum Otto cycle with generic many-boday

working medium

We consider a generic many-body working medium for the quantum Otto cycle
and treat the many-body interaction part as a time-dependent perturbation. The

total Hamiltonian of the working medium is given by
H(t) = Ho+ A(t)H,, (5.1.1)

where Hj is the non-interacting part, often referred to here as the free Hamiltonian,
and H; represents an arbitrary many-body interaction term. A(¢) is an arbitrary
driving protocol that drives the system away from equilibrium. Importantly, A(t)
serves the purpose of a perturbation parameter, and the values it can take are
significantly smaller than those of other dimensionally comparable free parameters.
The working medium performs a four-stroke Otto cycle consisting of two unitary and
two thermalization strokes with respect to the cold and hot thermal reservoirs with
fixed inverse temperatures (. and [y, respectively, as illustrated Fig. 5.1. Below we
briefly describe these four strokes: (i) Unitary expansion (A — B). The system
starts at time t = 0 from the initial thermal state A characterized by the cold inverse
temperature 5, and Hamiltonian H(0) = Hy+\(0) Hy, where A\(0) = A\g. The system

is then decoupled from the reservoir and A(t) drives the system out of equilibrium.
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Ue
|
Unitary
Hy + Mo H; expansion Hy + M\ H;
) o)
:
< 5
o jan)
O
Ho + Mo Hy Ho+ A\ H,y
Uc
Unitary

compression

D C

Figure 5.1: Schematic of a four-stroke Otto cycle. We are considering symmetric
driving case: Ue = OU, g@T. The final states of the unitary strokes at B and D are
non-thermal ones.

The first unitary stroke ends at time ¢ = 7 with A(7) = A;. At the end of this
stroke, the state of the system B is a non-thermal one. (ii) Hot isochore (B—C).
During the first heat exchange stroke, the system is brought into weak contact with
the hot reservoir while keeping A; fixed. The system then waits until it reaches
a thermal state C', parameterized by (A, ) at time ¢t = 7 + 7,. (ili) Unitary
compression (C' — D). The system is then decoupled from the hot reservoir and
the interaction strength A(t) is decreased unitarily from A; to Ag. Consequently,
the system ends up in a non-thermal state D at time ¢t = 7 + 7, + 7'. (iv) Cold
isochore (D — A): In the final step, the system is placed in weak contact with the
cold reservoir while keeping )\, fixed until it reaches the thermal state parametrized
by (Ao, Bc) at time ¢t = 7+ 7, + 7' + 7, = 7. Here, we assume that the system
achieves full thermalization during both hot and cold isochores. This assumption
is valid when the heat exchange stroke times 75, and 7. are much larger than the
system relaxation time. Additionally, we consider here the symmetric driving case,
meaning the unitary evolution operators, represented by Ug and Ug, governing the
expansion and compression strokes, respectively, are mirror images of each other,

Ue = @Ug@T, where © is the anti-unitary time-reversal operator. As a result, the
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two unitary stroke duration are equal, 7/ = 7.

Under the complete thermalization assumption, we construct the joint probability
distribution (PD) of total work and heat exchange in the hot isochore P(w,q;) by
employing the projective measurements of the energy of the system at the end points
of each stroke, i.e., at A, B, C, and D, respectively [50|. The characteristic function

(CF) corresponding to the joint distribution is given by the Fourier transform of the

PD:

Tr [Ug elixw=ixn)H(7) ] 6(77;Xw7BC)H(O)i| Tr [Ug exwH(0) 17, e(*inJriXh*/gh)H(T)}
) Z.[H(0) EATIC] ,
(5.1.2)

where Y., X are the counting variables associated to the total work w = w;+w3 and
the heat exchange with the hot reservoir g, respectively. In (5.1.2), H(0) = Hy +
MNH; and H(7) = Hy + A\ Hy. Z,[H(0)] = Tr[e ?HO] and Z,[H(7)] = Tr[e PH )]
represent the canonical partition functions with respect to the cold and hot inverse
temperatures 3, and /35, and Hamiltonians H (0) and H(7), respectively. We observe
that, due to the complete thermalization assumption, the joint PD in (5.1.2) takes
a product form. More importantly, under this assumption, the joint PD of total
work and heat from the hot reservoir alone suffices to determine the statistics of

heat exchange with the cold reservoir ¢. (see Appendix Al).

5.2 Characteristic function on modified Schwinger-
Keldysh contour

In order to obtain a perturbative expression of the CF given in (5.1.2), we uti-
lize the Schwinger-Keldysh formalism. This is a standard approach for systematic
calculation of nonequilibrium Green’s functions and correlation functions under the
influence of time-dependent perturbations by casting the problem on a closed time-
ordered contour in the complex time plane, famously known as the Keldysh con-
tour. For the problem considered here, all the unitary evolution operators and the

exponential operators, e.g., e™w=XWH() appearing in (5.1.2) are mapped on two
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Figure 5.2: The modified Keldysh contour to compute joint work and heat statistics
for a generic quantum Otto cycle. (a) Contour C' corresponds to the numerator of
the first term in (5.1.2). The denominator of this term runs only on the vertical tail.
(b) Contour C” corresponds to the numerator of the second term in (5.1.2). The
denominator of this term runs only on the vertical tail. In the symmetric driving
scenario: A(s) = A(t — s). Note that, none of the modified contours C' and C"
return to Re(s) = 0, and get closed, because of the presence of the non-unitary heat
exchange stroke.

modified Keldysh contours. The first trace in (5.1.2) corresponds to the modified
contour C', as shown in Fig. 5.2 (a), and the second trace gives rise to another
modified contour C’; as shown in Fig. 5.2 (b). It is important to note that, in the
Schwinger-Keldysh formalism, one typically expects closed contours while dealing
with time-dependent perturbations. However, here, none of our modified contours
are closed, only articulating the fact that both the traces, that are mapped, contain
partial information about the non-unitary heat exchange stroke. The tails represent
the presence of interaction H; in the thermal states at A and C' (see Fig. 5.1). We

express the joint CF on the Keldysh contour in a compact form as

<76 e*%fc)\c(sl)Hll(Sl)dsl>g <7‘é/ e*%fc)\c/(sz)Hll(SQ)d32>g
g(Xwa Xh> = iy —ihBe 2 T Tixp—ihp :
<7-C e n fh;: XoH{ (s1)ds1 >5C <7-C’ e & ff—h,:: h/\lH{(52)d82>

x (eThatln)g (enrtlo)g,

= Go(Xw, Xn) G (X, Xn) (€7 10) 5, (e 110) 5,

A (5.2.1)

Here, crucially, the averages in both the numerators are taken with respect to shifted
inverse temperatures Ec = B, + ixp and Eh = [ — 1Xn, which are counting-field

dependent. 7o and T¢ are the contour-time ordered operators defined on the con-
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tours C' and C’, respectively, which orders the time-dependent operators according
to their contour-time argument: sorting the operators from left to right with their

contour-time arguments decreasing.

Details of mapping the joint CF on Keldysh contour:

We present the details of obtaining the joint CF given in (5.2.1). In time-
dependent perturbation theory, we express all the evolution operators in the
interaction picture with respect to the free Hamiltonian H,. Here, we consider
the first trace of (5.2.1) only. A similar analysis applies to the second trace as
well. Exclusively for this proof, we are dropping the &£ subscript from Ug. In

the interaction picture, we obtain

Ui(t) = Ty exp | - %/Ot Me)Hi(s) ds]. (5.2.2)
UI(O)(t) = T, exp [— ;—1 /Ot Mo H{ (s) ds}, (5.2.3)
UI(T)(t) = T, exp [— % /Ot A\ Hi(s) ds}, (5.2.4)

where the superscripts (0) and (7) in equations (5.2.3) and (5.2.4) indicate in-
teraction picture evolution operator with fixed \g and A, respectively. Here
T, is the time-ordering operator which arranges the operators from left to
right with decreasing time. Note that, HI(s) = UJ(s) Hy Uy(s), where Uy(t) =
exp (—iHot/h) represents the free evolution operator. We express the first trace
in (5.2.1) as,

Tr [e—mH(m Ut (7) et HE) (1) 6—BCH<0>]
= Tt [0 (=) U (r) UD (=i, + Boxn) U (7) UO (=i
i :
— Tt [0 (=) U (=) UF(r) US(T) Dol + Foxn) U™ (=i + i)

Uo(7) Ur(r) Us(—ihB.) U}m(—mﬁc)}

A\

~ . N t
— Tr | U (n) U (=inBe) Up (cn) () U (=oxw) Uo(ox)

N J/
-
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A\

-~

UL (—hxw + Fixn) U (7) Un(=hxe + Bixn) U3(7) UL (=B + Bixn) Uo(7)

/_/\ )
Ur(7) Us(=ihB) Uo(xn)]
_ <7jre*% fhn;(:qhﬁc XoH{(s)ds 7:67% ff)é)}zw+hxh AoH{ (s) ds
7'_67% IR MsHxw—xn) HY (5) ds 7:—6_% STt xR\ H (5) ds
ﬁe_%jg A(s)HI (s) ds>
« Tr |:€(_ﬁc—iXh)HOi|

_ <Tce—%fc Ac(s)HY (s)ds>§ Ty [6<—BC—iXh)HO]‘ (5.2.5)

Be

In the last line, we map the real-time evolution onto a modified Keldysh contour
C' [see Fig. 5.2 (a)] by introducing the contour-time ordered operator 7o with
contour-time dependent driving parameter Ao (s). Similarly, we can map the
partition function Z.[H(0)] appearing in (5.2.1) onto the same contour C. For

the partition function, we obtain

ZJH(0)] = Tr [e—ﬁcﬂ@} Ty [UO(—mﬂc) U}”(-ihﬁc)}

— Tr |Uo(=ih8.) U (hxa) UL (~ihB.) Un(hxa) |

~~

i rhxp—ihBec
_ <7;e—gfhx,f AOH{(s)ds> Tr [e~PHo], (5.2.6)

@

where the contour-time dependent first term is mapped onto a Keldysh contour
which runs only on the vertical line of Fig. 5.2 (a). The same prescription
also applies for the second trace and the partition function Z,[H(7)] in (5.2.1),

resulting in the second modified contour [see Fig. 5.2 (b)].

Next, we expanded the exponential operators in (5.2.1) up to the second order
in driving protocol A(s) [220]. Here, we will demonstrate the series expansion for

Ge(Xw, Xn), mapped on the first contour:

(Te o=t o Ao (s1)H (s1) dsy >E
gC’(XuMXh) = i rhxp—ihBc -

k3

<7—C e—ﬁ hxh, )\oHll(sl)dS1>
Be
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L+, [H?:l Jodsida(s;)Oc(sj—si1) (—1)" (Hi(s1) - 'Hf(sn)h}

e [T 0 dsyes,) Oclsy—spia) (<) (HE (s2) - H ()]
(5.2.7)

where, the contour step function ©¢(s; — s;41) is appearing because of the contour-
time ordering. A more convenient way is to consider the expansion of the cumulant
generating function (CGF) In[Go(xw, x1)], where the series expansion is expressed in

terms of n-point connected correlation functions (cumulant correlation functions),

hthith
/ deGC(Sl, cevy Sn) y
h

Xh

n

I Ge(Xuw Xn) = [H/Cde@c(sh wosn) =1
n=1 "j=1

J=1

(5.2.8)

where, dS; = ds;j\c(s;)Oc(s; — sj41) and

G510y 80) = (—%)n<<H{(51)...H{(sn)>>§c,
Gols1, oy 50) = (—?_L)n({H{(sl)...H{(sn)»Bc. (5.2.9)

Note that, the double angular bracket ((-)) represents cumulant correlation function.
The CGF is a very useful quantity as it enables us to calculate all the cumulants
of total work and heat exchange with the hot reservoir by taking partial derivatives
with respect to x,, and yj, respectively,

v 8kal

(wq,) = I CREIC] I G (Xws Xn) o (5.2.10)
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5.3 Cumulants of work and heat

In this section, we first write down the final expression for the CGF valid up to

the second order of the driving protocol A(s):

+ [ihxw (A =AF) + ihxa AT /;Z_i@i@) - G2 (w)

= Fo [<H1>EC_<H1>/BC + Ao / ;l_: G; () ; Gf(w)]

s [<Hl>§h_<Hl>ﬁh + h\y / ;Z_:@;(W) ; Gi(w)]
%#@A(w)@i (w) + Z—:—l_i:w * AW)E; (W)

+ In (e~ xrHoY 5t In (ePxntloy o
(5.3.1)
Equation (5.3.1) is the first central result of this chapter. It describes the statistical
properties of total work and input heat fluctuations in a generic (many-body) Otto
cycle in terms of one-point and two-point correlators of the interaction Hamiltonian
H,. In this expression, we suppress the integration limits for w, which ranges from
—o0 to +00. Here, the nonequilibrium Green’s functions are defined as connected

two-point correlators of H; in the interaction picture,

626) = (~3 ) o))z, (5:32)
G2(6) = (~3 ) W), (5.33)

where a = ¢, h. Here, the two-point connected correlation function or cumulant

correlation function is given by
(X7 (s1)Y " (s2))5 = (X (51)Y " (52)) 5= (X) (Y )5 (5.3.4)

Notably, the shifted inverse temperatures Ea, a=c, h, appearing in (5.3.1) play a

crucial role in calculating the cumulants of the heat exchange. Here, we adopt the
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Fourier transformation convention:
+o00 )
G, (w) :/ ds G (s) e"*. (5.3.5)

Crucially, all the information about the time-dependent driving protocol is encap-
sulated in the quantity A(w), defined as

/ At)e™tdt
0

The CGF in (5.3.1) satisfies the normalization condition, InG(0,0) = 0. More
importantly, it satisfies the universal heat engine fluctuation symmetry [114, 214,
298],

2

Alw) =

(5.3.6)

InG[iBe, i(B—Pn)] = 0. (5.3.7)

This fluctuation symmetry is a direct consequence of the Kubo-Martin-Schwinger
(KMS) boundary condition satisfied by the Green’s functions introduced in equa-
tions (5.3.2) and (5.3.3) [79, 229-231],

G (s—ihB.) = G~ (—s), (5.3.8)
G~ (s—ihf.) = G~ (—s). (5.3.9)

Details of the calculation of joint CGF':
Let us begin from (5.2.8). The contour-time dependent driving parameter

Ac(s) is piece-wise defined along the contour C:

A(s) Part 1: s € [0,7),
Al Part 2: s € [1,7—hxw + AXn),
A(s) =
A(s + hxw—hxn) Part 3: s € [T—hxw + hxn, —hxw + Bxn),
Ao Part 4 : s € [—hxw + Axn, Axn—ih0).

\

(5.3.10)

Our goal is to calculate the right-hand side of (5.2.8) up to the second order of
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the driving parameter A(s).
The contribution to the first order of A(s) is given by

O(\) = i[xw(M—Xo) = xaM](Hi)g, — Bedo[(Hi)g —(Hi)s ] (5:3.11)

Next, for the contribution to the second order in A(s) we have to calculate

double integrals given by

O(N\?) :>/Cd31 Ac(sl)/CdSQ Ac(52) Oc(s1—52) Ge(s1, 52)

hxh—ihBc hxn—ihBc
— / dSl )\0(81)/ dSQ )\0(52) 90(81—82) Gc(Sl,SQ)
h h

Xh Xh

:/ dsy )\C(Sl)/dSZ Ao (82) Oc(s1—85) G (51— 2)
C c

hxh—ihBc hxh—ihBc
— / dSl )\0(81)/ d82 )\0(82) 60(51—52) G?(SI_SQ).
h h

Xh Xh

(5.3.12)

Due to (5.3.10), the double integral along the contour C' is expressed as a sum
of double integrals of parts (i,j), where 4,7 € {1,2,3,4}. Importantly, once
we take into account the contour step function ©(s; — s3), only 10 out of the

possible 16 terms survive in this sum:

(¢,7) = < (5.3.13)

Bellow we show details of calculating a few of these double integrations:
(i) For (z,7) = (4,1)

dw hxn—ihBc ) T ‘ »
/—/ dsy Ao e / dso A(s2) €2 G (w)
2m J_ 0

th "thh
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d e~ hw(Betixn) G> T ,
_ CU)\O . Gc (U}) / dSQ )\(52) erJSQ
0

2T —w

dw/\OG ( ) zhw(xw—Xh)/ dsy A(sg) €152
27 — W 0

dw/\ G>< )/ ng)\( )zwsg

—Ww

/dw G ﬁw(xw_xh)/ d$2 )\(82) ez‘wsg
0
dw G> :
Z/—WM )\0/ dso \(sg) %2
2w 0
~>
2w

where to go from the second step to the third step we have used the KMS

ihw Xw_Xh)/ d$2 )\(82) eist, (5314)
0

relation given in (5.3.8).
() For (i, ) = (4,2

hxnp—ihBe TXxw+hXh .
—iws1 WS >
/ / dsi; Ao e / dss A1 €2 G (w)
T

—xw+RXh
hw(Betixn) > . 4
/_)\0)\1 @ (w> (1 . efzhw()(wth)) T
/_/\0>\1 ) (1 . eihw(waxh)) eiwﬂ-

/ —)\0)\1 w) (]_ = e_ihw(Xw—Xh))ein

/ —/\())\1 ) (]_ — eihw(Xw_Xh))ein

_ /d_w@?( w) [ — 2N (1 _ eihw(xw—Xh)) COS (WT)L (5.3.15)

2T w?

(iii) For (i,7) = (4,3)

Tixp—ihiBe A —hxw+hxn L
/ / dsy Ao e~ / dsy Msg + hxw — Bixn) €92G, (w)

—hixw+hixh —hxw+hxn
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hXh_'L‘th . T ) .
/ / dsy; Ao e "t / dss \(s2) ezw(s2_hxw+h’<h)Gc> (w)

—hixw+hixh 0

dw G (w : T ‘

= _/ _WA i elﬁw(Xth)/ dsy A(s3) €72
2w 0
dw G>( ) T :
Ao [ dsy A(sz) e 5.3.16
/ 2w 0 /0 s2A(sz) e ( )

The intermediate steps are similar to the (4,1) case.
(iv) For (i,j) = (4,4)

fxn—thBe 51 _
—iws1 ws >
/ / ds; Ao e / dss Ao €2 G (w)
—hXw+hxn —lixw+hxn

ixn—ihBe . 81 )
/ / dsy Ng e / dsy Ao €°2G, (w)
i fixh

d )
—/ —WGC i ))\g[ — thwyy — Bhw +1 — e”gch“’e”’mxw}

2r w2
dw G (w e
[ oCE ) s 1= e
dw o1GZ (@) (. s G2 ()
:/%Ag[ 52 (— iy — Bohw + 1) — e Ml Ze ]
dw ,1GZ (w) G (—w)
‘/%Ao[ (B 1) - = 5]
- .
:/d—WGC (;")Ag[—mwxw Behw + 1 — ethew=xn)] +/d_ch (w)Agﬁch.
2T w 2T w

(5.3.17)

Note that, the second term here is stemming from the canonical partition func-
tion Z.[H(0)] [second term in (5.3.12)]. The rest of the terms in (5.3.13) can
be calculated analogously. Now, following Ref. [220], we will categorize the 10

non-zero terms given in (5.3.13) in 6 groups:

1. {(2,2)}:

/ d—w@f (w) [)\2 (ihw(Xw — xn) + 1 — em“’(xw_x”))]. (5.3.18)

27 w?



96 5.3. Cumulants of work and heat

2. {(1,1)+ (3,1) +(3,3)}

dew ~ ‘ T T ‘
/—WG>( )(1—eZh‘”(X”Xh)>/O d31/0 dsg A(s1)A(sg)e 1752

(5.3.19)
3. {(2,1) + (3,2)}

/621_(:@>( )[_ 27)\1<1 . eihw(xw—Xh)> /0 dS)\( )sm[ (T — S)] .
(5.3.20)

4. {(4,3)+ (4,1)}

/;l_(:@?(w) [ - 2—)\0 (1 — eih“’(xw_’(h)> /OT ds A(s) sin (ws)]. (5.3.21)

5. {(4,2)}
[ 56w - T (1— e coswr)]. (5322
6. {(4,4)}
/ Z—:@? () [i—i’ (= it —Bolo + 1 — et
+f L6z (w) 20, (5.3.23)

Next, we collect all the terms with (1 — e (xw=xn))

dw ~ 1 — etwxw—xn)
/—wG>( ) [)\2 + A2 — 2X0); cos (wT)

2m
+w / dSl / d82 81 lw(sl_s2)

— 2w /0 ds A(s)sin [w(T — $)] — 2wAo /OT ds A(s) sin (ws)]
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2

dw ~ 1 — ethwxw=xn)
:/_wg>(w) €

Ae™T — Ao — z'w/ ds \(s) e™*
0

2 ¢ w?
dw ~ 1 — eifwlxw—xn) | (7 . o =
— /g(}?(w) " /0 ds\(s)e
dw P 1 —_ eihw(xwth)
= /%Gf(w) — Aw), (5.3.24)

Finally, summing all the terms given in equations (5.3.18) to (5.3.23), we obtain

1 — ethw(xw—xn)

d 1
[ ) (w0 = 39 it — ) + T
/ d—“(@?( )hﬂf%. (5.3.25)

Therefore, the right-hand side of Eq. (5.2.8) up to second order of driving pa-

rameter A\(s) is given by

i(Xw()q—)\o) Xh)\1)< 1)3, ﬂc)‘0<< >c_<H1>58)

> >
+(z’hxw(>\§ — A2) — ihxpA2 —hﬁcAﬁ) /d_WGCuSW) +hﬁcA§/d—WGC (w)

2T 2r w

dw N> 1 — elhw(Xw Xh) 3
/ —G7 (w) " A(w) + O(N°). (5.3.26)
Notice that the contour C' corresponding to the first trace in (5.1.2), contains
the contributions to the statistics of total work and input heat that are solely
connected to the cold reservoir inverse temperature .. An analogous calculation
can be done for the second contour C’, which captures all the contributions that

are connected to the hot reservoir inverse temperature (3j,.

In the following, we present the formal expressions of the first and second cumu-
lants of total work w and heat exchange with the hot reservoir ¢;,. The average total

work is given by

o 2y [dwl >
[(#0)3, ~(H)a] = BO3=39) [ 522 (67 () - 62 (@)
Aw)

—h/Q—“’—[ > () + G2 (w)]. (5.3.27)

(w) == (A1—Xo)

w
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The first two terms on the right-hand side represent the boundary terms that depend
on the end values of the driving protocol. They are associated with the total change

in free energy during the two unitary work strokes.

The corresponding variance (second cumulant) of total work is given by

() = —h? / W () [67 () + G (w)]. (5.3.28)

21

We notice that calculating the cumulants of heat exchange ¢, requires more
involved calculations due to the presence of shifted inverse temperatures EC and Eh.
This results in connected correlators of the form ((HyHy)), (H{(s)HH,), and so

on. Note that, for an arbitrary operator X,

d(;;l(h) (X5, =F(XHo)z,, (5.3.29)
& -
T 8. = (X Hol g, (5.3.30)

where (—) corresponds to a = ¢, and (4) corresponds to a = h, respectively. Below
we list the expressions for the average heat exchange with the hot reservoir and its

variance,

d 67 () = G2 ()

C

(an) =(Ho) s, —(Ho)p. + M [(H1)p, —(H1)p.] + AT

2T w
+ 8o [«HOHl»Bc—" hXo Z_:G/C(W)] —BrA1 [«HOHl»gh-l— h\ Z—O;G;iw)]
+h/%w> (5.3.31)
) =(CHED o (2 200 [(HOH) (L)) 4+ 20 [ Bl £ BR)
- o[ H o+ o [ 52 B o [, + s [ )]

+2h/§—:w+h2/g—iz4(w)@§(w), (5.3.32)
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where we have introduced a compact notation,

Gl (w) = —% G, (w), (5.3.33)
82
Gl(w) = 952 G, (w), (5.3.34)

with a = ¢, h.

In the following section, we focus on establishing the linear response formalism

for the generic quantum Otto cycle.

5.4 Linear response: Onsager coefficients

Let us first parameterize the driving protocol A(t) as
At) = A+ AN f(1), (5.4.1)

where, A = \g and A\ = A\; — X\g. The function f(¢) is defined such that f(0) =0
and f(7) = 1 to ensure that Ao and A, are the boundary values of the protocol A(t)
at time t = 0 and time ¢ = 7, respectively. To identify the proper thermodynamic
affinities and the corresponding conjugate fluxes, we begin with the definition of the

stochastic entropy production in a single cycle:

D :Bcw + (60 - Bh) dn = (/BCA)\) % + (ﬁc - Bh) dp- (542)

From this expression, we identify the thermodynamic affinities as A, = 5.A\ and
A, = B.— P, and the corresponding integrated work and heat fluxes as w/A\ and
qn, respectively. One can further define the heat and work currents by dividing the
integrated heat and work fluxes with total cycle time 7., = 27 + 73, + 7:

I w dn

— d 5. =-2". 5.4.3
Tcyc A)\ o ]q Tcyc ( )

jw:
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Consequently, the average entropy production rate in one complete cycle (o) =

(X2)/Teye can be expressed as

(o) = Z (Ja) Ao (5.4.4)

a=w,q

From this point onwards, we adopt 5. = § and SB. — B, = AfS, and focus on the
linear response regime where AS < . In this regime, we can effectively utilize the

following Taylor expansion:

0
o

Note that the appearance of the free Hamiltonian H, in the second term arises

(X)gng = (X)g = AB -(X) s = (X)) + AB(X Ho))g- (5.4.5)

from the derivative with respect to 8 over a canonical distribution characterized by
e~PHo [ Ty [e=PHo]. To proceed with our linear response analysis for the generic Otto
cycle, we calculate the average work and heat fluxes, (j,) and (j,), using equations
(5.3.27) and (5.3.31), respectively, which are accurate up to the second order of the
driving protocol A(¢). Finally, carrying out the Taylor expansion given in (5.4.5)
and keeping terms up to the linear order of the affinities, A, and A,, we derive

the following relation between the currents and affinities, connected via the Onsager

)\ _ (Eow L (A 5.06)
<JQ> qu qu Aq 7 -

where the Onsager transport coefficients L., with o,y = w, g, are given by

matrix:

1 dw 2 F(w) G~ (w)

wa — Tcyc h/ %5—w7 (5.4.7)
B 10 dw G~ (w)

Lug = Law = —— 55 [(Hl)ﬁ + 2h)\/ — } (5.4.8)

1 0 0 G~ (w)

“w="T 35 [(Hobs + Ao (B(HL)s + fm/ Z—:—)} (5.4.9)

L
op w
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Here, note that

2 Aw)
AN

F(w) =

/0 ' ft)etdt

(5.4.10)

encodes the information of driving where A\ and f(t) are defined in (5.4.1). The
Green’s function G~ (w) is evaluated at the equilibrium temperature (.

The Onsager reciprocity relation, L, = L, holds even for asymmetric drivings
(i.e., when time-reversal symmetry is broken) [cf. (5.4.8)], unlike systems with asym-
metric time-dependent drivings, where this relation generally breaks down [232].
The Otto cycle preserves Onsager reciprocity due to the separation of work and
heat exchange strokes.

The derived expressions for the Onsager transport coefficients, characterizing
the behavior of an arbitrary working medium executing the Otto cycle in the linear
response regime, constitute another central result of this chapter. With these results

in hand, we proceed to provide some important insights and remarks.

5.5 Fluctuation-Dissipation relations: violation of
work—FDR

The traditional “Fluctuation-Dissipation relations" (FDRs) typically connect the

diagonal elements of the Onsager matrix to equilibrium fluctuations [80].

FDR for heat current j,

In our analysis, we precisely recover the traditional FDR for the heat current j,,

Lgg = , (5.5.1)
2 | ay—0

where ((j2)) = (¢3))/7eye- In order to prove the above heat-FDR, we start from
(5.3.32), and take the limit of A, = 0 and A, = 0. This immediately hands over

the following expression for heat-fluctuation:

1

]y = o | Ot (D o 2N E) o (o)




102 5.5. Fluctuation-Dissipation relations: violation of work-FDR

+ 2hN? d:@’( )ZGM )—5CA0[<<H2H1>> ey ;Zc;@”a() >}
~ B [<<H3H1>>Bh+ m [ ;l: Gi(e)]
ok [ttt + 2xtam), + a2 [ 225
gty - [ 525
e (5.5.2)

where we have used A = )y and 8 = [3., as adopted in the previous section.

FDR for work current j,,

Importantly, the same is not true for the case of work current. In fact, for the work

current fluctuation, following (5.3.28), we obtain

1 d

_ h2/ “ ()G (W), (5.5.3)
{Ay=0  Teye

which does not match the diagonal Onsager coefficient L,,,. To investigate this

discrepancy further, let us rewrite the expressions for L,,, and ((j2)) as follows:

w

1 B [ dw tanh (222)

oo =222 %F(W)W [G"(w)+ G (~w)].  (554)
(&) 1R [dw § )
2 =0 T T 2 %FW) (67 (w) + G (w)]; (5.5.5)

Here, we have utilized an important identity involving the Green’s functions,
hw
G”(w) — G (~w) = tanh <ﬁ7> [G” (w) + G (~w)]. (5.5.6)

which arises from the KMS condition in the Fourier space, e #"“G> (w) = G~ (—w).
Now, considering the fact that tanh (z)/x <1, we infer from equations (5.5.5) and
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(5.5.4) that

()

2 {A}:O’

L’LUU) S

(5.5.7)

highlighting a breakdown of the traditional FDR for work current. Importantly, this
breakdown is purely of quantum origin. The equality is restored in the quantum-
adiabatic limit, i.e., when [Hy, H;] = 0. This observation aligns with the recent

findings of Ref. [233, 234] where a similar breakdown was reported.
The obtained results for the Onsager coefficients and the FDR breakdown for

work current have non-trivial implications in determining universal bounds on the

performance of the quantum Otto cycle operating as an engine or a refrigerator.

Thermodynamic Uncertainty Relations

Additionally, it is noteworthy that the standard thermodynamic uncertainty relation

[215, 235] holds for the currents j,, and j,,

=

TUR(ja) = (0) E%L >

for &« = w, q. These TURs remain valid independently of the mode of the Otto cycle’s

2, (5.5.8)

operation—engine, refrigerator, heater, or accelerator [75]. Bellow, we demonstrate
a proof for TUR(j,). Using equations (5.4.4), (5.4.6) and (5.5.7) we obtain,

() . 37 2L
22 [Auw (i) +«4q<Jq>}W

_
N

TUR(juw) = (o)

—~

1
— 2 |:L12U’LU'/430 + 2waquAqu + waquA§i| < . 2
.\ 2 2 2 1
=2 |:< ]w> + Aq (waqu - qu)i| .\ 2
(Juw)
2
(Juw)

> 2. (5.5.9)
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Here, we have used the positive semi-definiteness of the Onsager matrix, which

implies that det(L) > 0. The proof corresponding to TUR(j,) follows analogously.

5.6 Engine regime: Universal lower bound on the

ratio of output to input fluctuations

Let us now focus on understanding bounds on nonequilibrium fluctuations when
the Otto cycle works as an engine. To quantify the engine’s performance, we intro-

duce the output power as

(P) = —(w)/Teye = —Auw(juw) /B, (5.6.1)

and the input heat current is given by (j,). The engine operational regime of
the Otto cycle is characterized by (P) > 0, and (j,) > 0, where, as per our sign
convention, energy flowing into the working medium is considered positive. To
achieve this, the necessary requirement is A, > A,. Following the second law of
thermodynamics, (o) > 0, it is straightforward to show that the average efficiency
of the Otto engine, (1) = (P)/(j,), is universally upper bounded by the the Carnot
bound n. = AB/B |1, 4], (n) < ne. In order to derive bounds on nonequilibrium

(2

fluctuations, following Ref. [53], we construct the quantity n®, which is the ratio of

power fluctuation to the fluctuation of input heat current,

7)2
n® = { — ) (5.6.2)
)
Recently, it was shown that in the case of a continuously coupled autonomous steady-
state heat engine operating in the linear response regime, where both the work and

heat FDRs are valid, the ratio of output power to input heat current fluctuations is

subject to both universal lower and upper bounds [53],

ne 2 [1%] 0 = % (5.6.3)

where the subscript ‘auto’ stands for the autonomous steady-state heat engine. How-

ever, in our case of a generic finite-time Otto engine operating in the linear response
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limit, we obtain the following inequality,

2
2 > Awwa >

G (56.4)

Detailed proof:
Let us consider the first inequality in (5.6.4). We will consider a modified
version: n23%Lg, — Luw A2 > 0. Noticing that n. = A3/ = A,/ 3, this modified

inequality can be expressed as
77352qu - waA121) :qu-Ag - waA121)

=Ay(Jq) = Aw(juw)

— i1+ 2]

C

>0. (5.6.5)

In the above steps, we used the engine condition: (j,) < 0, and (j,) > 0.
Next, we focus on a modified version the second inequality in (5.6.4):
Luw(juw)® — Leg(jq)* >0. We observe
wa<jw>2 - qu<jq>2 - (waqu B L?uq) [quA?; B waA?v]
= det(L) [Ag(ja) = Auwlin)]

= det(L) Ag (jq) [1 - <77>]

C

>0, (5.6.6)

where, in the above steps, we have used (i) det(L) > 0, and (ii) the engine
condition: (j,) < 0 and (j,) > 0.

A key point to note here is that, contrary to the autonomous steady-state engine,
we observe a violation of the traditional work-FDR in the discrete Otto cycle, as
given in (5.5.7). This FDR breakdown for the work current leads to the following
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inequality:

2
@ > Awlww

> T (5.6.7)

Importantly, the equality is restored in the quantum-adiabatic driving limit, when
the driving Hamiltonian commutes with the free Hamiltonian [Hy, Hy] = 0. As an
immediate consequence of the inequality in (5.6.7), the lower bound on n® remains

robust,
n® > (n)*. (5.6.8)

However, the upper bound on n® may not always hold true, n® £ n?, the reason
being purely of quantum origin. This distinction is a significant departure from the
autonomous case, where both the lower and upper bounds remain intact. In the
discrete Otto cycle, due to the violation of the traditional work FDR, the upper
bound is not guaranteed. This constitutes another central result of this work. As
a direct consequence of the lower bound for 7® in (5.6.8), a hierarchical relation
between the TURs is observed. This follows from the fact that

2> ()? = ) <<j§>>_

(5.6.9)

As a result, in the engine regime, a strict hierarchy between the TURs of work

(output) and heat (input) currents is obtained:

)
2T 2 (5.6.10)

5.7 Refrigerator regime: Universal upper bound on
the ratio of output to input fluctuations

After our exploration of the engine regime, we now shift our focus to the refrig-
erator regime. In this mode of operation, the primary objective is to extract heat
from the cold reservoir by utilizing external work. Following our sign convention:

energy entering the working fluid is considered positive, the refrigerator regime is
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characterized by a positive current flowing out of the cold reservoir, (j.) > 0, and
work is performed on the system, (j,) > 0. To achieve refrigeration, it is necessary
that the affinities satisfy A,, > A,. The performance of the refrigerator is quantified
by its coefficient of performance (COP), also known as cooling efficiency, denoted as
(e). Notably, the COP of a refrigerator is universally upper bounded by the Carnot
COP |[1, 236],

Bje)

(e) = o) < &, (5.7.1)

where e, = (1 —7.)/n. = B/AB. Let us now investigate the quantity £ defined as

o P
= By (5:72)

The CF for ¢, is obtained by setting x5 = xw = —X. in (5.1.2). The new counting
variable y. corresponds to the stochastic variable (—w — g3,), which shares the same

statistical properties as ¢. (see Appendix Al),

G(xe) = // dw dgy P(w, gp) eXe70 7)., (5.7.3)
Finally, setting x5, = xw = —X. in (5.3.1), we obtain the CGF for ¢,

dw G7, (w)—GZ (w)

C

2m w
du @s<w>—G><w>}

nG(xe) = —ixeho[(H1)z,— (H1)z] — Z'X‘zmg/

C

21 w

— oo [(H)z, — (H)a, + B /

_6h>‘1[<H1>5h_<H1>Bh+5A1/d—w@i(w)_(@;(w)}

2 w
dw 1 — e~ wxe

% 2 A(w)@; (w) -+ 1n<€chHo>IBC 4 1n<e—chH0>

g,- (0.7.4)
A crucial point to note here is that now the shifted inverse temperatures become
Bc: Be—ix. and Bh = BrL+1X., and consequently, @; (w) and @f (w) are redefined ac-
cordingly. From (5.7.4), we can obtain the expressions for the average heat extracted

and its variance using (5.2.10).
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For steady-state autonomous refrigerators operating in the linear response regime,

the quantity €®) was reported to possess both universal upper and lower bounds [55],
g0 2 [P] o 2 (8)°, (5.7.5)

where, recall that the subscript ‘auto’ denotes autonomous steady-state refrigerators.
In our case of a discrete Otto cycle operating as a refrigerator, we derive the following
inequality:

2>£@@_>@ﬁ (5.7.6)

€2 >
7 A2 Lyw

Detailed proof:

Here, we demonstrate the proof for the inequalities in (5.7.6). To prove
the first inequality, we start with the modified version of the first inequality
Ly A2 — 2Ly, /2 > 0:

waAi, - 62[’(}(1/53 :waAi - quAg
=Au <]w> - -Aq<jq>
Ay (Jw) + Fglde)

— Ay (Ay) [1 + @]

€c

>0. (5.7.7)

Here, we have used the refrigerator condition: (j.) > 0, and (j,) > 0. For the

second inequality,

qu<jc>2 - wa<jlt)>2 - (L“’“’qu N L2wq) [waAz’ - quAg]
= det(L) [ Au(u) + Ag(ie)]
= det(L) Au () 1 + @}

€c

> 0. (5.7.8)
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The two ingredients required for this proof are—
1. The positive semi-definiteness of the Onsager matrix, det(L) > 0, and

2. Refrigerator operational regime condition: (j.) > 0 and (j,) > 0.

Importantly, the breakdown of the traditional work-FDR leads to the following
inequality for the quantity £:

2L

2 <« @ 5.7.9
€ , 7.

S Lo (5.7.9)

where it is worth noting that the opposite inequality arises due to the presence of

(32 in the denominator of the definition of ¢(?). As a consequence, we observe a

contrasting trend compared to what was observed the engine regime. Specifically,

in the refrigeration regime, the lower bound may not always be valid,

£ ¢ (et = ) 4 W) (5:7.10)
) (Juw)

(j

whereas the upper bound remains intact,
e® < g2, (5.7.11)

Furthermore, the potential violation of the lower bound for ¢, as can be seen
in (5.7.10), leads to the loss of the hierarchy in the TURs within the refrigerator
regime. A similar observation was recently reported for a specific model-dependent

periodically driven system [63].

5.8 Example

To illustrate our findings, we now examine a specific model example. Our work-
ing medium consists of N non-interacting bosons confined in a one-dimensional
parabolic trap with frequency wg. During the unitary strokes, the potential is per-

turbed with time. The unperturbed and the perturbing Hamiltonians of the working
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medium are given by

N p2 1
N
H, = me%x?, (5.8.2)

respectively, such that H(t)= Hy + A(t)Hy, where, A(0)=X and A(7)=A+ AX. In

the second-quantized formulation, we have

Hy =) €na},am, (5.8.3)
H, — o i i
1= 5 Zm V(m+1)(m+2) (afamss + ayi0am)
+ (14 2m)al apn, (5.8.4)

where m € N. Here €, = hwy(m + %) represents the single-particle energy-spectrum
of Hy and a,, (a],) is the bosonic annihilation (creation) operator for the m-th energy
level. Due to the number conservation, Y al,a, = N, we are restricted to work
with the canonical ensemble description. The central repercussion of this constraint
is that it induces correlations between the occupation numbers of different single-
particle occupation states. However, one can still compute the canonical partition

function Zy for N bosonic particles via a set of recursion relations starting from
N =1 [237-243],

N

> Zi(kB) Zn -k (5.8.5)

k=1

1
ZN — N
Here, Zi(kB) = 3., e *Pem represents the partition function for a single-particle
state. For our model example, the Green’s function G”(w) depends on the two-
point correlation involving the occupation number operator. Let n,, = al a,, be
the occupation number operator corresponding to the m-th energy level, and =)

represents thermal averaging with respect to the canonical N-particle density matrix

1
PN = Z_Ne—ﬁ Lomemmm s N (5.8.6)
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The average occupation of m-th level can be computed using the following recursion
relations [237]

N
1
™ — —Bemk 7 5.8.7
ny, ZN kz:; € N—FE> ( )
Z
ﬁg—‘rl) — N e_ﬁe'rn (1 + ﬁg;])) . (5.8.8)
ZN+1

starting from Zy = 1 and 7Y = 0.

In order to calculate the Onsager transport coefficients, the key non-trivial quan-

tity required is the greater Green’s function, given by

Gi(w) = =2r 03 (m+1)(m-+2) |3(w—20) (7D + i)

o+ O(w+200) (7 + T2y | (5.8.9)

—27ri2 emem (o) — ANTN)5(w).

K2 m/ ~ 'm 'm/
The challenge of calculating the two-level occupation correlation can be circum-
vented by using the relation [237-243]

) _ m/
nmnm/ - eﬁem —_ eﬁdm 9 (5810)

which simplifies the expression for the Green’s function in (5.8.9),

2
Gr(w) = —27‘(‘% Zm(m+1)(m+2)(ﬁ$nN) —ﬁfﬂQ)

[{1 + nB(2w0)}5(w—2w0) + nB(Zwo)é(w+2w0)]

- 2#% D () — 7N 5(w)
= —QW% emﬁg? [{1 + nB(QwD)}é(w—Qwo)

+ np(2wo )0 (w+2wy) |

1 " — —_—
~ Zm,m/ Emn (Tl — T 1)) (), (5.8.11)

where np(w) = [/ —1]71 is the Bose-Einstein distribution function. The two sum-
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mations in the above expression correspond to the average energy and the variance

of energy of the unperturbed Hamiltonian H,.

Finally, we derive the formal expressions for the Onsager transport coefficients

as follows,
L gy (B
L =7 [((E N+ 7F(zwo)], (5.8.12)
g =Lge = = [(E%) = 3B(E") ], (58,13
Lan = —[ (14205 = A{ () + 2oy -0z} 681

where the n-th cumulant of energy (E™)) corresponding to Hy is given by

n

(E") = (—1)”;5,1 In Zy. (5.8.15)

Additionally, the variance of the total work current can be computed following

(5.5.3):

2 1 E

<<9§">> =— [<<E2>> + u(mmo) coth (ﬁhwo)F(mo)} : (5.8.16)
Teye 5

Notice that the breakdown of the traditional work-FDR in this model is evident

from the fact that coth(z) > % for x > 0, as reported in (5.5.7). The appearance of

the higher order cumulant of energy ((E™)) is a consequence of the presence of the

interaction term AH; in the initial total Hamiltonian H(0).

In the following, we present numerical results for N = 5 bosons confined
in a harmonic trap. Starting from the single particle partition function Z; =
csch (Bhwo/2) /2, we use the recursion relation given in (5.8.5) to calculate Zs5. The
various Onsager coefficients are computed numerically using equations (5.8.12) to
(5.8.14). We investigate bounds on the quantities 7(? |defined in (5.6.7)] in the en-
gine operational regime, and £ [defined in (5.7.2)] in the refrigerator operational
regime. In Fig. 5.3 (a) we display the ratio n®/(n)2, which validates the existence of
the lower bound, and in contrast to the autonomous continuous engine, the violation

of the upper bound on 7? is observed in Fig. 5.3 (b). Furthermore, we observe the
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0.0 2.0 4.0 0.0 6.0 12.0

Buwo Bwo

Figure 5.3: Engine regime: (j,) < 0, (j,) > 0 (necessary requirement: A, > A4,).
Parameters chosen from uniform distributions: S € [0, 4], wy € [0, 3], AS €
[0,0.38], A € [0,0.3], and AX € [0, 0.1]. Simulations were performed over one
million points. (a) Validity of the lower bound, 7@ > (1)* and (b) Violation of the
upper bound, 7® £ n2, can be observed.

<5>2 /5(2)

0.0 6.0 12.0 0.0 2.0 4.0

Bwo Bwo

Figure 5.4: Refrigerator regime: (j.) > 0, (j,) > 0 (necessary requirement: A4, >
A,). Parameters chosen from uniform distributions: 8 € [0, 4], wy € [0, 3], AS €
[0,0.38], A € [0,0.3], and AX € [0, 0.1]. Simulations were performed over one
million points. (a) Violation of the lower bound, e® % (), and (b) validity of the
upper bound, e®? < 2, can be observed.
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opposite trend in the refrigerator regime: the violation of the lower bound, and the
existence of the upper bound, as shown in Fig. 5.4 (a) and (b), respectively. These

observations precisely match our analytical predictions.

5.9 Summary

In this work, we utilized the Schwinger-Keldysh nonequilibrium Green’s function
formalism to derive an analytical expression for the joint CGF for total work and
heat from the hot reservoir in the quantum Otto cycle with an arbitrary many-body
working medium. The derived CGF is valid up to the second order of the driv-
ing protocol A(¢) and satisfies the heat engine fluctuation relation. This CGF is
applicable to arbitrary perturbative protocols and interaction Hamiltonians. Fur-
thermore, we developed a consistent linear response framework by focusing on the
first and second cumulants of total work and heat in the limit of small driving am-
plitude and small temperature difference. Our analysis revealed the violation of the
traditional FDR for the work current as a consequence of quantum non-adiabatic
driving during the work strokes. However, for the heat current, the traditional FDR
remains valid since the heat exchange stroke in the Otto cycle does not directly
experience external driving. These findings have significant implications as they
establish different universal bounds on fluctuations for the engine and refrigerator
regimes. Specifically, in the engine regime, we observed that the ratio of output to
input fluctuations is bounded from below, whereas in the refrigerator regime, the
opposite trend is observed—the ratio of fluctuations is bounded from above.

These results stand in stark contrast to the behavior observed for autonomous
steady-state engines in earlier studies. Moreover, we found that the bounds on
the ratio of fluctuations become similar for the two different families of machines
only when the Otto cycle is driven in a quantum-adiabatic manner. This highlights
the role of quantum effects in determining the bounds on fluctuations for thermal

machines.
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Closing Remarks and Outlook

In this chapter, we conclude the thesis by summarizing key findings and discussing

future research directions.

6.1 Results

In Chapter 2, we investigated three-terminal quantum absorption refrigerators
operating in the linear response regime. By analyzing the current fluctuations among
the cold, hot, and work terminals, we uncovered an emergent hierarchy among these
fluctuations. This allowed us to derive novel bounds on cooling power and efficiency,
going beyond traditional thermodynamic uncertainty relations (TURs). We demon-
strated that the tightest bound on cooling power is determined by the fluctuation of
the work current, which can lead to stricter bounds than those predicted by standard
TURs, particularly in systems with tight coupling between currents.

In Chapter 3, we extended our focus to continuous machines with broken time-
reversal symmetry. By symmetrizing the operational regime, we derived universal
bounds on current fluctuations even in the absence of Onsager reciprocity. Our anal-
ysis was applied to a classical example of a non-autonomous continuous machine,
the overdamped Brownian heat engine. We found that the output current fluctu-
ations are constrained by those of the input current, offering new perspectives on

nonequilibrium fluctuation relations for systems that lack time-reversal symmetry.
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In Chapter 4, we turned our attention to discrete thermodynamic machines, par-
ticularly the quantum Otto cycle. We examined specific working fluids—a single
qubit and a harmonic oscillator—due to the absence of a general linear response for-
malism for Otto cycles. In this far-from-equilibrium regime, we established bounds
on work and heat fluctuations in both engine and refrigerator modes, revealing that
these fluctuation bounds behave differently from those of continuous machines. Ad-
ditionally, we derived generalized thermodynamic uncertainty relations (GTURs) for
the qubit-Otto cycle, which remain valid even under far-from-equilibrium driving.

In Chapter 5, we developed a linear response framework for Otto cycles using
the Schwinger-Keldysh nonequilibrium Green’s function (NEGF) technique. Our
analysis revealed the presence of robust Onsager reciprocity, despite asymmetric
driving, due to the separation of work and heat exchange strokes in the Otto cycle.
Moreover, we observed a violation of the fluctuation-dissipation relation (FDR)
for work, while the heat FDR remained intact. This discrepancy explained the

differences in fluctuation bounds between discrete and continuous machines.

6.2 Future Research Directions

Problem 1: Multi-terminal Quantum Devices— Our study in Chapter 2 was confined
to three-terminal setups. Extending this analysis to multi-terminal configura-
tions offers a compelling direction for future work. Specifically, investigating
the bounds on the relative fluctuations of individual currents in multi-terminal

systems could uncover new performance limits in in hybrid operational regimes
[244].

Problem 2: Far-from-equilibrium Continuous Machines— In Chapters 2 and 3, our
analysis was restricted to the linear response regime. A natural extension of
this work involves exploring continuous machines far from equilibrium using
driven-dissipative dynamics. Incorporating the Floquet formalism for period-
ically driven systems could provide new insights into their long-term stability
and performance under time-periodic driving, especially in the presence of

time-dependent fluctuations.
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Problem 3:

Problem 4:

Problem 5:

Finite-time Quantum Otto Cycles— In Chapter 4 (and 5), our results as-
sumed complete thermalization during the heat exchange strokes of the quan-
tum Otto cycle. A future direction would be to relax this assumption and
explore finite-time effects on work and heat fluctuations. By incorporating
non-adiabatic corrections, it would be possible to analyze how these effects
manifest across different working fluids, providing a more comprehensive un-

derstanding of discrete machines.

Exploring Other Trap Potentials in Quantum Otto Cycles— In Chapter
5, we used a model of N bosons trapped in a harmonic potential to demonstrate
our findings. A future research direction could involve studying other types
of trap potentials, such as square or triangular traps, or considering particles
that obey different symmetries (e.g., bosons versus fermions) [69, 245]. These
investigations would offer further insights into nonequilibrium fluctuations in

diverse quantum setups operating under Otto cycles.

Universality of Fluctuation Bounds across Different Cycles— While
our study focused on the quantum Otto cycle, it would be valuable to inves-
tigate whether the fluctuation bounds we derived are universal across other
thermodynamic cycles, such as the Carnot or Stirling cycles. This could lead
to a broader understanding of the performance constraints of both quantum

and classical machines.






Appendix

A1l Statistics of heat from the cold bath g. from
P(“’th)

** Appendix for Chapters 4 and 5**

In this appendix, we provide a concise demonstration of how to calculate the cumu-
lants of ¢, using the joint probability distribution P(w, g;). In cases of perfect ther-
malization, we show that the stochastic variable ¢. and its counterpart ¢. = —w —q,
share identical statistical properties. To capture the statistics of the stochastic vari-
ables w1y, qp, w3, and ¢., we introduce quantum projective measurements after each
stroke and at the beginning of each cycle [246].

Let the successive energy measurement results be denoted as Fy, E;, E,, Fs,
and Ey, which take values from the sets of energy eigenvalues e;[\;] and €;[Af],
corresponding to the initial Hamiltonian H[\] = 37, ex[\]II (for Ey, Es, and E0')
and the final Hamiltonian H[\;] = 3 ej[)\f]H;‘f (for Ey and E,). Here, Hz(;f)) =
\E(5); Xicry) (R(5); Mi¢p)| represents the eigen-projectors.

The heat exchanged with the cold bath is determined by

qc = EO’ - E37 (Al)

where Ey refers to the energy measured after the final thermalization with the cold

bath. We now aim to understand the relationship between ¢. and the variable

g = — (w1 + w3 + q) = Ey — Es. (A2)
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For perfect thermalization (or even in a limit cycle with imperfect thermaliza-
tion), energy conservation—through the First Law of Thermodynamics—implies
that (g.) = (q.). We extend this reasoning by asking whether the stronger condition
(%) = (q¢%) holds for any positive integer r. If so, we conclude that ¢. and ¢. share

identical statistics.

The conditional probability for the forward process, giving the outcomes E, =
En[/\i], E1 = Em[)\f}, E2 = Ek[)\f], E3 = 61[)\1'], and E(]/ = €y’ [)\Z], is given by

pr( Lk mon) = T2 T Tt T s (), (A3)

where pg.(n) = exp(—LBeen[Ni])/Z:[Ai] is the Gibbs distribution. The transition
probabilities for the two work strokes were introduced in (4.2.2) in Chapter 4. For

the heat strokes, the general transition matrix for the hot bath stroke is:
T, = Te{my e, ]}, (A4)

where @g, [-] represents the completely positive trace-preserving (CPTP) map asso-
ciated with the thermalization process governed by the Lindblad equation. In the
case of perfect thermalization, this map yields a thermal density matrix independent

of the initial state, leading to:

Trfh—ﬂc = pﬁh<k)’ (A5)

where pg, (k) = exp(—pBhex[Ar])/Zn[Af]. Similarly, the cold bath heat stroke transi-

tion matrix is:

T = Te {Thdg, [114] } (A6)

l—n’ —

and under perfect thermalization, it simplifies to:

T, = ps.(n'). (A7)
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With this, the marginal probability distributions for ¢. and gc are:

Pf(qc) = Z d (qc — €/ [)‘Z] + € P‘lD pf(nlv la ka m, TL), <A8>
n/,l,k;m,n

Pf(dc) = Z 5(@c - en[)‘l] +€l[)‘i])pf<n/>lak7m7n)' (Ag)
n’,l,k;mmn

Using these distributions and the joint probability from (A3), we compute the r-th

raw moments as:

<qg>f - Z (En/[)\l] _El[Ai])r l—in’ kI—I>l mh~>k7:11—>mp/3c(n)’ (AlO)
n’l,k;mmn

@@= D (el —al) T T T Tl s (). (Al1)
n',l,k,m,n

For imperfect thermalization, where the transition probabilities depend on the initial
state as in (A4) and (A6), we generally find:

(ge)y # {dc) - (A12)

However, in the case of perfect thermalization, we use (A5) and (A7), leading to

simplified expressions:

@)= > (ewN] = alN]) po. ()T ps, (B) T, ps. (n), (A13)
n’,l,k;m,n

@)= > (el —alN) pa. ()T ps, (k)T 5. (n). (Al4)
n/,l,k;m,n

Finally, applying the normalization condition ) ps.(n) =Y, ps.(n’) =1 and the
property:

> Tl = 3 [ Al Uelns A

= (s M| UL ms; Ap) (ms Ap|Ue|ns \i)

= (n; M| UL (1) Ue (1) |3 As)
— 1, (A15)
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of the transition probabilities, we find that under perfect thermalization:

(@)= (ewN] = alN) T ps, (F)ps. (), (A16)
n' Lk
(@)= (ealN] — alN) T ps, (K)ps. (n), (A17)

giving the clear result

{ac)p = (@0) - (A18)

For the reverse process, using similar analogy for the perfect thermalization in the

two heat exchange strokes, it can be shown that

(qc), = (@), (A19)

This is indeed the formal justification for the result that four consecutive measure-
ments during the quantum Otto are enough to get the statistics of all three energy

exchanges, as mentioned in the main text.
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