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LIST OF TABLES

Abstract

Significant progress has been made in investigating protein folding/unfolding reactions under
various conditions in the literature. There is a prevailing belief that folded state of the protein
in thermodynamically the most stable state and sits and the global minimum of the free energy
surface. Protein unfolding reaction are chaotic in nature with no uniquely defined pathways
leading to the unfolded state which itself is not uniquely defined either. Effect of salts on ther-
modynamics and dynamics protein folding/unfolding has many time been poorly or insufficiently
addressed in the literature compared their counterparts such as Urea and GdmCl. There is clear
need to expand the horizons of our investigation beyond the usual approach of studying ion-
macromolecule interaction in solution, in order to further progress and gain a deeper insight into
the mechanism of Hofmeister phenomena. Therefore, In order to map the changes in free energy
landscapes with respect to change in solution conditions we’ve performed MD-MTD simulations
of Ubiquitin in different Hofmeister salts.

Our results provide strong evidence of the fact that sulphate ions shifts the folded-unfolded
equilibrium towards the folded side not by the stabilization of the native state but by destabiliza-
tion of the unfolded state. Moreover we also discuss the dependence of unfolding thermodynamics
of ions on the water model and show that TIP4P-Ew and TIP4P-2005 increasingly destabilize
the native state while TIP3P and TIP4P-D reproduces the folding-unfolding equilibrium quite
realistically. Moreover, while studying the unfolding of Ubiquitin in sulphate solutions, we show
that ion aggregation in non-polarizable models of sulphates arises because of the lack optimised
interactions between sulphate and sodium ion and thus might be the case across all polyvalent
and densely charged ions.
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Chapter 1

Introduction

The structure and function of the protein are perhaps the two most intimately related and in-
terdependent quantities. The tertiary structure of the protein governs it’s interactions with it’s
environment subsequently dictating it’s function. A diverse range of human proteopathies such
as Alzehimer’s, Parkinson’s, Creutzfeldt–Jakob’s and amyloidosis arise due to misfolding and
aggregation of proteins [1;2]. Various studies accounting the protein stability, often highlighted
the decisiveness of osmolytes and co-solvents in determining protein stability, protein aggrega-
tion suppression and protein folding kinetics both in vivo and in vitro [3;4]. A class of osmolytes,
favors the native state of the protein by inducing a population shift on the folded side thus
promoting native state stability whilst another favors the unfolded conformations thereby help-
ing in protein denaturation, both of which are of fundamental interest and occur ubiquitously
in nature. TMAO, a naturally occuring osmolyte is often present in deep sea inhabitants to
counteract the effect of Urea, a well known protein denaturant and the external hydrostatic
pressure [3;5].

Salt ions, perhaps similar to osmolytes, are one of the most abundant species in various
biological assemblies and has been proven to play a significant role in regulating protein solubil-
ity/stability centuries ago [6;7]. Despite their ubiquity and a substantial contribution in steering
protein solubility/stability, many earlier studies accounting protein denaturation and aggrega-
tion behavior repeatedly failed to weight the effect of salts on protein folding/unfolding dynamics,
it’s solubility and stability until recently. Many emerging studies underline the effect of ions on
the thermal stability of protein [8] whilst other emphasize on the role of charge-charge interaction
between protein and ions in rendering it’s solubility and stability [9;10;11]. Nonetheless, the effect
of ions in driving protein folding/unfolding equilibrium, their associated thermodynamics and
kinetics and the underlying molecular mechanism of ion-protein interactions still remains elusive
and is the topic of prime interest for this study.

Franz Hofmeister, in a seminal paper in 1880s, proposed the ion specificity series based on
the sequential capabilities of ions to salt out proteins from solutions (Figure 1.1) [6;7]. An ana-
logues ranking of ions has been found in number of different physical properties viz. protein
stability [12;13], solubility [10], surface tension at protein water interface [14], colloidal assembly
and chromatographic selectivity. Moreover, the effect of anions is found to be generally more
prominent than cations [8]. Within this framework, high charge density ions induces local water
ordering and are therefore called ’Kosmotropes’ (water order-makers) whilst low charge den-
sity anions breaks the local water ordering and are therefore called ’Chaotropes’ (water order-
breakers) [15;16]. Kosmotropic anions and chaotropic cations ’salts-out’ the protein from solution
consequently enhancing their native state stability whereas, chaotropic cations and kosmotropic
anions ’salts-in’ protein thereby promoting it’s denaturation. Sodium and chloride ions are

2



1 Introduction

Figure 1.1: Schematic showing the Hofmeister’s series for protein solubility and stability. Re-
produced with permission from Tahara et al. [9]. Copyright c© 2014 American Chemical Society

usually acknowledged as the partitioning line, sectioning the kosmotropes from chaotropes.
Early literature, following the explanations of Franz Hofmeister, often rationalized the spe-

cific ion effects in terms of traditional water withdrawing effects of ions [17]. According to this
view, strongly hydrated ions i.e. kosmotropes increases the protein-protein interactions by steal-
ing water molecules from its surface and thus being efficient in salting-out whereas weakly
hydrated ions chaotropes lends water molecules to the protein thereby being efficient is salting-
in. However, there are few caveats built into this justification. First, this rationalization of
the series fails abruptly for cation since kosmotropic cations lies on the salting-in side of the
series and tend to destabilize the native structure. Moreover this notion, does makes no refer-
ence, whatsoever, to the chemical structure of protein which is of vital importance as shown by
Lysozyme following a reverse hofmeister series at low salt concentrations [12]. Apart from this,
there is mounting experimental and computational evidences , that ions do not affect the water
ordering prominently, much beyond their solvation shells and water structure even in high salt
solutions largely resembles the bulk water [18;19]. Therefore, this concept of water withdrawing
effects of salts on protein hydration is largely abandoned.

In recent years, numerous spectroscopic and computational studies has manifested the sig-
nificance of direct ion-protein interactions in explaining the Hofemister phenomena, which pri-
marily emphasizes on the interactions of ions with protein backbone, the structural motif that
is common to all proteins [20;21]. Within this approach, based on the ”Law of matching water
affinities” chaotropic anions interact favorably with the chaotropic amide group on the peptide
subsequently dictating it’s stability whilst kosmotropic anions, do not interact much with their
carboxyl counter part on the peptide backbone owing to the presence of substantial waters
within their hydration shell [22]. In this regard, the reverse trend for cations and anions and
the greater impact of anions than cations is addressed satisfactorily. On the other hand, few
groups reported that destabilizing effect of chaotropes comes largely due their interaction with
the hydrophobic part of the protein than their interaction with the amide group on the protein
backbone [23;24].

Besides this direct interaction mechanisms, several other explanations for Hofmeister series
has been recently proposed. A phenomenological theory developed by Der and Ramsden et al.,
exemplifies the role of interficial surface tension in governing protein conformational ensemble
and it’s stability whilst providing a keystone in addressing the molecular origin of Hofmeister
phenomena [25]. Pegram and Refcord et al., based on the surface bulk partitioning model shows
that the ions exposing protein surface to water (chaotopres) has higher tendency to accumulate
at the air-water interface whilst ions removing water from the protein water interface are largely

3



1 Introduction

Figure 1.2: Figure showing the changes in the Hofmeister series with the pH-pI relations, Re-
produced from Hattori et al. [30] with permissions. Copyright c© 2016 RSC

excluded from the air-water interface [26]. Furthermore, many theories addressing Hofmeister
effects in terms of ionic dispersion potentials [27], excluded volume [28], electrostatic preferential
interaction [29], interficial water orientation and structure [22] has been put forth. However, de-
spite it’s simplicity and wide history, Hofmeister series still remains an unsolved enigma of the
chemical world.

Despite their robustness, Hofmeister ordering of ions is shown to be reversed based on factors
including surface charge and polarity, nature of ion-protein interaction, pH-pI relations and
hydrophobic-hydrophilic surface area [31]. Paterova et al. [32], using the capped and uncapped
tryglycine as model peptide explicitly showed the direct Hofmeister ordering for capped and
reversed for the uncapped tryglycine. Hen egg white Lysozyme, has been famously proven to
follow reversed Hofmeister series even under (pH < pI) acidic conditions and mild concentration
ranges for ions, by Cremer and coworkers [33]. Note that, as the figure 1.2 shows, with respect
to changes in pH-pI relations, only the Hofmeister series for solubility is reversed whereas,
the Hofmeister ranking for stability remains unchanged. Sedlak et al [8], under various pH-pI
relations showed that the thermal stability of Apoflavodoxin (under pH > pI) and Cytochrome-C
(under pH < pI) both follow the Hofmeister series.

The above discussion clearly illustrates that the folding/unfolding thermodynamics of pro-
teins in salt solutions is poorly investigated in literature. In the present study, we therefore aim
to elucidate the salt induced changes in the protein unfolding dynamics and thermodynamics.
We used the all-atom molecular dynamics simulations coupled with metadynamics to calculate
the free energy of unfolding of protein in salt solutions. We here explicitly calculate the free
energy barrier involved in the unfolding of Ubiquitin for Hofmeister ions. Moreover, we also dis-
cuss the effect of water model on the native state stability of the Ubiquitin and also discuss the
phenomena of sulphate ion aggregation often found in MD simulations. We choose, Ubiquitin, a
76 residue protein for studying the unfolding thermodynamics in salt solutions because unfolding
of Ubiquitin molecule has been widely investigated widely in literature and moreover, it serves
as excellent template for studying the protein folding/unfolding reactions within simulation due
to it’s small size.

1.1 Outline of the thesis :

The thesis is sectioned into 4 different chapters which are as follows.

Methodology :

This chapter addresses the various computational methods and algorithms used in the study.
We mention the Metadynamics protocol along with the caveats built into it. We also mention

4



1 Introduction

the Well-Tempered Metadyanmics method, developed to address the shortcomings of standard
metadyanmics. We present the recipe for computation of lowest free energy path, along the free
energy surface obtained using WTMD method.

Ion aggregation in sulphate solution :

We here, discuss about various pre-existing sulphate ion potential while simultaneously high-
lighting their inadequacy in producing the correct experimental activity for aqueous sodium
sulphate solutions. To quantify it’s origin, we also test whether this inadequacy arises out of the
water models or sodium potentials by rigorously testing the sulphate ion potentials with various
models of sodium and water. In the end, we show that the ion association in sulphate solutions
in arises out of the absence of specific calibration of sulphate-sodium interaction parameters and
might be the case across all polyvalent and densely charged anions.

Ubiquitin unfolding under native conditions :

In this chapter, we mainly deal with the effect water models and protein force fields on the un-
folding free energy landscape of Ubiquitin using tools discussed in Methods chapter. We show
that the TIP4P-Ew and TIP4P-2005 water model has the tendency to cause the population
shift towards unfolded states, using explicit all-atom molecular dynamics combined with hills
method. We also highlight that TIP3P, despite being poor as a water model, along with disper-
sion corrected TIP4P-D water model, describes the protein folding/unfolding thermodynamics
quite realistically whilst simultaneously highlighting the role of calibration of force fields against
specific water models.

Ubiquitin unfolding in the presence of Hofmeister anions :

This chapter is dedicated to verify the effect of Hofmeister ions on the free energy surface of
Ubiquitin unfolding. We here, discuss the free energy surface of Ubiquitin unfolding in sodium
sulphate solutions. We show that, sulphate ions, though kosmotropic in nature is involved in the
direct hydrogen bonding and persistent interactions with the positively charged residues. More-
over, we illustrate that the sulphate induced stabilization does not arises out of the stabilization
of folded ensemble but arises out of the destabilization of unfolded ensembles of proteins.

5
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Chapter 2

Methodology

Protein folding and unfolding events are very stochastic processes occurring in a regime of sev-
eral hundreds of nanoseconds (ns) to microsecond (µs), in a convoluted multidimensional free
energy landscape. Computing the underlying free energy surface associated with such processes,
using the brute-force technique of all-atom molecular dynamics simulations, is extremely com-
putationally demanding and often not possible owing to the high energy barriers involved and
other sampling bottlenecks [1]. Many adaptive biasing techniques has been introduced in the
literature, in order to efficiently cross the free energy barriers and to overcome the sampling
bottlenecks on a computationally accessible timescale [2;3]. We here use the recently introduced
Well-Tempered Metadyamics method to construct the free energy surface associated with protein
unfolding/folding events as a function of it’s slowest relaxing reaction coordinates [2].

In this chapter,we mainly discuss about Metadynamics and its bottlenecks [4], Well-Tempered
Metadynamics [2], reaction coordinates used and recipe for the computation of minimum free
energy path along the calculated free energy surface [5].

2.1 Metadynamics :

Metadynamics [4], an extended version of Wang-Landau approach at finite temperature [6], is a
robust and non-equilibrium accelerated sampling technique, used particularly with an interest to
construct the underlying equilibrium free energy surface as a function of few collective variables
(CV) of any biological/chemical processes. Metadynamics [4] is designed in order to force the
system to explore the configuration that are higher in free energy by biasing the dynamics
by adding history dependent Gaussian potentials along the reaction coordinates until the free
energy surface becomes flat. Free energy surface,which will be a function of reaction coordinates
(CV), can then be constructed as a negative of the bias potential.

Despite the success of metadynamics [4], there are few shortcomings of the technique. In
normal metadynamics [4], free energy does not converge but keeps fluctuating around the exact
result leading to an average error which is directly proportional to the square root of rate of
Gaussian deposition, reducing which guarantees the increase in the time required to explore the
free energy surface. Furthermore, in the long time limit,there is always a risk of irreversibly push-
ing the system into the physically irrelevant regions of configurational space. Various solution
had been proposed to address this issues with metadynamics [4], Well-Tempered metadynamics [2]

being one of them.
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2.2 Well-Tempered Metadynamics :

Well-Tempered Metadyanmics [2],inspired from the self-healing umbrella sampling method [7], is
comparatively new but robust method built in order to address the convergence problem of
metadyanmics. In Well-Tempered metadynamics, the dynamics of the system are biased by
adding the history-dependent repulsive Gaussian potentials in the CV space according to the
equation,

V (s, t) = ∆T ln

(
1 +

wN(s, t)

∆T

)
(2.1)

where s(q) represents the set of reaction coordinates (CV) along which we want to bias the
dynamics, as a functions of system’s microscopic coordinates q and t represents the time. w is
the energy rate , ∆T is a temperature parameter and N(s, t) can be obtained from the biased
dynamics.

Well-Tempered Metadyamincs [2], unlike the standard metadynamics [4], addresses the con-
vergence problem in metadynamics by constantly re-scaling the Gaussian height and thus the
deposition rate according to the equation,

V (s, t) = w exp−
(
V (s, t)

∆T

)
δs,s(t) (2.2)

where w is the initial bias deposition rate. Free energy surface, in practice, is constructed as

F̃ (s, t) = −T + ∆T

∆T
V (s, t) (2.3)

where T+∆T
∆T is known as the bias factor and F̃ (s, t) represents the free energy surface as a

function of collective variables (CV).

In practice, we start from the reactant state without adding any Gaussian potentials along
the CV space. The fluctuations of the s(q) in the CV space indicates the width of the Gaussian
(σ) to be used, while representing the width of the local reactant state minimum in which
the system is stuck. The chosen width of the Gaussian (σ), for a chosen s(q), represents the
efficiency in terms of exploring the free energy surface. The history dependent potential is then
added which forces the system to disfavor the previously visited configurations, thereby sampling
new configurations until the system escapes from the reactant state minimum to product state
minimum by traversing through the lowest energy transition state whilst compensating for the
underlying free energy. When all the local minima are filled and system can move freely from
reactant to product state i.e when the metadynamics run has converged, the free energy surface
can then be constructed as negative of the added bias.

Well-Tempered Metadynamics [2] has much to offer computationally over a standard meta-
dynamics. By optimizing the ∆T , one could increase the barrier crossing events or limit the
exploration of FES to physically relevant regions in the energy range (T + ∆T ) of s(q). Better
statistical accuracy can be obtained in the long time limit whilst simultaneously avoiding the
overfilling. By checking the convergence, it is rather easy to determine when to stop the run.
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2.3 Definition of Collective Variables :

Owing to the stochastic nature of protein folding/unfolding reactions, it is imperative to make
a good choice of a finite number of collective variables i.e reaction coordinates, on the grounds
of heuristic understanding of the system. In our case, a good reaction coordinate should clearly
differentiate between unfolded and folded states of the protein while simultaneously being the
slowest relaxing mode in the reaction. After careful investigation of several CV’s, we’ve used
the following CV’s to monitor the unfolding of Ubiquitin.

2.3.1 Native Contacts (Nc) :

Most protein folding/unfolding studies commonly use native contacts as the reaction coordinate
to monitor the folding/unfolding reactions because of it’s ability to clearly distinguish between
folded and unfolded regions [8]. Native contacts, as the name suggests, is defined here as the
spatial proximity between secondary structural units in the native state of the protein. If one
heavy atom from a secondary structure (g1) falls within the 4.5 Å of another secondary structure
unit (g2) in the native state, then the contact is said to be formed. To make sij , continuous and
differentiable at all points, it is defined as,

Nc =
∑
i∈g1

∑
j∈g2

sij

where sij is given as,

sij =



1 rij ≤ 0

1−
(
rij
r0

)n
1−

(
rij
r0

)m rij > 0

and rij is |rj − ri| − d0, and and other parameters were chosen as n = 6,m = 12, r0 =4.5 Å
, d0 =0 Å.

On the account that native contacts are defined over the native state of the protein, unfolded
proteins can usually be characterized by the lesser number of native contacts.

2.3.2 Radius of Gyration (Rg) :

Radius of gyration, being similar to the Hydrodynamics Radius, is the measure of distribution
of components (in our case atoms) from the center of mass of the system (protein). It indicates
the compactness of the protein and is defined as,

Rg =

√∑
i

mi(
#»ri − #»rc)2

M
(2.4)

where, mi is the mass and #»ri is the position vector of the ith atom, M is the total mass and
#»rc is the position vector of the center of mass of the protein. Higher the value of Rg lesser is
the protein’s compactness and vice versa. Typically folded proteins have lesser Rg than there
unfolded counterparts and intrinsically disordered proteins.
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2.4 Calculation of Minimum Free Energy Path :

For most chemical reactions lowest free energy path depicts the most probable mechanism for
a reaction. It is, therefore of fundamental interest to calculate the lowest free energy path
representing the reaction. The method, developed by Ensing et al. [5] is built over the Well-
Tempered Metadynamics [2] and calculates the minimum free energy path along the free energy
surface, obtained with the metadyanmics.

Figure 2.1: Figure representing the model free energy surface obtained using hills method.
Reproduced with permission from Ensing et al. [5]. Copyright c© 2014 American Chemical Society

Figure 2.1 shows the example of 2D free energy surface, as a function of collective variables
S1 and S2, that we usually get after the metadynamics run. In the figure, A denotes the reactant
well and B and C both represents the product well. As can be seen from the free energy surface,
there can be many possible path joining the reactant and product wells. Locating the minimum
free energy path along the free energy surface starts by identifying the product and reactant
minima in the free energy surface. This can be readily obtained as collective variables spends
most of its time fluctuating around these values.

The minimization of V (s) is performed by choosing brackets around V (s) as [sα − δsα, sα +
δsα] such that V (s) < V (sα−δsα) and V (s) < V (sα+δsα). The new random point, s′α is chosen
in the interval sα and the bracket ends [sα − δsα, sα + δsα] which has the highest potential. If
V (sα) < V (s′α) then s′α replaces the bracket end with the lower potential otherwise sα replaces
the bracket end having the higher potential while s′α becoming the new minimum. This process
is repeated until the difference between V (sα) − V (s′α) is below some tolerance value, for all
collective variables α.
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Initially, a coarse path is traced joining the wells A and B by taking longer steps in the di-
rection of the vector

#    »

AB, using the bracketing method described above. The coarse path (shown
as circles in figure 2.1) is then optimized, by optimizing the points in direction perpendicular to
the path. The resulting path is the lowest free energy path joining the two wells along the free
energy surface for the given choice of collective variables.
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Chapter 3

Ion Aggregation In Sulphate
Solutions

3.1 Introduction

Sulphate salts are of paramount significance in vast number of chemical processes ranging from
biochemical charge transfer reactions to industrial process such as detergent manufacturing [1].
Sulphates’, being kosmotropic in nature posses a large hydration shell and are shown to be
extremely effective in salting out and stabilization of proteins [2]. In environmental context,
sulphate has been shown to effectively increase the earth’s albedo by about 0.4 W/ m2 partially
aiding in global warming by offsetting the effect of other green-house gases therefore making
sulphate salts of particular interest for researchers [3]. Molecular dynamics simulation present
and fast and scalable approach in characterizing the local water structure making/breaking
properties of such anions simultaneously aiding in classifying the origin of ion specific effects.
For this reasons, an accurate representation of sulphate solution in simulation using classical
force fields in necessary to correctly reproduce interaction between sulphate and it’s environment.

Given it’s importance, there’ve been many attempts since last decade to develop the forcefield
parameters for sulphate dianion [4;5]. However, there seems to be few discrepancies associated
with the preexisting non-polarizable potentials. Several studies have shown that simulation of
sulphate salts using several of the available non-polarizable force fields leads to extensive ion
clustering of the sulphate anions even at the concentration of 0.5 M, whereas simulations using
polarizable model of sulphate correctly reproduces many thermodynamical quantities such as hy-
dration free energy, chemical potentials and solution activity data [6]. Werensson and Jungwrith
group [6], studied this sulphate aggregation and attributed the extensive degree of ion pairing
to the in-capabilities observed in the non-polarizable force fields to model the polarization of
solvation shell waters induced by the sulphate anion. Nonetheless, the extensive ion pairing
observed at 0.5 M concentration is clearly not the observed behaviour in the aqueous sulphate
solutions.

To correctly reproduce the experimental solution activity and chemical potential data, op-
timum balance of ion pairing interactions is of crucial significance perticulary for solutions of
strong and multivalent electrolytes. In this chapter, we show that the observed ion aggregation
in sulphate solutions for non-polarizable force fields is independent of the water and sodium
model used. Moreover, we state and show that reason for such extensive ion association is that,
most sulphate ion force fields have been parametrized intensively with a clear focus on reproduc-
ing the experimental solvation energy while completely overlooking need for the optimization
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cation-ion interaction parameters which leads to observed aggregation in case of divalent an-
ions. Furthermore, we exemplify on the inadequecy of Lorentz-Bertholet [7;8] combination rules
in representing the interactions for multivalent ions and emphasize on the significance of specific
parametrization strategy of cation-anion interaction parameters, to prevent aggregation.

3.2 Design and Methodology :

We’ve performed 8 simulations of sulphate solution using various force fields summarized in
table 3.1. Each simulation consisted of 19 sulphate and 38 sodium ions using the force fields as
described in the table 3.1. Each system was then solvated using the associated water models to
yield the concentration of 0.3 M. System was then energy minimized using the steepest-descent [9]

algorithm implemented in GROMACS [10] followed by heating upto 300 K using Berendsen ther-
mostat [11] under NVT conditions with a coupling constant of 0.4 ps. The sysytem was then
equllibrated for 1 ns under NPT conditons using Berendsen thermostat [11] (300K) and Parrinello-
Rahman barostat [12] (1bar), both coupled with a coupling constant of 0.4 ps. Equllibration was
immediately followed by 10 ns of production dynamics under NPT conditions using Nose-Hoover
chains [13] (300K) and Parrinello-Rahman barostat [12], each with a coupling constant of 0.2 ps.
All the Simulations were performed using GROMACS MD [10] package, using leap-frog integrator
with a time step of 2 fs. The Particle Mesh Ewald [14] treatment for long range electrostatics
and Van Der Walls scheme for non-bonded interactions were used, each with a cutoff of 1 Å.
Intermolecular Van Der Walls interactions, unless otherwise stated, were modelled using the
standard Lorentz-Bertholet [7;8] combination rules. All bond lengths and bond angles were con-
strained using LINCS [15] algorithm.

To understand the mechanism of sulphate aggregation we have used several forcefields avail-
able in the literature. Sulphate-Water interactions, if modelled insignificantly, could result in
altered dynamics of ions, which leads to aggregation. Therefore, in order to discern the role of
water model in sulphate ion association, we’ve performed simulations using TIP3P [16], TIP4P-
Ew [17] as well as SPC/E [18] water model using sulphate potentials published by Cannon et al. [4]

and using the standard sodium ion model [19] in the AMBER force fields. Furthermore, apart
from the sulphate-water interaction, sulphate-sodium interactions are also of vital significance
in correctly reproducing the experimental activity for sodium sulphate solutions. Therefore, in
order to judge the effect of sodium ion potentials on sulphate aggregation, we’ve carried out
simulation using sodium ion parameters developed by Joung and Chetham [20] in SPC/E [18] wa-
ter. The model developed by Joung and Chetham [20] is well tested and is shown to perform
excellently in reproducing many different properties of alkali solutions. Moreover, to remove
the bias of sulphate ion force field from our discussion and perhaps to address the issue more
generally, we’ve also carried out simulations using various different sulphate potentials available
in literature and are best summarized in the following table.

Note that, SIM7 and SIM6 differ only in the representation of their inter-molecular potentials
between cation and anion. SIM7 was carried out using the optimised sulphate-sodium interaction
parameters, as proposed by Verde et al. [22], whilst SIM8 was performed without the optimized
parameters and the inter-molecular potentials were calculated within the simulation using the
Lorentz-Bertholet [7;8] combinations rules, as for SIM1 to SIM6.
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Force field details

Simulation no Sulphate-model Water model Sodium model Aggregation

SIM1 Cannon et al. [4] SPC/E [18] Amber [19] Yes

SIM2 Cannon et al. [4] TIP3P [16] Amber [19] Yes

SIM3 Cannon et al. [4] TIP4P-Ew [17] Amber [19] Yes

SIM4 Cannon et al. [4] SPC/E [18] JC [20] Yes

SIM5 Reimer et al. [21] SPC/E [18] Reimer et. al [21] Yes

SIM6 Williams et al. [4] SPC/E [18] Amber [19] Yes

SIM7 Verde et al. [22] TIP3P [16] JC [20] No

SIM8 Verde* et al. [22] TIP3P [16] JC [20] Yes

Table 3.1: Table Summarizing various force fields and the aggregation behaviour of sulphate
ions

3.3 Results & Discussions :

We here discuss the unrealistically large degree of ion association observed in aqueous sulphate
solutions while highlighting the importance of specific optimization of sulphate-sodium interac-
tion parameters and discuss the role of polarizibility. All the runs, with the exception of model
developed by the Verde et al. [22] resulted in a persistent clustering of sulphate ions. Moreover
the clustering, once formed (≈ 5ns) was persistent even after 100 ns of simulation time. The
figure 3.1 represents the snapshot of the observed clustering in sulphate solutions.

Figure 3.1: Schematic representing the observed aggregation of sulphate anions across all force
fields.

3.3.1 Ion association in sulphate solutions :

We calculated the cumulative number radial distribution function of sulphate-sulphate ions as
a function of simulation time to quantify the aggregation of sulphate ions. The cumulative
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number radial distribution represents the variation in the number of ions around the reference
atom/molecule as a function of the radial distance. The following figure represent the calculated
distribution function for all the simulations.

As can be seen from the figure 3.2, all the runs with the notable exception SIM7 shows
the higher sulphate-sulphate coordination number within their first hydration shells (≈ 5 Å-
Appendix A) which suggests that sulphate ions are indeed aggregating. Note that despite
of using the several different water models in simulations from SIM1 to SIM3 there’s is still
prevalent degree of ion association present in the sulphate solutions, which shows that the
aggregation is not particular to a water model. Identically, SIM1 and SIM4, which differ only in
their representation of sodium ion potentials, shows the similar sulphate-sulphate coordination
number within the first hydration shell which emphasizes that sulphate ion association is not
arising due to the use of particular sodium ion potentials.

Figure 3.2: Cumulative number radial distribution function for sulphate-sulphate ion pairs for
all the force-fields used in the study

As stated earlier, to remove the bias introduced by molecular mechanics force field, we
have done simulation using a set of different potential parameters for sulphate ions published
in the literature. Interestingly, Reimer et al. [21] and Williams et al. [4], in their original paper
mentioned the robustness of their sulphate potentials and showed explicitly that their sulphate
potentials do not form nanometer scale aggregates. However, by contrast, our results from SIM5
and SIM6 shows that there is a presence of quite substantial amount of homo and hetero-ion
pairing present. Verde et al. [22], recently published the potentials for several oxoanions, sulphate
being one of them. As the figure-3.2 shows, SIM7 has the lowest sulphate-sulphate coordination
number, which indicates that unlike for SIM1-SIM6, sulphate ions in SIM7 are not involved in
any cluster formation even after ≈ 200 ns of simulation time.

The sulphate potential parameters developed by Verde and co-workers [22], were extensively
parametrized against the sodium ion model of Joung and Chetham [20] for TIP3P [16] water model,
focused primarily on the experimental hydration free energies and activity coefficients. By con-
trast, other previously published sulphate-potentials were majorly focused only on reproducing
the hydration free energy for sulphate anions for a particular water model whilst completely ig-
noring the significance of anion-cation interactions in reproducing the experimental activity data.
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Note that, in all of the simulations which led to aggregation(SIM1-SIM6 & SIM8), optimised
sulphate-sodium interactions were not present and instead were modelled using the standard
Lorentz-Bertholet [7;8] combination rules. We thus think that, it is this specific optimization of
inter-molecular interaction parameters that inhibits the sulphate anions among aggregating in
themselves in the model of Verde et al. [22] and might be the necessary step in calibration of
other polyvalent ion potentials e.g. CO2−

3 .

3.3.2 Inter-molecular interactions :

To illustrate our point, SIM8 was carried out using the same simulation set-up only differing
in representation of inter-molecular anion-cation potentials, as discussed in previous section.
Following figure represents the cumulative number radial distribution function for the SIM8, in
comparison with SIM7.

Figure 3.3: Cumulative number radial distribution function for sulphate-sulphate ion pairs for
SIM7, SIM8

As can be seen from the Figure-3.3, removal of optimised interactions between sulphate
and sodium leads to the extensive homo and hereto ion clustering. Particularly high values of
the coordination number in SIM8, in comparison to SIM7, as shown in the Figure-3.3, proves
that the standard set of Lorentz-Bertholet [7;8] combination rules when used along with non-
polarizable forcefield models, not only represents the sulphate-sodium interactions inadequately
but often overestimates it causing the unrealistically large degree of ion association. Moreover,
this inadequacy gets particularly pronounced in the simulation of polyvalent and densely charged
ions, when modelled using standard non-polarizable models, highlighting the need of the specific
optimization of anion-cation interaction parameters for solutions containing strong electrolytes.

To elaborate more on the magnitude of the overestimation of interactions between anion-
cation in standard non-polarizable force fields, we’ve calculated the interaction energies between
sulphate and sodium on the initial 1 ns of simulation data. This was necessary in order to avoid
the spurious drifts in the energy values after the process of aggregation. Figure below represents
the interaction energies between sulphate and sodium for the range of force fields used.
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Figure 3.4: Figure representing the interaction energies between sulphate and sodium ions

As can be seen from the figure, the interaction energy between sulphate and the sodium
for SIM1-SIM6 and SIM8 is nearly order of magnitude greater than in SIM7, which backs our
observations suggesting that the overestimation of interactions between cation and anion might
be the underlying cause of observed clustering is sulphate solutions. We think that, this effect
might be general and present across all the high charge density ions when modelled without
optimised cation-anion interactions. Note that, some amount of transient clustering was still seen
across SIM1-SIM6 and further sophisticated techniques viz. calculation of partial dehydration
energy, binding energy for ion pairs might be needed in order to fully understand the mechanism
of aggregation and is beyond the scope of this investigation. Since, the model proposed by Verde
et al. [22] (SIM7) describes the sodium sulphate solution most accurately amongst all the pre-
existing non-polarizable forcefields, we’ve thus used it to study the unfolding dynamics and
thermodynamics of Ubiquitin in sulphate solution and is discussed in subsequent chapters.

3.4 Conclusion :

Above discussion, clearly indicates the fact that, sulphate aggregation phonemena is not asso-
ciated with any perticular water or sodium model and is present across all different water and
sodium models. Moreover, we show that pre-existing forcefields for sulphate anion, available
in the literature fail to correctly reproduce the interaction between sulphate and sodium ions
while simultaneously overestimating it. By using the same setup as SIM7 in SIM8 and removing
only the optimised interaction potentials between sulphate and sodium ions, we show that this
aggregation arises from the lack of specific optimisation of cation-anion interaction parameters
and emphazizes on the inadequecy of Lorentz-Bertholet [7;8] combination rules in describing the
cation-anion interactions specially for multivalent and high charge density ions. From our re-
sults, it is safe to conclude that the similar ion aggregation observed for CO2−

3 ions might also
be the result of incorrect description of interactions within cation and anion thus highlighting
the need for cation-anion optimization in the next generation force fields.
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Chapter 4

Ubiquitin Unfolding Under Native
Conditions

4.1 Introduction :

The function of protein is closely associated with it’s tertiary structure. Water at the protein-
water interface has been shown to play a major role governing the protein dynamics and it’s
conformational fluctuations [1]. An accurate representation of the interactions between the two
in MD simulations, is therefore necessary to get the molecular level picture of protein fold-
ing/unfolding reactions. However,the current state of the art force fields for both protein and
water models has been proven to be insufficient in sampling experimentally observed confor-
mations for IDP’s and unfolded proteins [2;3]. Accuracy of the MD calculation depends on the
underlying potential energy functions and presence of such discrepancies in the energy func-
tions could seriously hamper the advent of MD simulations. In this study, we therefore access
the accuracy of modern protein and water models used for bimolecular simulations from the
thermodynamical contexts.

The significance of water model in influencing protein dynamics and thermodynamics has
been studied extensively in literature [3;4]. Ranging from most widely used force fields such as
AMBER99sb [5], CHARMM-22* [6] till the most recently proposed ones such as CHARMM-36 [7]

and ff14sb [8] are all parameterised against three decade old TIP3P [9] water model, which pro-
duces many thermodynamical properties of pure water poorly compared with the more accurate
ones such as TIP4P-Ew [10], TIP4P-2005 [11;4] and TIP4P-D [3] making it’s use as a protein sol-
vent rather questionable. Moreover, these water models has been shown better to sample the
more expanded conformations of unfolded proteins. Despite evidences illustrating the accuracy
of newer water models in sampling the correct conformational ensembles and it’s suitability as
a protein solvent [3;4], the thermodynamics of protein in these solvents is still poorly understood
and is the prime motivation behind this study.

In this study, we demonstrate the effect of water model on the unfolding thermodynamics of
Ubiquitin whilst simultaneously highlighting the importance of choice of the correct water for
bimolecular simulations. We show that TIP4P-Ew [10] and TIP4P-2005 [11] water model shifts
the protein folding/unfolding equilibrium on the unfolded side of the protein which results in
unfolded states that are more stable than native state of the protein [12;13]. We argue on the
incompetence to TIP4P-Ew [10] and TIP4P-2005 [11] water models in accurately describing the
protein-water thermodynamics and associate it to the hydrogen bonding strength and overesti-
mation of polar interaction energies [12]. Moreover, we show that the TIP3P [9] and the dispersion
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4 Ubiquitin Unfolding Under Native Conditions

corrected TIP4P-D [3] water model yields the most realistic picture of protein unfolding.

4.2 Design and Methodology :

To gain insight into the chemical unfolding pathway of Ubiquitin and to find out the barrier
separating the folded and unfolded basins of the Ubiquitin under physiological conditions (at
0.154M NaCl concentration) we’ve performed five Well-Tempered Metadynamics simulations,
which constitutes of over 10 µs of simulation time.

4.2.1 Preparation of Initial Configuration :

The crystal structure of the native state of the Ubiquitin was obtained from the RSCB-PDB
(PDB ID: 1UBQ) [14] data base [15;16]. The initial coordinates and topology for Ubiquitin were
prepared using GROMACS MD software [17]. We have performed the simulations using five
different force fields and are best summarized in the table below.

Force Field Details

Simulation Force Field Water Model Ion Model

SIM1 AMBER-99sb [18] TIP4P-Ew [10] Joung & Chetham [19]

SIM2 CHARMM-36m [20] TIP4P-Ew [10] Joung & Chetham [19]

SIM3 ff03ws [4] TIP4P-2005s [11;4] Joung & Chetham [19]

SIM4 RSFF(2+) [21] TIP4P-D [3] Joung & Chetham [19]

SIM5 AMBER-99sb [18] TIP3P [9] Joung & Chetham [19]

Table 4.1: Table summarizing the force-fields used across this study

Simulation Details :

We report five simulation of Ubiquitin under native conditions using force fields and associated
water and ion (NaCl) models, as described in table 4.1. The initial structure of the protein was
put in a cubic box of length 100 Å. The system was then solvated using associated water model
mentioned in the table 4.1 with each force field and ions were added upto physiological salt con-
centration (0.154 M of NaCl). The system was then energy minimized using steepest-decent [22]

algorithm implemented in GROMACS [17] followed by heating upto 300K using Berendsen ther-
mostat [23] under NVT conditions with a coupling constant of 0.4 ps. The heavy atoms of the

protein was restrained during heating using a force constant of 25 Kcal/mol/Å
2
, using harmonic

potential. The force constant was then reduced to 0.5 Kcal/mol/Å
2

in six steps under NPT
conditions followed by 5 ns unrestrained equillibration using Berendsen thermostat [23](300K)
and Parrinello-Rahman barostat(1 bar) [24]. The unbiased 10 ns MD simulation was then per-
formed on the equillibrated structure using Nose-Hoover thermostat [25] and Parrinello-Rahman
barostat [24], each with a coupling constant of 0.4 and integration time step of 2 fs. The leap-frog
integrator was used to integrate the equations of motions. The Particle Mesh Ewald (PME) [26]

treatment for long range electrostatics was used with a long range cutoff of 10 Å in addition to
10 Å cutoff for Van Der Walls interactions. All bond lengths and bond angles were constrained
using LINCS algorithm [27].
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Metadynamics Simulations :

After production dynamics, we’ve performed multiple Well-Tempered Metadynamics (WTMD) [28]

simulations to explore the free energy surface of Ubiquitin. After careful investigation of several
CV’s, we’ve chosen Native contacts (Nc) and Radius if gyration (Rg) as our collective variables
for reasons discussed in chapter 2. A constant hill height of 0.2 kJ/mol along with a constant hill
width of 6 and 0.6 Å for Nc and Rg respectively was used throughout all our simulations. The
biasfactor of 15 was chosen to bias the dynamics along the collective variables. Hills deposition
rates was different in all cases and are best summarized in the following table.

Metadyanamics Details

Simulation no. Deposition rate (ps)

SIM1 2

SIM2 0.4

SIM3 0.4

SIM4 4

SIM5 3

Table 4.2: Table summarizing the simulation settings for metadynamics

All our simulations was carried out using GROMACS(version 4.5.5) [17] MD package patched
with PLUMED program [29] (version 1.3) for metadyamics simulations. Convergence of each
metadynamics run was ensured using the sum-hills utility of the program PLUMED (version
1.3) [29].

4.3 Results and Discussions :

We here, discuss the metadyanmics simulations and the associated free energy surfaces for
Ubiquitin unfolding with each simulation one by one, while simultaneously demonstrating the
significance of the water model and it’s effect on the protein unfolding dynamics and thermody-
namics. Figure below depicts the free energy surface of Ubiquitin obtained using AMBER99sb
and CHARMM-36m [20] as force fields along with the widely used TIP4P-Ew [10] water model.

Figures 4.1 and 4.2 depicts the free energy surfaces obtained with simulations using AMBER-
99sb [18] (SIM1) and CHARMM-36m [20] (SIM2) force fields along with the TIP4P-Ew [10] water
model. As can be seen from the figures, each free energy surface shows two well defined minima.
In free energy surface (FES) constructed for SIM1 and SIM2, the first minimum, with the
characteristic value of Nc = 300, Rg = 12 Å and Nc = 321 Rg = 12 Å belongs to the native state
structure of the Ubiquitin ,for SIM1 and SIM2 respectively. We recognize, the second minimum,
appearing around the Nc = 150, Rg = 13 Å and Nc = 170, Rg = 12.1 Å , for SIM1 and SIM2
respectively, as unfolded states of the protein and thus designate them as U1. Note that the
native state is the state with the highest number of native contacts in the free energy surface
as per the defination of Native contacts (Nc). The dashed lines in each free energy surface
represents the calculated minimum free energy path using the algorithm of Ensing et al. [30] as
discussed in the chapter-2.

The one interesting feature of the free energy surfaces represented in figures 4.1 and 4.2 is
the large difference in free energy of the folded and unfolded basins. The free energy of the
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Figure 4.1: FES for SIM1 Figure 4.2: FES for SIM2

unfolded state in SIM1 and SIM2 is -40 kcal/mol and -46 kcal/mol respectively, which is way
higher than the native state free energy of -33 kcal/mol and -43 kcal/mol. We attribute the
large deviations among the free energies of the native and unfolded basins, in SIM1 and SIM2
to the difference in force fields used and simulation settings used for metadynamics and remains
to be verified. Despite the large deviations amongst the free energies of the two basins in SIM1
and SIM2, one common fact is that the unfolded (U1) state is highly stable free energetically
than the native state of the protein, which is rather contradictory to the prevailing belief that
the native state of the protein under physiological conditions sits at the global minimum of the
free energy landscape.

There are often increasing evidences in the literature that current state of the art protein
and water force fields often overestimates the degree of compactness of unfolded and intrinsically
disordered proteins i.e. the unfolded states studied in the simulation are too compact than
that obtained through the experiments [3;4]. Such a compact unfolded states in general could
overstimate the magintude of the salt-bridge interactions within the protein and thus leading to
the overstabilization of unfolded ensembles. Thus, to authenticate whether and if the Unfolded
(U1) states are really stable or it is mere an artifact of the modern force fields, we’ve carried
out another simulation using ff03ws [4] and TIP4P-2005s [11;4] (SIM3) water model which has
been shown to be successful in sampling more open conformational ensembles of proteins [4].
The figure-4.3 represents the free energy surface obtained for Ubiquitin unfolding using the
aforementioned force fields.

The combination of ff03ws [4]+ TIP4P-2005s [11;4] has been extensively validated against the
experimental data and is proven to be accurate in sampling conformations of IDP’s having Rg
values similar to that of experiments. As is evident from the free energy surface in figure-4.3,
the combination of ff03ws [4]+ TIP4P-2005s [11;4] does samples the extended conformations of
proteins which is proved by the Rg values ranging from 12 Å ¡ Rg ¡ 36 Å. The free energy
surface in figure 4.3 clearly shows 3 well defined minima characterized by Nc = 300, 173, 40
and Rg = 11.8 Å, 12 Å, 13 Å, hereafter termed as N, U1 and U2 respectively. As is evident
from the free energy profile of SIM3, figure 4.3, the unfolded states viz. U1 and U2 are way
more stable than native state of the protein Ubiquitin ( ≈ stable by 5 and 6 Kcal respectively).
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Figure 4.3: FES for SIM3

On the account that the combination of ff03ws [4]+ TIP4P-2005s [11;4] is tuned to sample more
open conformations of proteins, the likelihood of the discrepancy leading to the overestimation
of stability of unfolded regions through salt bridge interactions is rather low, which brings our
attention to the water model being employed.

As discussed earlier, the water governs the folding unfolding equilibrium of the proteins and
can contribute significantly towards the stability of a particular structure of proteins. To examine
whether the highly stable unfolded states in SIM1, SIM2 and SIM3 represent reality or mere an
artifact arising out of the water model, we’ve performed simulations using TIP4P-D [3] (SIM4)
and TIP3P [9] water models. The recently proposed Residue Specific Force Field (RSFF) [21] is
built over AMBER-99sb [18] and was used insted of standard AMBER-99sb [18] in SIM4 to ensure
the compatibility of protein-water force fields. Moreover, TIP4P-D [3] water model is known to
destabilize the native state of the protein (≈ 2 Kcal) when paired with standard AMBER force
fields [3] while RSFF2(+) [21] with TIP4P-D [3] is shown to reproduce unfolding dynamics and
thermodynamics of Trp-cage and β-hairpin quite realistically [21]. The following figures shows
the free energy profiles obtained using RSFF2(+) with TIP4P-D [3] water model (SIM4) and
AMBER99sb with TIP3P [9] water model.

The free energy profile obtained using combination of RSFF2(+) and TIP4P-D [3] water
model is shown in figure 4.4. It is apparent that the free energy surface clearly shows three
distinct mimima centered around Nc = 340, 200, 101 and Rg = 11.8 Å, 12 Å, 12.1 Å, indicating
the native and two unfolded states, hereafter labelled as N, U1 and U2 respectively . Corre-
spondingly, the free energy surface for the SIM5 (figure 4.5), obtained using AMBER-99sb [18]

and TIP3P [9] water model, shows two distinct minima at Nc = 320, 101 and Rg = 1.17 Å, 1.25 Å
termed hereafter as N and U1. Quite remarkably, the native state sits at the global free energy
minimum with a free energy ≈ -39 Kcal/mol in both the free energy surfaces. The U1 and U2
states, in SIM4, have free energies ≈ -30 and -25 Kcal/mol respectively, whilst, in SIM5, the
free energy of the unfolded U1 states is nearly about -32 Kcal/mol.

From the approach adopted. it is quite conspicuous that the water model has the pronounced
effect on governing protein folding-unfolding equilibrium. At this stage, we formulate that the,
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Figure 4.4: FES for SIM4 Figure 4.5: FES for SIM5

widely acknowledged TIP4P-Ew [10] and TIP4P-2005s [11;4] water models strongly favour the un-
folded state ensemble of protein, whilst underestimating the native state stability and on the
contrary, TIP3P [9] and TIP4P-D [3] water models represent the unfolding-folding thermodynam-
ics quite realistically. To answer precisely the reason of stable unfolded states in SIM1, SIM2
and in SIM3, we explicitly state the barrier involved along the lowest free energy path, in the
unfolding process of Ubiquitin, along with the hydrogen bond and energy analysis to further
endorse our formulation and is discussed in the next sections.

4.4 Minimum free energy path and barriers of unfolding :

The most probable reaction mechanism, for any reaction, could well be approximated by the
lowest free energy path connecting the reactant and product. To explain the over-stability of
unfolded state ensembles, as predicted by TIP4P-Ew [10] and TIP4P2005s [11;4] water model and
perhaps understand the unfolding mechanism of Ubiquitin, we calculated the minimum free
energy path along both the free energy surface joining the Native and unfolded states, using
the algorithm developed by Ensing et al. [30] as discussed in the chapter-2. The figures below
represent the relative free energy as a function of steps along the lowest free energy path, thus
the MFEP index 1 represents the native state of the protein and corresponds to the state N in
each free energy surface. Note that, a point in the MFEP index for one simulation need not
correspond to it’s counterpart in another free-energetically since all the simulations performed
and the associated free energy surfaces are different.
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Figure 4.6: FE along MFEP for SIM1, SIM2,
SIM3

Figure 4.7: FE along MFEP for SIM4, SIM5

Figures 4.6 and 4.7, shows the varying stability of the unfolded states in each simulations and
arises, as discussed later, due to the difference in hydrogen bonding strength and protein-water
interactions. As the figures 4.6 and 4.7 shows, the folded and unfolded basin are separated by
the free energy barrier along the lowest free energy path that the system must overcome in order
to transition into the unfolded state of the protein. Table-4.3 summarizes the free energy barrier
involved in all of the simulations.

Comparison of the free energy barriers

Simulation Native state F.E Transition State F.E Unfolded state F.E

No. (kcal/mol) (kcal/mol) (kcal/mol)

SIM1 0 5 -5

SIM2 0 5 -5

SIM3 0 2 -7

SIM4 0 10 12.5

SIM5 0 15 4

Table 4.3: Table summarizing the relative free energies, barriers and free energy differences for
SIM1-SIM5

Several studies report the barriers involved in the unfolding of Ubiquitin under different
physical conditions. Piana et al. [31]. reported the unbiased temperature induced unfolding of
Ubiquitin (at T = 380 K), which is near to the melting temperature for Ubiquitin (≈ 373 K),
using the CHARMM-h force field for the protein and TIP3P [9] water model. The free energy
barrier separating folded and unfolded regions was reported to be around ≈ 5 Kcal/mol. An-
other study, performed by Mukopadhyay et al. [32] with the denaturating Guanidinium ions,
also reports the barrier to be around ≈ 5-6 Kcal/mol. It is widely acknowledged that presence
of denaturant and high temperature conditions increasingly destabilize the native state of the
protein by shifting the folding-unfolding equilibrium towards the unfolded states and thus simul-
taneously reducing the free energy barrier required to unfold the protein. We infer that the free
energy barrier separating the folded and unfolded basins at temperatures near to ≈ 300 K and
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under physiological (native) conditions should therefore be generally higher than that reported
by Piana et al. [31] and by other studies.

However, As the table 4.3 shows, the free energy barriers involved in the unfolding of Ubiq-
uitin was approximately ≈ 5 Kcal/mol for SIM1 and SIM2 while it was as low as ≈ 2 Kcal/mol
for SIM3, which endorses the claim that the TIP4P-Ew [10] and TIP4P-2005s [11;4] water model
significantly destabilize the native state of the protein [12;13]. The free energy barriers for SIM4
and SIM5 are significantly high compared with other simulations (≈ 10 Kcal/mol, 15 Kcal/mol
for SIM4 and SIM5 respectively) and may well represent the true physical barrier involved as
Ubiquitin is normally found in monomeric folded state in vivo.

4.5 Hydrogen Bonding and Residue Interaction energy :

Hydrogen bonding interactions, although weak in nature, can significantly alter the folding-
unfolding thermodynamics of the particular ensemble of states of the proteins. As reported,
increasing peptide water hydrogen bonding could lead to either destabilization or stabilization
of the native structures of the protein owing to the significant difference in hydrogen bonding
energetics accompanying the modern water models [12]. Therefore to further elucidate the origin
of over-stabilization of unfolded states in SIM1, SIM2 and SIM3 , we’ve monitored protein water
hydrogen bonding network in the folded and unfolded regions on the free energy surface. We
also calculate the interaction energies of the polar and non-polar residues across the different
water models studied, in unfolded (U1) ensembles of Ubiquitin to verify if the stabilization is
arising out of the preferential solvation of polar/non-polar residues. Figures below depicts the
above mentioned quantities.

Figure 4.8: Hydrogen Bonding Figure 4.9: Non-polar solvation energies

Figures-4.8 represents the average protein-water hydrogen bonding in the folded (N) and the
unfolded states (U1) across all the simulations while figure-4.9 depicts the average interaction
energy between polar/non-polar surfaces of Ubiquitin and the water molecules in the unfolded
(U1) states of the protein. Note that, the figure-4.9 does not show any error bars and is due to
the fact that quantity interaction energy per unit solvent accessible surface area follows the ratio
distribution, the mean and variance for which is ill-defined. As can be easily picked form the
figure 4.8, unfolded state (U1) is always characterized by the higher number of hydrogen bonds
than native state (N) of the protein across all the simulations performed. The larger hydrogen
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bonding observed in the unfolded states could be attributed to larger solvent accessible surface
area owing to the loss of tertiary interactions (Nc) in the proteins.

All of the simulations performed, with the notable exception of SIM4, have an approximately
equal number of protein-water hydrogen bonds in the unfolded state (U1) of the protein. Paschek
et al. [12], in a seminal paper showed that the strength of protein-water hydrogen bonding differs
across different water models and TIP4P-Ew [10] water model favors the unfolded ensemble of
states of proteins by an additional stabilization of -0.4 kJ/mol per hydrogen bond compared to
the TIP3P [9] water model. Since the number hydrogen bonds is approximately equal in SIM1,
SIM2, SIM3 and in SIM5, we thus understand that the presence of an additional bias of -0.4
kJ/mol per hydrogen bond, in SIM1 and SIM2 (both performed with the TIP4P-Ew water
model), shifts the populations towards the unfolded states of the protein. We approximate that
the similar effect could well be present in case of TIP4P-2005s [11;4] water model (SIM3) since
both TIP4P-Ew [10] and TIP4P-2005 [11;4] were derived originally form the TIP4P water model.
Since such a bias is absent in TIP3P [9] water, there is no population shift and thus native state
sits at the global minimum in the free energy surface.

Protein-water interaction energies i.e Coloumbic and Lennered-Jones interaction energies,
if overestimated, could also favor less structured configurations having the higher interactions
with water over the structured one and such an amplification of protein-water interactions is
indeed one of the strategies being used to sample more open and less strctured configurations of
IDP’s [3;4]. Therefore, an appropriate balance of protein-water interactions is absolutely necessary
to correctly monitor the folding-unfolding transitions of proteins. Proteins are composed of
hydrophobic and hydrophilic patches (amino acids) and therefore monitoring their interactions
with water could as well explain the shift in population towards the folded/unfolded states of
proteins. Figure 4.9 represents the protein-water interaction energies for polar and non-polar
residues, in the unfolded (U1) state across all the simulations. Note that the interaction energies
had to be normalized with the solvent accessible surface area (SASA), since the compactness of
the unfolded state (U1) differs across all the simulations.

As the figure 4.9 shows, polar surfaces, as expected, has the higher interaction energy per
unit solvent exposed surface area than their non-polar counterpart, across all simulations owing
to the fact that polar patches of the protein are usually solvent exposed. Furthurmore, as is
apparent in the figure-4.9, the interaction energy for non-polar surfaces is considerably lower
compared with polar ones becuase the hydrophobic parts of the protein are usually buried
within the hydrophobic core. Moreover, the non-polar interaction energies, do not follow any
pattern (figure-4.9) and is thus less likely to be dominant factor when considering protein-water
interactions. A closer look at the figure 4.9, shows that the in SIM1, SIM2 and in SIM3 polar
surfaces has much negative interaction with water than in SIM5, which advocates that the polar
residues are preferentially solvated [12] in TIP4P-Ew [10] and TIP4P-2005 [11;4] water model as
compared with TIP3P [9] water model.

Such a preferential solvation of the residues of protein, as discussed earlier, could shift the
folding-unfolding equilibrium on the unfolded side by favouring the unfolded conformations of
protein which solvates such residues better. We thus believe that such preferential solvation of
polar groups along with the added bias of -0.4 kJ/mol per hydrogen bond, in simulations using
TIP4P-Ew [10], TIP4P-2005s [11;4] are few of the underlying causes of the overstabilsation of the
unfolded (U1) states and underestimation of the free energy barrier involved in unfolding of
Ubiquitin. Note that we’ve constantly left SIM4 out of our discussion, since it has has highest
number of protein-water hydrogen bonds and high polar-water interaction energies whilst still
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yielding correct free energy profile and free energy barrier. While the mechanism of action of
TIP4P-D [3] water model still remains illusive, we think that other factors such as protein tertiary
interactions, protein-ion interactions and protein conformational entropy might be playing a
major role here.

As discussed in previously, simulations using AMBER99sb with TIP3P [9] and RSFF(2+) [21]

with TIP4P-D [3] both give quite realistic picture of Ubiquitin unfolding thermodynamics un-
der physiological conditions. The combination of AMBER99sb with TIP3P [9] is comparatively
older than RSFF(2+) [21] with TIP4P-D [3] water model and both force fields along with the
respective water models have been shown to represent unfolding thermodynamics of Trp-cage
protein quite realistically [21;18]. RSFF is largely built over AMBER99sb by Wu & coworkers [21],
with a modification that explicitly involves the optimization of long range n-n+4 interactions, a
characteristic feature of α-helices within proteins. Conventionally, unfolded states of the protein
are characterized by the loss of tertiary interactions, higher radius of gyration as well as lesser
secondary structure content than the native state. However, we fear that such a modifications
of the force fields could, in principle, lead to the unfolded state having the intact secondary
structure content. Moreover, the combination of RSFF(2+) [21] with TIP4P-D [3] is rather re-
cent and have not been yet tested while the older combination of AMBER99sb with TIP3P [9]

has been extensively validated against experimental data and shown to reproduce the unfolding
thermodynamics quite realistically [12;18] and is therefore used as a our reference for comparison
to analyse the effect of other anions on Ubiquitin unfolding.

4.5.1 Mechanism of Unfolding of Ubiquitin under native conditions :

Ubiquitin unfolding has been investigated thoroughly in literature using different approaches
viz. mechanical force induced unfolding experiments [33], denaturant induced unfolding of Ubiq-
uitin [32] and temperature induced unfolding [34] and all-atom MD simulation near it’s melting
temperature (Tm = 373 K) [31]. Ubiquitin is comprised of five β strands arranged in parallel-
antiparallel fashion, one α-helix and one 310-helix and stands as best model for investigating
protein folding-unfolding pathways. Several studies reported the two step unfolding pathway
for Ubiquitin which includes formation of stable core consisting of α-helix and β2β1 followed
by the global unfolding, using NMR experiments and MD simulations [35;36;37;38]. Our results
further backs the two state unfolding of Ubiquitin and are discussed below. For our convenience,
we designate the secondary structural units of the Ubiquitin and are summarized in the table
below.

Summary of the labels used

Residue Index Designations

Res. 1-17 β2β1

Res. 11-17 & Res. 65-72 β1β5

Res. 65-72 & Res. 37-46 β5β3

Res. 22-35 α-Helix

Res. 55-60 310−Helix

Table 4.4: Table summarizing the labels for the secondary structural segments used in this study

The secondary structural units of the protein e.g. α-helix and β-sheet are usually held
together by the hydrogen bonds. β-sheets are formed by hydrogen bonding interactions within
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the individual β-strands of the protein while α-helical regions are characterized by their i-i+3 and
i-i+4 hydrogen bonding networks. Therefore, in order to investigate the unfolding mechanism
of Ubiquitin under native conditions, we’ve monitored the hydrogen bonding pattern along the
lowest free energy path (MFEP) for each secondary structural segment and is shown in the
figure-4.10.

Figure 4.10: Mechanism of unfolding of secondary structural segments of Ubiquitin

As can be seen readily from the figure 4.10, the α-helix and β2β1 are perhaps the most stable
and rigid secondary units of the protein as indicated by the constant number of hydrogen bonds
from the native to U1 state of the protein (MFEP index 1-40). Note that, presence of this
secondary structural units (one α-helix & β2β1 ) in U1 state is in a direct agreement with the
other studies reporting unfolding mechanism of the Ubiquitin. On the other hand, as can be
seen in the figure, β5β3 and β1β5 are comparatively unstable and undergoes unfolding around
the transition state region (MFEP index 23-26) of the unfolding pathway. The smallest β-sheet
units of the Ubiquitin i.e β4β3 unfolds via gradually decease the number of hydrogen bonds,
followed by the sudden increase along the transition state while completely dissociating in the
U1 state of the protein. The smaller 310-helix, despite having lowest number of hydrogen bonds
(≈ 2), maintains it’s structure through the transition state before braking in the metastable U1
state of the pathway.

Overall, the transition state (MFEP index 23-26) in characterized by the abrupt loss of
hydrogen bonding interactions in the secondary structural units viz. β5β3 and β1β5, and are
first to unfold. The smaller secondary units β4β3 and 310-helix maintains their structure through
the transition state whilst unfolding completely in the metastable U1 state. Owing to the high
number of hydrogen bonding interactions within the native state structure of the β2β1 and
α-helix, these units are last one to break and survive through the U1 state and undergoing
unfolding only after the U1 state has occurred.
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4.6 Conclusion :

The given discussion illustrates that the, dynamics and the thermodynamics associated with the
protein are greatly affected by the choice of water model and such effects should not be under-
estimated. By specifically studying the unfolding of the Ubiquitin under native conditions and
mapping it’s free energy surface, we illustrate that the TIP4P-Ew [10] and TIP4P-2005 [11;4] water
model with scaled protein-water interactions, populates the unfolded states of the protein by
shifting the folding-unfolding equilibrium towards the unfolded side of the protein. We attribute
this observed effect to the difference in the hydrogen bonding strength (-0.4 kJ/mol per hydrogen
bond) and overestimation of the solvation energy for the polar side chains for TIP4P-Ew [10] and
TIP4P-2005s [11;4] water models, as compared with the TIP3P water model [9]. By constructing
the free energy surface for unfolding, we simultaneously suggest that the combination of the
RSFF(2+) [21] along with TIP4P-D [3] water model and AMBER-99sb [18] with TIP3P [9] water
model yields the most realistic picture of the unfolding thermodynamics of the Ubiquitin.

The unfolding dynamics of the protein Ubiquitin is widely studied under various pathogenic
condition and to the best of our knowledge, we report the unfolding dynamics of the Ubiquitin
under native conditions for the first time [31;32]. We illustrate that the Ubiquitin follows the two
step unfolding pathway even under native conditions, as illustrated earlier by many other studies
and suggest that metastable U1 state is characterized by the presence of secondary structural
elements (α-helix and β2β1) which eventually unfolds in the U2 state encountered along the
minimum free energy path.
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Chapter 5

Ubiquitin Unfolding In Presence of
Hofmeister Anions

5.1 Introduction

Protein folding/unfolding equilibrium has been widely investigated, in recent year in literature
under the various physical conditions [1;2]. The folding/unfolding dynamics and thermodynamics
of proteins are greatly affected by the factors including pH, presence of col-solutes viz. Urea nd
GdmCl and higher temperature [3]. Nevertheless, despite being proven to significantly affect the
protein folding/unfolding equilibrium, salt induced changes to the protein dynamics and thermo-
dynamics has largely remain elusive compared to their counterparts viz. Urea and TMAO. As
the salts are ubiquitous under physiological conditions, investigating protein thermodynamics
in salt solutions and under a range of concentrations becomes rudimentary to dig further deep
into the mechanism of actions of these ions, thereby elucidating the long-standing enigma of the
Hofmeister series.

As previously discussed, Hofmeister effects are of central importance in governing many
phenomena including protein stability, protein crystallization, bacterial growth and colloidal as-
sembly etc. [4] Sulphate ions, in general, are classified as kosmotropes and lie on the ”stabilizing
or salting out” end of the series [5]. Despite that, there’s ever increasing debate on the mecha-
nism of action of sulphate anions on protein stability, as few groups suggests it’s contribution
to protein stability [6] while others argues that despite being kosmotropic in nature, SO2−

4 be-
haves in chaotropic manner leading to the destabilisation of the native state of the protein [7].
Apart from sulphate ions, ions such as ClO−4 , SCN− (chaotropes) lie on the ”destabilizing and
salting-in” end of the Hofemister series [5] and are well-known protein denaturants. Many emer-
gent approaches attribute their denaturing capacity to their tendency to form hydrogen bonds
with the protein backbone [7;8]. However, despite the long term presence of these Hofmeister
effects, the underlying mechanism of action of such salts still remains elusive and is the topic of
investigation of this study.

Thus, in order to close the ever-lasting argument on the nature of the sulphate-protein inter-
actions and perhaps shed some light on the mechanism of action of ClO−4 and SCN− ions, we here
investigate the unfolding thermodynamics of the Ubiquitin using all-atom molecular dynamics
simulation coupled with metadynamics. We report, for the first time that the sulphate anions
do not have a pronounced effect on the native state stability, however increases the unfolding
free energy barrier by destabilizing the unfolded state ensembles of proteins. We attribute the
observed instability of the unfolded states to the hydrophobic residues-water interactions and

36



5 Ubiquitin Unfolding In Presence of Hofmeister Anions

suggest that sulphate anions solvates the hydrophobic residues of the protein. Moreover, we
also discuss the sulphate ion induced changes in the unfolding dynamics of the Ubiquitin in
comparison with the unfolding dynamics under native conditions (chapter-4) and report that
secondary structural fragments are increasingly unstable in the sulphate solutions. Lastly, we
discuss the unfolding of Ubiquitin under the effect of ClO−4 and SCN− ions.

5.2 Design and Methodology

To understand the mechanism of action of Hofmeister salts and to gain insight into the barrier
separating the unfolded regions from folded regions thereby measuring the extent of stabiliza-
tion/destabilization of Ubiquitin in salt solutions, we’ve carried out a total of three simulations
using the ions from the both ends of Hofmeister series viz. SO2−

4 , ClO−4 , SCN−.

Preparation of Initial Configuration :

The crystal structure of native state of Ubiquitin was obtained from the RSCB-PDB [9;10]

data base (PDB ID: 1UBQ [11]). The initial coordinates and topology were prepared using
GROMACS-MD [12] software. In each of the simulation, protein was modeled using AMBER-
99sb [13] parameter set while TIP3P [14] water model was used across all simulations for reasons
discussed in chapter-4. The sodium ions, by Joung-Cheatham [15], were used across all the sys-
tems to neutralize the net negative charge on the system. The anionic force-field parameter
set for SO2−

4 was obtained from Ana-Villa-Verde et al. [16] (for reasons discussed in chapter-3)
while parameters for ClO−4 and SCN− were adopted from Badden et al. [17] and Vincze et al. [18]

respectively.

Simulation Details :

We report three simulation of Ubiquitin using various anions as described in previous section.
The initial structure of the native Ubiquitin was put in a cubic box of length 10 nm. Protein was
solvated using TIP3P water model followed by ion insertion to yield the concentration of 0.3 M.
The system was then energy minimized using the Steepest-descent algorithm [19] implemented in
GROMACS [9;10]. Energy minimization was followed by simulated-annealing upto 300 K under
NVT conditions using Berendsen thermostat [20] and Parrinello-Rahman barostat [21]. The heavy

atoms of the protein was restrained during heating using force constants of 25 kcal/mol/Å
2
,

using harmonic potential. The force constant was then reduced 0.5 kcal/mol/Å
2

in six steps
under NPT condtions followed immediately by 5 ns unrestrained equillibration using Berendsen
thermostat [20] and Parrinello-Rahman barostat [21] with a coupling window of 0.4 ps each. 10 ns
of normal unbiased MD simulation was then performed using the equillibrated structure under
NPT contions using Nose-Hoover thermostat [22] and Parrinello-Rahman barostat [21], each with
a coupling constant of 0.2 ps and using intergation time step of 2 fs. The leap-frog integrator
was used to integrate the equations of motion. Long range electrostatics and Van Der Walls
interactions were calculated according to the Particle Mesh Ewald (PME) [23] and cutoff scheme
respectively, each using a cutoff value of 10 Å. All bond lengths and bond angles were constrained
using LINCS algorithm [24].

Metadynamics Details :

The Well-Tempered Metadynamics simulations (WTMD) [25] were performed after 10 ns of un-
biased MD simulation in order to explore the associated free energy surface with each anion.
As discussed earlier in chapter-2, Nc and Rg were used as collective-variables for describing the
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unfolding dynamics of Ubiquitin. A constant Gaussian hill height of 0.2 kJ/mol along with
a constant hill width of 6 and 0.6 Å for Nc and Rg respectively was used throughout all our
simulations. After trying out several values, the biasfactor of 15 was then chosen to bias the
dynamics along Nc and Rg. The hills deposition rate of 3 ps was kept constant across all the
simulations. All metadynamics simulations were performed using PLUMED(version-1.3.0) [26]

code. The minimum free path (MFEP) was calculated, according to the algorithm praposed by
Ensing et al [27], as discussed in chapter-2.

5.3 Results and Discussion

In this section, we discuss effect of sulphate anions on the unfolding thermodynamics of Ubiq-
uitin while simultaneously highlighting the salt induced changes in the unfolding dynamics of
Ubiquitin. We also address the ongoing debate on the nature of the sulphate ion (kosmotropic or
chaotropic) in influencing the stability of the proteins and discuss the corresponding mechanism
whilst closing the contest of observed reversal of Hofmeister series near charged side-chains once
and for all.

5.3.1 Direct Ion-Protein Interactions :

Earlier studies often regarded sulphates as kosmotropic in nature and thus being largely ex-
cluded from interacting directly with the protein surface [5]. While this assumption has largely
been proven incorrect, increasing attention has been paid on the direct interaction mechanism
concerning ion and protein. Jungwirth et al. [7], using the reductionist approach suggested that
the kosmotropic anions might be involved in the direct interaction with the positively charged
side chains residues of the protein. Gokran et al. [28], using charge density measurements, illus-
trated that sulphate ions despite being kosmotropic, are involved in the direct interaction with
the lysozyme even at the concentration range as low as ≤ 0.1 M. Therefore, to understand the
sulphate ion distribution around protein, we calculate the hydrogen bonding and interaction
energies between protein and sulphate anions on the normal unbiased MD trajectories. Our
results indicate the sulphate ions are indeed involved in a direct interaction between protein
surface are discussed below.

Figure 5.1: Interaction Energies Figure 5.2: Hydrogen Bonding

To elucidate the interaction mechanism between sulphate and Ubiquitin, we monitored the
hydrogen bonding and the interaction energy between the sulphate ions and the positively
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charged residues on the surface of the Ubiquitin viz. Arginine, Lysine, Histidine and polar-
nonpolar regions of the protein. Inspection of the calculated coloumbic interaction energies
(figure 5.1) clearly suggest that the sulphate ions despite being kosmotropic in nature are in-
volved in the direct interaction with protein surface which is well in agreement with the previous
studies [7;28]. Furthermore, as shown in the figure 5.1, sulphate ions interacts most prominently
with the positively charged side chains of the Ubiquitin, which constitutes of ≈ 15% of the
residues of the protein while accounting for nearly 83% of total protein-sulphate interaction
energy. Moreover, Arginine side chains (total ARG = 4) of the protein interacts more prefer-
entially with the sulphate ions than the corresponding Lysine (total LYS = 7) residues while
the Histidine residue (total HIS = 1) does not react at all due to it’s position which lies within
the core of the protein Ubiquitin. Note that the sulphate ions largely remain excluded from the
interaction with polar of non-polar surfaces as indicated by their substantially lower interaction
energy value.

As the figure 5.2 depicts, the average number of hydrogen bonds between the sulphate ions
and the protein residues is ≈ 18 out of which 11 hydrogen bonds are contributed by Arginine
residues while Lysine residues contributes to ≈ 5 hydrogen bonds. Note that Histidine residues,
as previously stated, do not interact much with sulphate ions and hence do not contribute much
to the hydrogen-bonding interactions. Moreover, sulphate ions are not involved in the hydrogen
bonding with any polar and non-polar residues figure (5.2) which forces us to think that the
coloumbic interactions might be the key in governing observed high degree of hydrogen bonding
for Arginine and Lysine residues of the protein. To investigate the lifetime of the interactions
of the sulphate ions with the Arginine and the Lysine side chains, we monitored the minimum
distance between oxygen on the sulphate atom and the nitrogen atoms on the arginine and lysine
side chains on a 10 ns unbiased MD trajectory.

Figure 5.3: Minimum distance between ”N” of protein residues and ”O” of sulphate ions as a
function of time

Figure 5.3 plots the running averages of the distance between the oxygen on the sulphate
and the nitrogen on the side chains. As can be seen from the figure, the distance between the
oxygen of sulphate and nitrogen of the side-chains, remains constant throughout the simulation,
which suggest that sulphate ions is almost always involved in the interactions with the positively
charged residues of the protein. Note that, the there may be the exchange of sulphate ions and
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figure only plots the distance to the closest oxygen on the sulphate and says nothing about the
residence time distribution of sulphate ions around the side chains.

5.3.2 Free energy surface of Ubiquitin unfolding in sulphate solutions :

Figure 5.4 depicts the free energy surface of Ubiquitin unfolding in sulphate solution. The
constructed free energy surface, figure 5.4, shows three well defined minima and the dashed line
connecting them corresponds to the calculated lowest free energy path using algorithm developed
by Ensing et al [27], along the free energy surface, as discussed in chapter-2. We label the first
minimum with the characteristic value of Nc = 330 and Rg = 12.1 Å as ”N” since it corresponds
to the native state of the protein. Second and third minimum, corresponding to Nc = 105,
Rg = 15.8 Å and Nc = 30, Rg = 14 Å corresponds to the unfolded states of the protein and
are hereafter tagged as ”U1” and ”U2” respectively. As can be seen in the figure 5.4, the free
energies of the N, U1 and U2 states are ≈ 39.5, 26 and 32 kcal/mol respectively and the native
state of the protein lies on the absolute minimum in the free energy surface.

Figure 5.4: FES for SO2−
4

Figure 5.5: MFEP for SO2−
4

To further perceive the role of sulphate ions in stabilization/destabilization of the native
state, we’ve calculated the lowest free energy path (figure 5.5) describing the unfolding reaction
of the Ubiquitin. As is evident from the figure 5.5, the free energy barrier involved in separating
the folded and the unfolded basins from each other under the influence of sulphate ions is ≈ 5
kcal/mol greater than the free energy barrier for unfolding of Ubiquitin under native conditions.
The increased barrier height clearly indicates the that sulphate salts indeed favours the native
structure of the protein by increasing the unfolding free energy barrier involved. Interestingly,
the free energy value for the native state (N) of the Ubiquitin in sulphate solution (≈ 39.5
kcal/mol) corresponds well with the free energy value of state N under the native conditions
(≈ 39 kcal/mol in SIM5 of chapter-4) which suggest that, despite the presence direct and
persistent ion-protein interactions, sulphate salts do not appreciably alter the stability of the
native state of the protein, as opposed to few earlier studies [7;28].

A closer look at the figure 5.5 suggest that, the U1 state involved for Ubiquitin unfolding
in sulphate solutions has higher free energy than the corresponding U1 state encountered under
native conditions. The peculiar increase in the unfolded (U1) state free energy for Ubiquitin
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unfolding with sulphate solution, clearly indicates that sulphate ions tend to increase the involved
unfolding free energy barrier, not by stabilizing the native state of the protein but by destabilizing
the unfolded (U1) states of the protein Ubiquitin, as opposed to the commonly used osmolytes
and chemical chaperones which stabilizes the native state of the proteins. Nonetheless, our
results clearly indicates the fact the sulphate anions stabilize the protein by increasing it’s
unfolding free energy through destabilization of the the unfolded (U1) states, contrary to some
recent reports suggesting that the sulphate ions even though kosmotropic in nature, behaves in
chaotropic way and results in destabilization of the native proteins.

5.3.3 Hydrophilic/Hydrophobic-water Interactions :

As illustrated in chapter-4, interaction between hydrophilic/hydrophobic patches on the protein
and water could significantly dictate the stability/instability of proteins. Moreover, from figures-
5.2 and 5.3, we know that the sulphate ions are involved in the direct interaction with the
positively charged residues of the protein. Therefore, in order to address the observed instability
of the unfolded (U1) state when compared with the U1 state under native conditions and perhaps
to determine, whether the presence of sulphate ions and their direct interaction mechanism
influences the solvation of hydrophilic/hydrophobic parts of the protein, we calculate the solvent
accessible surface area (SASA) for hydrophilic/hydrophobic residues of the Ubiquitin along
the unfolding pathway (MFEP) and compare it with the solvent accessible area for Ubiquitin
unfolding under the native conditions.

Figure 5.6: Hydrophilic SASA Figure 5.7: Hydrophobic SASA

The figure-5.6 shows the solvent accessible surface area for polar residues of the Ubiquitin, in
native and in sulphate salts solution along an unfolding pathway. As is apparent from the figure,
the hydrophilic surface area for Ubiquitin remains quite similar in the unfolded (U1) state of the
protein, in both native as well as sulphate salt solution and is this likely to be less important
when determining the stability of the U1 state ensemble of Ubiquitin. However, a glance at the
figure-5.7 suggests that, the hydrophobic surface area in the U1 state differs quite substantially
for sulphate solution and native conditions case.

Higher hydrophobic surface area implies that the hydrophobic parts of the protein are more
exposed for interaction with solvent molecules. Since such an interaction, by definition is un-
favourable in nature, it thus leads to the observed destabilisation of the unfolded (U1) state
ensemble of the Ubiquitin thereby shifting the folding-unfolding equilibria on the folded side
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of the protein and increasing the unfolding free energy barrier. At this stage, we think that
sulphate ions exposes the hydrophobic parts of the Ubiquitin by destabilising the native salt
bridges within Ubiquitin by forming the stronger and persistent salt bridges with the positively
charged residues of the protein (figure-5.3). Such a behaviour, although can be true across all
classes of wild-type proteins, remains to be verified and is a matter of the further study.

5.3.4 Mechanism of Unfolding of Ubiquitin :

Many studies have reported osmolytes or chemical chaperons significantly alters the unfolding
dynamics of the protein [3]. We previously studied the two step mechanism of unfolding of Ubiq-
uitin under native conditions (chapter-4). In this section, we illustrate the sulphate ion induced
changes in unfolding mechanism of the native Ubiquitin in comparison with the unfolding mech-
anism under native conditions. Following figure, summarizes the observed unfolding pathway
along the lowest free energy path for each secondary structural element within the Ubiquitin.
Note that, we follow the naming conventions introduced in chapter-4.

A glance on figure 5.8, indicates that the sulphate ions clearly assists in unfolding of the
secondary structural fragments within native structure of the Ubiquitin molecule. A closer look
at the figure 5.8(a), clearly indicates that the the α-helix becomes increasingly unstable in the
simulation containing sulphate ions. α-helix within native Ubiquitin is comprised of ≈ 43% of
total charged residues of the protein. These charged residues are responsible for maintaining
the 3D structure of the α-helix through salt-bridge interactions. We believe that, presence
of sulphate ions weakens the involved salt-bridges by forming a stronger, more prevalent and
persistent salt bridges with the positively charged residues on the helical region of the Ubiquitin,
and could be direct consequence of the persistent interactions present (Figure 5.3), thus leading
to the instability of the helical region of the Ubiquitin.

As is evident from the figure 5.8(b) that, the β1β5 follows the similar unfolding pattern in both
cases, undergoing the substantial loss in hydrogen bonding interactions near the transition state
(MFEP index 25-28) followed by a complete loss of the β1β5 sheet in the unfolded U1 region
(MFEP index 45-50). On the contrary, β2β1 becomes exceedingly unstable in the sulphate
solutions following the transition state of the protein as illustrated by the increased loss of
hydrogen bond interactions (Figure 5.8(c)). Note that β2β1 , however, do not completely unfold
and there’s still presence of some secondary structure in the U1 state. Moreover, figure 5.8(d)
indicates that β1β5 sheet is clearly more stable in sulphate solution than in native conditions
as suggested by the persistent hydrogen bonding interactions till MFEP index 58 and loses it’s
secondary structure only in U2 state (MFEP index 64-66) in case of sulphate simulations.

Feature-wise, β4β3 sheet is the smallest sheet amongst all the β sheets and undergoes a
gradual unfolding under sulphate conditions as opposed to oscillatory behaviour observed in
the case with native conditions(5.8(e)). Note that β4β3 has some remnant residual structure
present in the U1 state and unfolds completely only in U2 state of the unfolding pathway of the
protein. Remarkably, the only 310-helix present within native Ubiquitin gets heavily stabilized
by the sulphate ions present in the solution as indicated by the presence of constant number
of hydrogen bonds throughout the unfolding pathway for the Ubiquitin, as compared to it’s
counterpart wherein it unfolds within U1 state.

Note that, in all of cases discussed in the figure-5.8(a-f), there’s a clear and an abrupt dip
in the number of hydrogen bonds for the case of Ubiquitin unfolding with sulphate ion around
the transition state region, while such a dip is largely absent in the simulation under native
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Figure 5.8: Figure representing unfolding pathways

conditions. We thus conclude that this sudden loss of hydrogen bonds within the secondary
structural units of the protein is also one of the reasons behind the observed instability of the
unfolded (U1) state in the sulphate simulation.
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5.4 Outlook

To decipher the mechanism of action of the denaturing salts within the Hofmeister series, quiet
similarly to the case of SO2−

4 anions, we are currently carrying out the simulation with ClO−4 and
SCN− ions. Note that, despite being structurally analogous to the SO2−

4 ions, ClO−4 occupies the
position within the negative end of the Hofmeister series from the SO2−

4 ions. Both the anions
considered, ClO−4 and SCN−, are chaotropic in nature and has been known to destabilize the
native state of the protein. There’s substantial amount of evidence in literature describing the
instability of the protein in ClO−4 and SCN− salts arises out of their preferential interaction with
protein backbone than the side chains of the protein. We here, aim to verify these conclusions
and perhaps restructure Hofmeister series according the the effect of ions on the free energy for
unfolding of Ubiquitin.

Figure 5.9: FES for ClO−4 ions Figure 5.10: FES for SCN− ions

The figure above represents the calculated free energy surface for Ubiquitin unfolding using
both of the aforementioned ions. As can be seen from the figure, the native state is clearly
unstable compared with case of native conditions or sulphate solution (figure 5.9). However,
since the simulation is yet converge, it is practically wrong to draw any conclusions at this stage.
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5.5 Conclusion

Our results indicate that the sulphate ions despite kosmotropic in nature, are involved in the
direct-ion protein interactions that are persistent even on the time-scale of several nanoseconds
and are well in agreement with the previous studies. Furthermore, we report for the first time
that, the sulphate ions increases the unfolding free energy of the Ubiquitin by destabilizing the
unfolded (U1) state of the protein, contrary to the more obvious and prevalent explanation de-
scribing the increased stability of the native state. By calculating the solvent accesible surface
area for hydrophilic/hydrophobic parts of the Ubiquitin, we further illustrate that, such destabi-
lization of the unfolded state ensemble arises because of the greater solvation of the hydrophobic
parts of the Ubiquitin in sulphate solution as compared with native conditions. Moreover, we
show that the sulphate ions drastically alter the observed two step mechanism in native condi-
tions and almost all the native structures are lost only in the U2 state of the protein with the
exception of β1β5 sheet.
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Appendix A

The sulphate ion, as previously mentioned is kosmotropic in nature and thus possesses the large
hydration shell. Therefore, to get the idea of length of the first hydration shell of the sulphate
anions, we’ve calculated the radial distribution function between sulphate ions and water. Figure
below depicts the calculated radial distribution function between sulphur (S) of SO2−

4 ions and
water oxygen (OW).

Figure 11: Radial distribution function between sulphur (S) of SO2−
4 ions and water oxygen

(OW)

The radial distribution function, as the name suggests, is an indicator of the variation of
the density of atoms/molecules from the reference atom/molecule radially or in simpler terms
it refers to the probability of finding an atom/molecule at a distance r from the the reference
atom. Thus, the first minimum in the radial distribution function corresponds to the first
hydration shell (in case of molecule-water rdf) while the second minimum corresponds to the
second hydration shell of the atom/molecule and so on. As can be seen from the figure-11,
the first minimum in the sulphate-water rdf lies around r ≈ 5 Å which tells us that, the first
hydration shell of sulphate anions lies around ≈ 5 Å.

Note that, the sulphate-water distribution function shown in the figure-11 is calculated from
the SIM7 owing to the fact that only the SIM7 does not led to the aggregation of sulphate ions.
Moreover, the calculated rdf matches well with previous studies done using the polarizable force
fields for sulphate and water and thus emphasizes the accuracy of the sulphate potentials used
in SIM7.
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