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Abstract

Photostability is the property of a molecule to not chemically react when excited with

light. This is a prerequisite for the origin and preservation of life since the ambient en-

vironment has ample radiation from the sun, which can be potentially damaging. Here,

we have studied the photodecay mechanisms of two biologically relevant molecules: 5,6-

dihydroxyindole (DHI) and barbituric acid (BA). Our approach involves obtaining path-

ways on the excited state potential energy surfaces for deactivation, which usually in-

volve bond stretched geometries and points of degeneracy like conical intersections (CIs).

Such calculations require multi-reference electronic structure methods and accordingly

we have used the complete active space self-consistent field (CASSCF) approach and

its extensions. Unlike other commonly used electronic structure methods, these require

significant user input based on chemical intuition for an accurate description of excited

state processes.

DHI is a monomeric unit of eumelanin, a natural sunscreen present in human skin.

Assuming that DHI photophysics will be reflective of eumelanin photophysics, a bottom-

up approach has been employed to study its photophysics. Experiments on DHI show

excitation energy dependent fluorescence kinetics and our study reveals the reason for

this. We found two planar and one non-planar CIs through which photodecay of the

excited state can take place. Accessing these CIs require the molecule to overcome

energy barriers, which is possible when the initial excitation is to higher vibrational

states of the excited electronic states. Thus, higher energy leads to shorter excited state

lifetimes. This result is significantly different from earlier results obtained with single-

reference methods. Our study also shows that isolated monomeric DHI cannot explain

the ultrafast deactivation of eumelanin.

BA is proposed to be a prebiotic nucleobase which played a role in the emergence of



RNA-based life. For BA to be a candidate for proto-RNA, it must have been photostable

to survive the intense UV radiation present at the time when the ozone layer was absent.

BA can exist as two tautomers: keto and enol. Theoretical calculations on isolated BA

predict that the keto tautomer is more stable than enol. However, recent reports have

shown that crystalline BA exists in the enol form. We have explored the relative stability

of this molecule in the aqueous environment. Our quantum calculations on BA-water

clusters, where the clusters were chosen systematically using a molecular dynamics based

scheme, show that the enol tautomer gets stabilized more than the keto tautomer due

to solvation.

Recently, transient absorption experiments on BA have explored its photodecay dy-

namics. Our calculated photodecay pathways of BA help in interpreting these experi-

ments. Further, we also compare the photodecay dynamics of BA with that of Uracil, a

canonical RNA nucleobase, and find that despite strong structural similarities, the two

molecules follow different photodecay pathways.
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Chapter 1

Introduction

Molecules on absorbing UV-visible radiation, typically get electronically excited. Such

electronically excited molecules can potentially undergo chemical reactions due to the

excess energy available to them. Photostable molecules, on the other hand, possess

the property to convert this excess energy to heat in the form of molecular vibrations,

without undergoing any chemical change.

A more detailed picture of the processes following electronic excitation is shown in

Figure 1.1. After electronic excitation, from a singlet ground state, the molecule starts

relaxing toward the minimum energy geometry on that excited state. From this geometry

it can undergo radiative transition to the ground state - this process is called fluorescence.

While approaching the minimum, the molecule can also find a region where there is a

degeneracy with another excited state and internal conversion to this other excited state

can take place. It can also populate a triplet state, via a singlet-triplet crossing, which is

known as intersystem crossing. After reaching the triplet state, the molecule can either

radiatively decay to the ground state, a process called phosphorescence, or cross back

to the singlet manifold through a different singlet-triplet crossing point. Typically, the

timescale of fluorescence is much faster than phosphorescence. The processes starting

from the absorption of a photon till the point when the molecule decays back to the



2 1. Introduction

Figure 1.1: Jabolanski diagram

same ground state are called photophysical processes. These processes can be described

by Jablonski diagrams.[1][2]

Biomolecules, such as melanin, DNA nucleobases, some amino acids, show a high

degree of photostability towards UV radiations. In this context, biomolecules can be di-

vided into two classes. An example of the first class of molecules are melanins: molecules

that act as a filter toward UV radiations. By converting these radiations into heat, they

protect skin and internal tissues from harmful radiations.[3] The second category consists

of molecules whose primary function is not photostability upon UV excitation, however,

photostability is an important requirement for their general functionality. Prominent

examples of such molecules are DNA and RNA nucleobases - uracil, thymine, cytosine,

adenine, and guanine, which are information carriers of the genetic code. After absorb-

ing UV radiations, these molecules efficiently undergo internal conversion on an ultrafast

timescale and are extremely photostable.[4] Extensive examples highlight the importance

of photostability in biomolecules both for the protection and preservation of life. In this

thesis we present our studies, regarding mechanistic understanding of photostability of
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Figure 1.2: Avoided crossing and conical intersection.

a building block of eumelanin and a proto-RNA nucleobase.

Eumelanin belongs to a class of biopolymers known as melanins. It is present in the

skin, eyes and hair. It absorbs strongly in the UV region of the electromagnetic spectrum

as well as possesses close to unity quantum yield for nonradiative decay. Therefore, it

is believed that eumelanin plays an important role in UV protection.[3] As eumelanin

acts as a natural sunscreen, understanding the mechanisms of its photostability would

be useful in translating this knowledge in the development of artificial sunscreens to

prevent damages due to long UV exposure. Recently, photostability of similar molecules

have been studied for understanding their potential role in sunscreens.[5][6]

Contemporary RNA and DNA nucleobases are the product of evolution. It is believed

that on prebiotic earth, the role of information transfer would have been played by some

other heterocycles, and not the DNA bases we have today. Further, the ozone layer was

not present to absorb UV radiations around the earth in prebiotic time.[7][8] Therefore,

the proto-RNA, from which current RNA has evolved, was exposed to a high flux of

UV radiations. Photoprotection against UV radiation therefore, must have played a

decisive role in selecting the nucleobases of proto-RNA.[9] Impact of photostability on

the evolution of RNA and specific choices of the current nucleobases, can be revealed by

studying the photostability of proposed proto-RNA molecules.



4 1. Introduction

In this thesis, we have used computational approach for studying photostability.

Computational chemistry can provide mechanistic insight into photostability, i.e., one

can find the role of twisting or stretching of certain bonds which governs the nonradiative

decay. The potential energy surface (PES), which is a function of energy of electronic

states along various molecular geometries, is a very useful concept in studying mech-

anisms responsible for nonradiative decays. There are two approaches of performing

computational studies to understand nonradiative decay processes: static and dynami-

cal. In static calculations, PESs of relevant electronically excited and ground states are

examined for finding the pathways which lead to a transition from the excited states to

the ground state. Dynamical calculations, on the other hand, are performed by studying

nuclear motions on the PESs constructed from static calculations. Given the computa-

tional cost of dynamical calculations, as a first step for understanding various excited

state processes, static calculations are often performed with accurate electronic structure

methods. From these calculations important internal coordinates, which take part in the

nonradiative decay, can be identified. Then dynamical calculations can be performed for

the reduced space of these important internal coordinates. The results obtained with

static calculations are presented, in this thesis.

A photoexcited molecular system can switch from one electronic state to another

electronic state when they are close in energy. Avoided crossings, as shown in Figure 1.2

a, are often used to explain such a transfer. An avoided crossing can be described as

a region of the PES where two electronic states are very close in energy. However, due

to the presence of a finite gap in electronic energy, nonradiative decays that take place

on ultrafast timescales cannot be explained with avoided crossings. Zimmerman[10][11],

Michl[12], and Teller[13] independently introduced the idea of photochemical funnels

(Figure 1.2 b). It was suggested that nonradiative decay takes place from geometries

where two electronic states become degenerate. These real crossing points are known as

conical intersections (CI). CIs play a very important role in explaining photostability to
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molecules. CIs can be considered to have a similar importance in excited-state processes,

as transition states have in ground state chemistry.[14]

For the correct description of the PES near a CI, one has to use multi-reference

electronic structure methods in the calculation. Unlike, single-reference methods, like

HF, DFT, CCSD etc., these methods can simultaneously describe multiple electronic

states. In our studies, we have used the CASSCF and CASPT2 methods, which are

described in Chapter 2 of this thesis.

Outline of thesis

In Chapter 2, we briefly describe the computational methods used in this study. For

studying ground state reactions, the electronic structure methods employed are MP2,

CCSD, DFT. However, different theoretical methods are necessary for studying pho-

toexcited molecular reactions, as these studies involve situations of bond breaking, bond

stretching, and crossing of electronic states. These methods are known as multi-reference

methods. A brief introduction to CASSCF and CASPT2 methods is provided.

This thesis includes our work on understanding mechanisms responsible for photo-

stability of 5,6-dihydroxyindole (DHI) and barbituric acid (BA). DHI is a building block

for melanin which protects life from UV radiations, while BA is a proto-RNA nucleobase.

This study will be useful towards building a understanding of photostability of complex

biomolecules.

Chapter 3 describes our study on mechanisms for nonradiative decay of DHI. DHI is a

monomeric unit of eumelanin, a natural sunscreen present in human skin. Assuming that

DHI photophysics will be reflective of eumelanin photophysics, a bottom-up approach

has been employed to study its photophysics. Experiments on DHI show excitation

energy dependent fluorescence kinetics and our study reveals the reason for this. We

found two planar and one non-planar CIs through which photodecay of the excited state
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can take place. Accessing these CIs require the molecule to overcome energy barriers,

which is possible when the initial excitation is to higher vibrational states of the excited

electronic states. Thus, higher energy leads to shorter excited state lifetimes. This result

is significantly different from earlier results obtained with single-reference methods. Our

study also shows that isolated monomeric DHI cannot explain the ultrafast deactivation

of eumelanin.

In Chapter 4, we provide our results on the role of water in stabilizing the enol

tautomer of BA. BA is proposed to be a prebiotic nucleobase which played a role in the

emergence of RNA-based life. BA can exist as two tautomers: keto and enol. Theoretical

calculations on isolated BA predict that the keto tautomer is more stable than enol.

However, recent reports have shown that crystalline BA exists in the enol form. We have

explored the relative stability of this molecule in the aqueous environment. Our quantum

calculations on BA-water clusters, where the clusters were chosen systematically using

a molecular dynamics based scheme, show that the enol tautomer gets stabilized more

than the keto tautomer due to solvation.

For BA to be a candidate for proto-RNA, it must have been photostable to survive

the intense UV radiation present at the time when the ozone layer was absent. Recently,

transient absorption experiments on BA have explored its photodecay dynamics. Our

calculated photodecay pathways of BA help in interpreting these experiments. These

results are discussed in Chapter 5.



Chapter 2

Theoretical Background and

Methods

This chapter has two parts. First, we discuss the well-known idea of potential energy

surfaces (PES), which is a useful tool for describing mechanistic picture of photostability.

We also provide an introduction to the concept of conical intersections (CIs), which play

an important role in nonradiative decay of molecules. In the second part, we briefly

describe electronic structure methods, that are used for performing the studies presented

in this thesis. A more detailed description of these methods can be found in Ref [15].

2.1 Describing electronic and nuclear motion

The idea of PES provides an understanding of the nature of electronic states at various

molecular geometries. It emerges from the Born-Oppenheimer (BO) approximation.[16]

The BO approximation forms the basis for computational chemistry. Within this ap-

proximation one can study nuclear and electronic motions separately.

The total Hamiltonian for molecular system containing N electrons and M atoms can
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be written as:

Ĥ = T̂N + T̂e + V̂eN (r,R) + V̂NN (R) + V̂ee(r) (2.1)

In this Hamiltonian, the first two terms represent the kinetic energies of electrons and

nuclei respectively. The third term in the equation accounts for electrostatic attraction

between electrons and nuclei. The last two terms are for nuclear-nuclear and electronic-

electronic repulsion terms, respectively. r and R denote electronic and nuclear coor-

dinates, respectively. Without the term V̂eN (r,R) electronic and nuclear Hamiltonian

could be written separately. This separation would facilitate the description of the total

wavefunction of the system as a product of the electronic and nuclear wavefunctions.

Contribution of V̂eN (r,R) is not small and thus it cannot be neglected. BO approxima-

tion provides a solution to decouple the electronic and nuclear motion without neglecting

this term. As the mass of an electron is ∼2000 times smaller than the mass of a proton

(lightest nucleus of Hydrogen atom), nuclei move much more slowly compared to elec-

trons. BO approximation assumes that electrons adjust their motion instantaneously as

the nuclear geometry is changed. In other words, within this approximation we write

the electron-nuclear coupling term as V̂eN (r;R), i.e., a parametric dependence of nuclear

coordinates (R) is assumed. For a fixed nuclear geometry, we solve time independent

Schrödinger equation:

ĤelΨel(r;R) = Eel(R)Ψel(r;R) (2.2)

where, Ψel(r;R) is the electronic wavefunction and Eel(R) is the electronic energy at

a fixed nuclear geometry R. In computational chemistry, one of the oft repeated cal-

culations is solving this electronic Schrödinger equation at various nuclear geometries.

To solve the nuclear Schroödinger equation this electronic energy (and nuclear repul-

sion energy) serves as the potential energy. It can be imagined that nuclear motion

takes place on the PES. The approximation aspect of BO approximation lies in ignor-

ing the coupling between two electronic states due to change in nuclear geometry, i.e.,
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〈Ψi(r;R)| ∇A |Ψj(r;R)〉 and 〈Ψi(r;R)| ∇2
A |Ψj(r;R)〉, for all electronic states i and j.

While studying excited states, it is possible that two or more electronic states lie close

in energy.

Conical Intersections

The nonadiabatic coupling between two electronic states is inversly proportional to the

difference in energy of two electronic states. Two or more electronic states having a

small energy difference are called coupled electronic states. BO approximation fails

when two or more electronic states are coupled, as the nonadiabatic coupling terms in

such cases cannot be ignored. While studying photochemistry one has to often find

molecular geometries having degenerate electronic states. As stated earlier, CIs are

geometries that act as photochemical funnels for the transfer of molecular population

from one electronic state to another electronic state. Describing these regions of the

PES is central to studying nonradiative decay mechanisms.

Consider two interacting electronic states φ1 and φ2. The electronic Hamiltonian in

the basis of these two electronic states is written as follows:

Hel(R) =

H11(R) H12(R)

H21(R) H22(R)

 (2.3)

here, Hij(R) = 〈φi(r;R)| Ĥel(r;R) |φj(r;R)〉. For this matrix Hamiltonian to give de-

generate electronic states, it must follow the conditions given below.

H11(R) = H22(R)

H12(R) = H21(R) = 0

(2.4)

These two conditions mean that there are at least two nuclear degrees of freedom

along which the degeneracy of the electronic states can be broken in first order. These
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two directions are necessary to form the ’cone shape’ of conical intersections in nuclear

space. In diatomic molecules only one degree of freedom (bond length) exists, therefore

two states of same (spatial and spin) symmetry can not cross. This is know as the non-

crossing rule formulated by von Neumann and Wigner in 1929.[17] As several nuclear

degrees of freedom present in polyatomic molecules, it is possible in these systems that

two states of same symmetry can have an intersection.

Denoting these two degrees of freedom as x1 and x2. Within the linear approxi-

mation, we can show that these vectors are gradient difference vector and nonadiabatic

coupling vector,

x1 =
∂(E1 − E2)

∂R

x2 =
〈
φ1

∣∣∣∂H12

∂R

∣∣∣φ2〉 (2.5)

Here, E1 and E2 are adiabatic energies obtained by diagonalizing the Hamiltonian ma-

trix. A plane formed by x1 and x2 is known as branching plane. Degeneracy of the states

is lifted in the first order (linearly), while moving away from the CI in the branching

plane. As two PESs of interacting electronic states are crossing in the branching plane,

the topology of the PESs in this plane looks like a double cone. It is very important to

note that the branching plane can be uniquely defined by gradient difference vector and

derivative coupling vector, and hence CIs are not single points in geometric space but

there are infinitely many CIs along the intersection seam, which are orthogonal to the

branching plane. For a molecule with M internal degrees of freedom ( for a N-atomic

molecule, M=3N-6), there are M-2 coordinates orthogonal to the branching plane along

which degeneracy is maintained and such a hyperline in geometric space is called as the

intersection seam.[18][19] CIs are high dimensional entities, and are thus more accessible

in a photochemical reaction. The most relevant CI in a photochemical reaction however,

is the minimum energy geometry on the intersection seam. It is called the minimum en-
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ergy conical intersection (MECI). Generally in photochemical studies CI denotes MECI,

due to its relevance in photochemical reactions. Modern quantum chemistry codes rou-

tinely optimize CIs to find MECI. Here onward the term CI is used to represent MECI,

unless explicitly stated otherwise.

Pathway for Nonradiative Decay

Mechanistic studies of photostability involves description of pathways leading to non-

radiative decay of excited states. These pathways include minimum energy geometries,

transition states, and crossing electronic states (e.g. CIs and singlet-triplet crossing

points). Describing topology of electronic states along multiple degrees of freedom is an

arduous task and comprehending the mechanism responsible for nonradiative decay from

multidimensional PESs is not feasible. Instead, comparison of CI geometry with respect

to Franck-Condon geometry helps in understanding possible internal coordinates which

take part in the nonradiative decay. Depending on the complexity of internal coordinates

involved, there two possible ways of describing potential energy curves (PEC) that lead

to nonradiative decay. PEC is differentiated from a PES in that it is a one-dimensional

representation, as opposed to a PES which is M-dimensional, and hence computationally

unfeasible.

Relaxed Scan

Relaxed scan of PEC involves constraining one particular internal coordinate and opti-

mizing the geometry for all other internal coordinates of the molecule. In this fashion

a one-dimensional PEC is plotted to investigate the nature of electronic states. While

studying nonradiative decay, which is governed by a significant distortion of a single

internal coordinate, relaxed scan approach is employed. By comparison of CI geometry

with the FC geometry it can be examined, if there is an internal coordinate which is

changing significantly. For example, πσ∗/S0 CI, in heteroaromatic systems often involves
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significant elongation of X-H (X: heteroatom N,O) bond length.[20] For studying non-

radiative decay via πσ∗/S0 CI often relaxed scan approach is applied along X-H bond

stretching coordinate.

Performing relaxed scan is computationally expensive, as one has to do numerous

geometry optimizations along the constrained reaction coordinate. However, relaxed

scan of PEC provides an accurate description of barriers involved in accessing CI from

the FC geometry. This approach is not applicable if CI geometry has distortions along

multiple internal coordinates with respect to FC geometry.

Linearly Interpolated Internal Coordinates

In this approach intermediate geometries are generated by linear interpolation of FC

geometry to the critical geometry (CI, minimum, or intersystem crossing) on the excited

state taking part in nonradiative decay. Then, energy profiles for relevant excited states

and ground state is calculated at the geometries generated. The pathway obtained by this

approach may not be the actual pathway followed by molecules in nonradiative decay,

as gradients of excited states are not taken into account. However, barriers calculated

for accessing critical geometries from the FC geometry are upper bounds for the actual

barriers experienced by the molecule.

This approach is computationally less demanding, as there is no geometry optimiza-

tion involved. This approach is widely applied for explaining mechanisms of nonradiative

decay of DNA-nucleobases which are known to have out-of plane motions for accessing

ππ∗/S0 or nπ∗/S0 CIs.[21]

So far we have discussed the idea of PES and various ways of representing the path-

ways leading to nonradiative decay via CI. Now we introduce the electronic structure

methods that are routinely used for constructing these pathways.
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2.2 Single-Reference Methods

Finding the solutions to the electronic Schrödinger equation with a multi-electron (more

than 1) system is a central problem in electronic structure theory. Hatree-Fock approx-

imation is conceptually the most fundamental approach for solving this problem. This

is an independent particle approximation, i.e., the electronic wavefunction is assumed

to be a product of one electron wavefunctions. To fulfill Pauli’s exclusion principle,

this product is written in terms of a determinant, which is called as Slater determinant.

Slater determinant for n-electrons is given below.

Ψ =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(1)φ2(1)...φn(1)

φ1(2)φ2(2)...φn(2)

......

φ1(n)φ2(n)...φn(n)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.6)

here, each φi is a one electron wavefunction. These wavefunctions are written as linear

combinations of atomic orbitals as, φi =
∑

α cαξα. Here, ξα are atomic orbitals. Then

the linear variation method is applied, for finding the Slater determinant with minimum

energy, i.e., E0 = 〈Ψ|Ĥel|Ψ〉. This leads to n eigenvalue equations as shown below.

f(i)φa(i) = εaφa(i) (2.7)

Here, εa is the eigenvalue of orbital φa. f(i) is the Fock operator defined as:

f(i) = − ~2

2me
∇2
i −

M∑
A=1

1

4πε0

ZAe
2

|ri −RA
+ νHF (i) (2.8)

νHF (i) is the effective energy, so-called mean field, felt by the ith electron due to presence

of other electrons. For calculating f(i) we need to find orbitals for all the electrons,

including the ith electron. By solving the eigenvalue equations we find a set of orbitals
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{φa}. HF is a self-consistent field approach for finding the mean field experienced by

electrons.

HF method does not account for both static and dynamical correlation, which is

experienced due motion of electrons. Dynamical correlation is added in post-HF meth-

ods, for example MP2 [22], CCSD [23][24], and others, by constructing multi-electron

wavefunction as a linear combination of Slater determinants. The linear combination of

Slater determinant is constructed in such a way that it is an eigenfunctions of the spin

operator (Ŝ2), and this is called a configuration state function (CSF).

The Configuration Interaction is the simplest of the post-HF methods. In this

method, the electronic wavefunction is constructed as a linear combination of Slater

determinants or CSFs, as shown below.

Ψ = C0Ψ0 +
∑
s

CsΨs +
∑
d

CdΨd +
∑
t

CtΨt ... (2.9)

here, Ψ0 is the Slater determinant obtained from HF calculation, Ψs are all the Slater

determinants obtained by singly replacing an occupied HF orbital with each unoccupied

orbital obtained, to represent a singlet excitation. Similarly d represents double re-

placement or double excitation and so on. Considering all possible excited determinants

leads to a full Configuration Interaction approach. For a given basis, full Configuration

Interaction gives exact results, but this approach is not computationally feasible.

Electronic structure methods based on the HF method, called as single-reference

methods, are not suitable for describing molecular systems with degenerate-ground state

and while dealing with bond breaking situations. In the excited state, where two or

more electronic states often cross each other due smaller geometrical distortions, the

single-reference methods do give accurate results. In such situations one has to use

multi-configurational methods.
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2.3 Multi-reference methods

Complete-Active Space Self-Consistent Field (CASSCF) method

CASSCF is a multi-reference method.[25][26] Similar to Configuration Interaction, in this

method the wavefunction is expanded as a linear combination of CSFs. The molecular

orbital space is divided into three categories: the inactive orbitals, the active orbitals, and

the secondary orbitals. The inactive orbitals remain doubly occupied, while secondary

orbitals are kept unoccupied, during the course of the calculation. On the other hand

active orbitals, which contain some occupied and some unoccupied orbitals obtained

from HF calculation, have partial occupancy between 0 and 2 in a CASSCF calculation.

The CASSCF wavefunction is generated by full Configuration Interaction type expansion

within the active space, composed of active orbitals, Na and active electrons, ne. An

active space used for a CASSCF calculation, ne including number of active electrons

and N number of active orbitals, is represented by CAS(ne,N). Figure 2.1 shows the

schematic representation of the active space CAS(4,5).

NCSF =
2S + 1

N + 1

(
N + 1
ne
2 − S

)(
N + 1

ne
2 + S + 1

)
(2.10)

The measure of difference between the Configuration Interaction method and the CASSCF

method is that, in CASSCF not only are the weights of CSFs optimized but also the

molecular orbitals describing each CSF. For a system with spin-state S, and active space

CAS(ne,N), total number of CSFs generated for the CASSCF wavefunction is given by

equation 2.10. The time taken for CASSCF calculation scales in a factorial manner with

the size of active space. In principle, one can include all orbitals and electrons in the

active space, but this is essentially performing a full Configuration Interaction calcula-

tion including optimization of molecular orbitals in each CSF. The choice of active space

is the key step in a CASSCF calculation. On one hand, a bigger active space makes

the problem computationally unfeasible and on the other hand,s smaller active spaces
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Figure 2.1: Description of the orbital space for the HF calculation and for the CASSCF
calculation. The active space is shown of 4 electrons in 5 orbitals.

may not describe the chemical problem under study accurately. General guidelines for

choosing an active space, while dealing problems involving excited states of heterocyclic

systems are given below.

Selecting an active space

• For the calculation of vertical energies, if possible include all n, π and corresponding

π∗ orbitals.

• Calculate electronic excited states of the system using single-reference methods

like EOM-CCSD, CC2, TDDFT, and others. This gives an idea of orbitals taking

part in the excited states. Include all the important orbitals as seen from these

calculations.

• Typically for heterocyclic systems, Rydberg-type orbitals located along the het-

eroatom (N, O, S..) take part in the excitation to lowest few excited states. This

is not described correctly if the basis set does not contain diffuse-functions. First,
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check if Rydberg-states are important for the photochemical reaction under study.

For this purpose perform single-reference calculations with basis set including dif-

fuse functions. If it turns out that Rydberg-states are important then one has to

use the ‘correct’ basis set.

• If the reaction path involves stretching of any bond then σ and σ∗ orbitals located

along that bond should be included in the study.

• Occupied orbitals having occupation greater than 1.98 and unoccupied ones having

less than 0.02, along the photoreaction path can be omitted from the active space.

While studying photostability of molecules, one has to study multiple electronic

states simultaneously. Thus, we have use the state-averaged CASSCF method. In

this method, the average energy of the selected electronic states is minimized. While

CASSCF takes into account non-dynamical correlation, the lack of dynamical correlation

is a serious drawback of the CASSCF method. To overcome this, one has to use methods

like second-order perturbation correction to CASSCF (CASPT2), multi-reference config-

uration interaction (MRCI).[27] In our studies we have employed the CASPT2 method

to include dynamical correlation.

CASPT2 method

As the name suggests the CASPT2 is a perturbative method with the zeroth order ref-

erence wavefunction is the CASSCF wavefunction.[28] In this thesis, we have employed

two flavors of the CASPT2 method: single-state CASPT2 (SS-CASPT2)[29][30] and

multi-state CASPT2 (MS-CASPT2) [31]. MS-CASPT2 method is computationally ex-

pensive. Thus, for calculating energies along reaction paths (where multiple calculations

of energy are involved), we have used the SS-CASPT2 method.

Often CASPT2 calculations suffer from convergence issues due to intruder states. We

have used a level-shift in the CASPT2 calculation to overcome this issue, as suggested
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in the literature.[32] Using level shifts in the calculation adds a constant to the zeroth

order Hamiltonian, which can overcome the issue of intruder states. However, inclusion

of level shift compromises the accuracy of the energy computation. It is advised that

the level shift should not be higher than 0.3 a.u.

Due to high computational cost, CASPT2 is widely used for calculating single point

energies of the system, while geometries are calculated with other methods like CASSCF.

The commonly used protocol for studying reaction mechanisms in photophysics and pho-

tochemistry of molecules is CASPT2//CASSCF approach.[33] In this approach, geome-

tries are optimized with the CASSCF method and then energy of the geometry is refined

using the CASPT2 method. The CASPT2 and CASSCF calculations were performed

with Molpro software package[34][35].



Chapter 3

Nonradiative Decay of

5,6-Dihydroxyindole

3.1 Introduction

Eumelanin is a pigment that imparts color to skin, hair, and eyes of humans and many

other animals.[36] Chemically, eumelanin is a biopolymer that has a broad UV–visible

absorption.[37][38] On photoexcitation, it undergoes nonradiative relaxation on the ul-

trafast time scale with quantum yields close to unity.[39] Because of these characteristic

photoproperties, eumelanin plays a key role in protecting the skin from harmful UV

radiation present in sunlight. In spite of its importance to life, its exact structure

and its mechanisms for conversion of high frequency radiation into heat are not well-

understood. Given its complex structure, a bottom-up approach is a pertinent strategy

for mechanistic study of the photoproperties of eumelanin. This involves studying the

photophysics and photochemistry of the building blocks or basic constituent molecules

of eumelanin in great detail, using accurate quantum chemical methods or spectroscopic

techniques, and then proceeding to understand the more complex structures formed from

these constituents with less sophisticated approaches. The major building blocks of eu-
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Figure 3.1: Structure of DHI in its stable form

melanin are the heterocyclic molecules 5,6-dihydroxyindole (DHI), indolequinone, and

5,6-dihydroxyindole carboxylic acid.[37][38][40] Herein, we present an in-depth study of

the photophysics of DHI using multi-reference quantum chemical calculations.

The excited-state dynamics of DHI has been studied using transient absorption spec-

troscopy in 2009[41] and time-resolved fluorescence in 2011[42] by the research group

of Sundström. These studies, performed in buffer solutions, found that the dissipative

mechanisms after photoexcitation were strongly dependent on the excitation wavelength.

On the basis of experimental evidence from the two studies, the following explanation

was proposed for the wavelength-dependent dynamics: Shorter wavelengths populate

the second optically bright state to an increasing extent. This state undergoes internal

conversion to the lowest optically bright state (S1) and can additionally undergo fast

deactivation by electron transfer to the solvent, resulting in formation of a DHI radical

cation and a solvated electron. The associated fluorescence lifetime is 110 ps. Longer-

wavelength light leads to excitation of the S1 state, for which the ultrafast excited-state

deactivation by electron transfer to the solvent is not accessible and shows a relatively

long lifetime of 1.7 ns.

Quantum chemical calculations, in combination with experimental studies, can pro-

vide detailed mechanistic insight into the excited-state dynamics. There have been

several theoretical studies on the structure and photoproperties of DHI,[43–51] most of

which were published before the experimental studies by Sundström and co-workers.

DHI can have different tautomeric forms of which the structure where the nitrogen is in
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the amine form and both the oxygens are in the enol form has been found to be the most

stable[45] (Figure 3.1). Vertical excitation energies of DHI have been calculated using

semiempirical methods,[43, 44] time-dependent density functional theory.[45, 47, 49, 50]

The photophysics and photochemistry of DHI on excitation to the first bright state has

been investigated by Sobolewski and Domcke using the CC2 (approximated singles and

doubles coupled-cluster) method.[48] On absorbing light, the formation of a photoprod-

uct via excited-state intramolecular proton transfer (ESIPT) from the hydroxyl group at

position 5 to the carbon at position 4 is predicted (refer to Figure 3.1 for atom number-

ing). Further, the photoproperties of the ESIPT product 4-hydro-6-hydroxyindole-one

(HHI) have been explored. The electronic structure approach used in these studies, CC2,

has been used in a variety of excited-state applications and is similar in accuracy to MP2

for ground states. However, being a single reference method it fails in regions where two

states are degenerate and is therefore not able to accurately describe potential energy

surfaces at conical intersections (CIs). In the present study the deactivation mechanisms

of DHI after photoexcitation to its first and second optically bright electronic states are

investigated by optimizing relevant CIs and estimating barriers to access these CIs from

the Franck-Condon (FC) region. We used multi-reference electronic structure approaches

the complete active space self-consistent field (CASSCF)[52] method with second order

perturbative energy corrections (CASPT2).[53] We examined energy transfer channels

due to stretching of the XH bonds (X = N, O), which are known to play an impor-

tant role in radiationless decay of heteroaromatic molecules.[54–57] We also investigated

pathways involving out-of-plane distortions of the molecule. We compared these differ-

ent relaxation pathways and interpreted the observed frequency-dependent deactivation

of DHI[42] in light of our calculations.
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3.2 Methods

Ground-state geometries of different conformations of DHI were optimized using the

Møller–Plesset second-order perturbation (MP2)[22] method and the cc-pVDZ basis

set.[58] For the calculation of vertical excitation energies and oscillator strengths, two

methods were used: equation of motion coupled cluster singles and doubles (EOM-

CCSD)[59, 60] and also the multistate (MS) version of CASPT2.[28][31] Cs symmetry

was used. Since in a MS-CASPT2 calculation all the states must belong to the same ir-

reducible representation of a point group, we used the following procedure to include the

lowest seven singlet states (including the ground state), which belong to different irre-

ducible representations of the Cs point group. First, using Cs symmetry, a state averaged

(SA) CASSCF calculation was performed with three A
′

and four A
′′

states correspond-

ing to the lowest seven singlet states. Then, explicit Cs symmetry was dropped, but the

zeroth-order wave function and orbitals for the MS-CASPT2 calculation were taken from

this SA-CASSCF calculation. Because of the absence of explicit symmetry, all the seven

states now trivially corresponded to the same irreducible representation. A level shift of

0.3 au was used for convergence of the MS-CASPT2 calculation. We used an active space

consisting of 10 electrons in 10 orbitals (10,10) consisting of three pairs of π−π∗ and two

pairs of σ−σ∗ orbitals (Figure 3.2). The geometry optimization of excited states S1 and

S2, conical intersections (CIs) in the plane of the molecule, and corresponding pathways

related to nonradiative decay of the first bright state were calculated using seven singlet

states (three A
′

and four A
′′

states) in the SA-CASSCF wave function with the explicit

use of Cs symmetry. The same active space as that in the vertical energy calculation

was used. Pathways for nonradiative decay of the first bright state were calculated

with a combination of two approaches: linearly interpolated internal coordinates (LIIC)

and relaxed scan calculations. In the former approach, geometries connecting critical

points are obtained by interpolating them in internal coordinates at linear intervals, and
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energies of relevant electronic states are calculated at these geometries. In the latter

approach, one internal coordinate (usually that which changes significantly between the

critical points and called the driving coordinate) is held fixed at different intermediate

values, and for each fixed value of the driving coordinate all other coordinates are ob-

tained by optimizing the energy of the relevant electronic state. Dynamical correlation

was included using the state specific (SS) CASPT2 method with a level shift of 0.3 au,

using the SA-CASSCF reference wave function. Similar SA-CASSCF calculations with

the lowest four states (2A
′

+ 2A
′′
) were also performed to compare the effect of state

averaging. Non-planar CIs of the first bright state (11ππ∗) with the ground state, and of

the second bright state (21ππ∗) with the first bright state (11ππ∗) state, were optimized.

The SA-CASSCF method was used to locate these geometries and perform correspond-

ing LIIC calculations. In the case of the 11ππ∗/S0 CI, two pertinent states (S0 and

11ππ∗) were used in the state-averaged wave function, and for the 21ππ∗/11ππ∗ CI the

two pertinent states in addition to the ground state (S0, 11ππ∗, and 21ππ∗) were used.

An active space for these calculations consisted of 10 electrons in 10 orbitals (10,10),

which includes four pairs of π − π∗ orbitals and a pair of σ − σ∗ orbitals. As compared

to the previous (10,10) active space, a π − π∗ pair is included in lieu of a σ − σ∗ pair

for a correct description of non-planar structures, where the π-system is distorted. Dy-

namical correlation was included using the SS-CASPT2 method[29][30] (level shift 0.3

au) for the LIIC calculations. The EOM-CCSD, CASSCF, and CASPT2 calculations

were performed using the 6-31++G** basis set.[61] The Molpro 2012 quantum chemistry

software was used for all calculations.[34][35]

3.3 Vertical Excitation Energies

The optimized global minimum structure of the ground state of DHI is shown in Figure

2a, where the oxygen atom at position 6 is the hydrogen bond donor, and the oxygen
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Figure 3.2: Active space containing 10 electrons in 10 orbitals

atom at position 5 is the hydrogen-bond acceptor. This is taken to be the geometry from

which electronic excitation takes place upon photo-absorption. Addition of diffuse func-

tions to the basis set does not make a significant difference in the calculated optimized

structure.

Calculated vertical excitation energies and oscillator strengths at the ground-state

geometry are presented in Table 3.1. On the one hand, from the oscillator strength

values, the bright states can be identified to correspond primarily to electronic transitions

from an occupied π to an unoccupied π∗ orbital (ππ∗ transitions). On the other hand,

the dark states correspond primarily to πσ∗ transitions. We have investigated why the

ππ∗ states have a significant oscillator strength, while the πσ∗ states have negligible

oscillator strengths.

Note that the σ∗ orbitals associated with the lowest–lying dark states are Rydberg-

type orbitals. For the correct description of these states it is necessary to use diffuse
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Table 3.1: Calculated Vertical Excitation Energies (∆E) and Oscillator Strengths (f) of
DHIa

MS-CASPT2/6-31++G** EOM-CCSD/6-31++G** CC2/aug-cc-pVTZb

Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f

11ππ∗ 4.61 0.0476 4.58 0.1161 4.39 0.141
11πσ∗ 5.01 0.0023 4.76 0.0017 4.67 0.0001
21πσ∗ 5.19 0.0005 4.84 0.0032 4.77 0.0037
31πσ∗ 5.58 0.0029 5.13 0.0003
41πσ∗ 5.86 0.0055 5.17 0.0002
21ππ∗ 6.37 0.2544 5.24 0.1045 4.83 0.067

a The values for the bright states are shown in bold. b Values as reported in Ref [48].

Table 3.2: Effect of diffuse functions on the vertical excitation energies calculated using
the EOM-CCSD method. Energy values are in eV.

Transition 6-31++G** 6-31G*

11ππ∗ 4.58 4.74
21ππ∗ 5.24 5.51
11πσ∗ 4.76 6.86
21πσ∗ 4.84 7.34
31πσ∗ 5.13 7.63
41πσ∗ 5.17 7.89

a The values for the bright states are shown in bold.

Table 3.3: Calculated Vertical Excitation Energies (∆E) and Oscillator Strengths (f) of
DHIa using (10,12) active space

MS-CASPT2/6-31++G** EOM-CCSD/6-31++G**
Transition ∆E (eV) f ∆E (eV) f

11ππ∗ 4.54 0.0395 4.58 0.1161
11πσ∗ 4.89 0.0028 4.76 0.0017
21πσ∗ 5.03 0.0011 4.84 0.0032
31πσ∗ 5.31 0.0004 5.13 0.0003
41πσ∗ 5.34 0.0035 5.17 0.0002
21ππ∗ 5.57 0.0084 5.24 0.1045

a The values for the bright states are shown in bold.
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Figure 3.3: (a) Ground-state equilibrium geometry and conical intersection geometries
between (b) 11ππ∗ state and ground state, (c) 11ππ∗ and 11πσ∗ states, (d) 11πσ∗ state
and ground state along the NH stretch coordinate, (e) 11πσ∗ state and ground state
along the OH stretch coordinate and (f) the two lowest bright states. Bond lengths are
in angstroms, and angles are in degrees.
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functions in the basis set. In fact, if diffuse functions are not included, these Rydberg

states do not appear among the lowest excited states. The energies of the πσ∗ states

however were found to not change significantly whether diffuse functions were included

or not (Table 3.2).

The vertical excitation energies calculated with MS-CASPT2 have the same ordering

as the EOM-CCSD values, although the actual values are slightly greater. With more

valence–type orbitals in the active space (five pairs of π − π∗ orbitals instead of three),

the MS-CASPT2 vertical energies show better agreement with the EOM-CCSD values

(Table 3.3) but require a relatively large level shift of 0.4 au for convergence. Moreover,

including five pairs of π − π∗ orbitals along with other necessary σ-type orbitals in

the active space is computationally impractical for a large number of calculations and

was therefore not used for other geometries. The use of Cs symmetry for all vertical

energy calculations was necessary to obtain consistent values across the MS-CASPT2 and

EOM-CCSD approaches. Imposing symmetry helps in convergence to correct solutions

by restricting the optimization space of the wave function, without compromising on the

flexibility of the space required for the correct description of the wave function.

Interestingly, the Rydberg-type σ∗ orbitals characterizing the lowest few excited

states are located around the NH and 5-OH bonds, but not around the 6-OH bond (Fig-

ure 3.2). The 6-OH σ∗ orbital is much higher in energy. This destabilization appears

to be related to the participation of 6-OH in hydrogen-bond formation. To investigate

this, we studied a phenol dimer model system, where we start with a hydrogen-bonded

dimer and then move the monomers apart to see the effect of distance on the canonical

Hartree–Fock orbital energies of the two OH σ∗ orbitals (the 6-31++G** basis set was

used). On the one hand, Figure 3.4 shows that at large O–H distances, the energies

of the σ∗ orbital of the donating and accepting hydroxyl groups are degenerate as ex-

pected. On the other hand, at shorter O–H distances, where hydrogen-bond interactions

are present, the energy of the σ∗ orbital on the donating OH bond (σ∗d) increases, while
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Figure 3.4: Energies of σ∗ orbitals of donor and acceptor OH groups in phenol dimer
along donor-acceptor distance. Also energy of lone pair on acceptor oxygen atom is
plotted.

the energy of the other σ∗ orbital (σ∗a) does not change significantly. This trend can be

rationalized based on molecular orbital interaction of the nonbonding n orbital on the

acceptor oxygen atom with the empty σ∗ orbital along the donor OH bond, giving rise

to a stabilized bonding (contributing to formation of the hydrogen bond and having pri-

marily acceptor oxygen n character) and a destabilized anti–bonding (having primarily

σ∗ character). Figure 3.4 shows the energy stabilization of the n orbital accompany-

ing the destabilization of the σ∗d orbital. Consequently, the σ∗d orbital with a relatively

high energy is not associated with the lower πσ∗ transitions of the phenol dimer and by

extension with the lower energy transitions of DHI.

3.4 Excited-State Equilibrium Geometries and Conical In-

tersections

Geometry optimization for the lowest ππ∗ and lowest πσ∗ states (S1 and S2 states, respec-

tively, at the ground-state geometry) resulted in geometries similar to the ground-state
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equilibrium structure. The energy of the 11ππ∗ minimum calculated at the CASPT2

level is 4.25 eV with respect to the equilibrium ground-state energy. This can be com-

pared to the observed emission maximum of DHI, which is at 3.2 eV.[42] The difference

between the two values can be attributed at least partially to the solvatochromic shift

in the experimental results, which are performed in water (calculated dipole moments of

the ground and 11ππ∗ are 2.5 and 3.0 D, respectively) and also to the lack of inclusion

of zero-point effects in the calculation. In the case of the πσ∗ state, finding a minimum-

energy structure is in contrast to previous single reference studies, which suggested that

the πσ∗ state has a barrierless dissociative potential energy surface for detachment of

the hydrogen atom from the OH group at position 5.[48]

A search for the minimum-energy CI geometry between the first bright state (11ππ∗)

and the energetically close by 11πσ∗ state was performed starting from the ground-state

geometry. This resulted in a CI structure shown in Figure 3.3c. The main difference

with respect to the FC geometry is an increase in the COH angles. Orbital analysis

at this CI geometry showed that the σ∗ orbital in the πσ∗ state continues to be a

combination of σ∗ orbitals along the NH and OH bonds, like it was at the FC geometry.

Given that the antibonding σ∗ orbital has a node along the center of the XH bonds,

one can expect stabilization of πσ∗ state due to stretching of these bonds. At the same

time, these geometry perturbations would destabilize the ground state and likely lead

to an intersection between the two states. Hence, we performed CI searches between

the lowest πσ∗ state and the ground state by starting from two structures with the NH

and OH bonds stretched separately. Figure 3.3d,e shows the CI geometries obtained,

where the NH and OH bonds are significantly stretched. These CIs can act as funnels

for radiationless energy transfer of the molecule from the excited πσ∗ state.

A CI search between the 11ππ∗ and ground state was initiated by starting with

several distorted structures by twisting the C4–C5 and C6–C7 bonds of DHI, similar to

the procedure followed to obtain the out-of-plane CIs in adenine.[62] These ring-puckered
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initial distortions led to three CIs. The lowest energy CI (Figure 3.3b) has an energy

that is 0.46 eV higher than the 11ππ∗ state at the FC geometry, while the others have

higher energies. The C5 moves significantly out of the plane, and the dihedral angle

δ(C5C6C7C8) = 41.8o. Unsubstituted indole has a similar non-planar CI, with the C6

going out of the plane,[63] and the dihedral angle δ(C9C8C7C6) = 32.9o.[64]

A CI between the two ππ∗ bright states was also found, and this involves not only out-

of-plane motions of hydrogen atoms attached to the nitrogen atom and the neighboring

carbon atom but also the hydroxyl group attached to carbon C6 (Figure 3.3f). The CI

is accessible with small geometry changes with respect to the FC geometry.

3.5 Pathways for Nonradiative Decay

In this subsection, we present the pathways for nonradiative decay after photoexcitation

to the first two bright states — S1 (11ππ∗) and S6 (21ππ∗). For the 11ππ∗ state, there is

a CI with the S2 (11πσ∗) state near the FC geometry. Since there is no single dominant

coordinate responsible for this CI to be accessed after vertical excitation, we performed

LIIC calculations to find the path connecting the FC geometry to the CI. As in the case

of several heteroaromatic molecules,[55][56][65] this is expected to be the predominant

path along which the molecular population transfers from the bright ππ∗ to the dark

πσ∗ state. Another LIIC calculation was performed to connect this CI to the minimum

on the πσ∗ state. From this minimum-energy structure, stretching of the NH and OH

bonds leads to two other CIs. We performed relaxed scans on the σ∗ state for finding

pathways leading to these CIs with the ground state.

The SA-CASSCF energies of the lowest seven states along the two pathways for non-

radiative decay after photoexcitation to the 11ππ∗ state are shown in Figure 3.5. Since

the lowest three states are particularly significant for understanding the de-excitation

dynamics of the first bright state, the energies of these states along the deactivation
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Figure 3.5: Pathways for nonradiative decay of first bright state calculated using the 7
SA-CASSCF method. In both (a) and (b), the first section of the abscissa represents the
LIIC path connecting the FC and S1/S2 CI geometries, and the next section represents
the LIIC path connecting the CI with the minimum energy structure on the πσ∗ state.
The final section corresponds to a relaxed scan on the πσ∗ state connecting its minimum
energy geometry to its conical intersection with the S0 state along the (a) NH and (b)
OH stretching coordinates. Insets in both (a) and (b) display zoomed part of LIIC path
connecting FC and S1/S2 CI, with energies for S1 and S2 plotted.

Figure 3.6: Potential energy profiles calculated using CASPT2 method along CASSCF
geometries. In both (a) and (b), the first section of the abscissa represents the LIIC
path connecting the FC and S1/S2 CI geometries, and the next section represents the
LIIC path connecting the CI with the minimum energy structure on the πσ∗ state. The
final section corresponds to a relaxed scan on the πσ∗ state connecting its minimum
energy geometry to its conical intersection with the S0 state along the (a) NH and (b)
OH stretching coordinates.
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Figure 3.7: Potential energy profiles calculated using CASPT2 method along 4 SA-
CASSCF geometries. In both (a) and (b), the first section of the abscissa represents the
LIIC path connecting the FC and S1/S2 CI geometries, and the next section represents
the LIIC path connecting the CI with the minimum energy structure on the πσ∗ state.
The final section corresponds to a relaxed scan on the πσ∗ state connecting its minimum
energy geometry to its conical intersection with the S0 state along the (a) NH and (b)
OH stretching coordinates.

Figure 3.8: (a) and (b) show the change in the nature of lowest energy σ∗ CASSCF
orbital (from Rydberg to valence) along NH and OH bond stretching for relaxed scan
along πσ∗ state, respectively. The energies of πσ∗ and the ground states are plotted
along this path calculated with 7SA-CASSCF method with (10,10) active space.
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pathways are calculated including dynamical electron correlation: the CASPT2 energies

for these states are presented in Figure 3.6. Note that the S1/S2 intersection geometry at

the CASPT2 level changes slightly from the abscissa value calculated at the SA-CASSCF

level and marked as CI in the figure. Similar potential energy curves calculated with

SA-CASSCF with the lowest four states followed by CASPT2 corrections are shown in

Figure 3.7.

The πσ∗ state has a minimum-energy geometry and an energy barrier along the

NH and OH paths to access the CI with the ground state. This behavior is typical

of πσ∗ states in heteroaromatic molecules such as pyrrole, indole, and phenol, and it

has been widely discussed in the literature.[54][55][56][65] The nature of the σ∗ is of

3s Rydberg type in the FC region and changes to valence σ∗ as the OH or NH bond

is stretched and eventually to a 1s orbital on the hydrogen atom (Figure 3.8). The

change of state character is reflected in the double well shape of the potential energy

surface. The effective energy barriers along the NH and OH bond-stretching paths, that

is, the difference between the energy after vertical excitation to the 11ππ∗ state and

the maxima on the 11πσ∗ state along the two paths, are 0.63 and 0.30 eV, respectively.

These values are similar (0.78 and 0.36 eV) for a state-averaged calculation with the

lowest four states. The trend in these barrier heights — NH greater than OH — is the

same as in 5-hydroxyindole, where the barrier at the EOM–CCSD level with respect to

the lowest point on the 11πσ∗ curve along the OH path is just in the excess of 0.1 eV,

while that along the NH path is 0.46 eV.[66] Also in 5-hydroxyindole, experiments led

the authors to speculate that there is no transfer of hydrogen from hydroxyl group at

position 5 to the neighboring carbon, which is consistent with the pathways obtained by

us for DHI.[66]

Accessing the 11πσ∗/S0 CI after excitation to the first bright state involves significant

stretching of the NH and OH bonds. To explore the importance of coupling of other

vibrational modes to these stretches, we performed rigid scans of the energies of the
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Figure 3.9: Rigid scan of potential energy curves along (a) NH and (b) OH stretching
coordinates with CASPT2/7SA-CASSCF method. The lowest three states are plotted.

lowest seven states by stretching only the NH and OH bonds starting from the FC

geometry and keeping other internal coordinates fixed. The same level of theory as for

the relaxed scans was used (Figure 3.9). The barrier with the rigid scan is higher than

the relaxed scan. The major distortions accompanying the NH and OH stretches are in

the C5OH and C6OH angles. For example, at the constrained bond length of NH = 1.3

Å, the rigid scan has θ(C5OH) = 107.9o and θ(C6OH) = 105.5o, which are just the values

of these angles at the FC geometry. These change on relaxation to 112.7o and 111.4o,

respectively. Similarly, at the constrained bond length of OH = 1.3 Å, θ(C5OH) and

θ(C6OH) change on relaxation from the FC values to 120.2o and 108.8o, respectively.

These distortions are reflective of the σ∗ orbitals having a mixed character with NH and

5OH components, and furthermore the presence of hydrogen bonding between the 5OH

and 6OH.

The CASPT2 energies of the 11ππ∗ and ground state along the LIIC path connecting

the FC geometry with the 11ππ∗/S0 CI was calculated (Figure 3.10). The energy of the

CI is 0.46 eV with respect to the 11ππ∗ vertical excitation energy, and there is no further

barrier on the path to access this intersection.
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Figure 3.10: LIIC pathway connecting FC geometry to ring-puckered 11ππ∗/S0.
CASPT2 single point energy calculations were performed.

Figure 3.11: LIIC pathway con3necting FC geometry to CI between two bright states.
CASPT2 single point energy calculations were performed.
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For understanding the nonradiative decay mechanism of the second bright state (S6),

we calculated CASPT2 energies along the path connecting the FC geometry to the CI

with the first bright state (Figure 3.11). The pathway to the non-planar CI is energet-

ically downhill and barrierless. This suggests that on photoexcitation of the molecule

to the second bright state, internal conversion to the first bright state takes place at an

ultrafast time scale.

On the basis of the calculations of pathways, we are in a position to propose deac-

tivation mechanisms of DHI starting from the S1 (ππ∗) state, which could be reached

either by direct photoexcitation or by internal conversion from the second bright state.

From the state, DHI accesses the conical intersection with the nearby πσ∗ state, thereby

transferring molecular population to this πσ∗ state. Then the molecule can move toward

the πσ∗ minimum and potentially access the CI with the ground state by stretching the

OH or NH bonds based on the available vibrational energy in the respective modes.

Comparing the vertical energy of S1 with the energy of the highest energy point on the

πσ∗ pathway suggests that the excitation to higher vibrational states on the S1 state is

required for the molecule to have sufficient energy to overcome the barrier for access-

ing the conical intersection with the ground state. Similarly, accessing the out-of-pane

11ππ∗/S0 CI, which is higher in energy than the vertical energy of S1, requires excitation

to higher vibrational states.

The present study assists in interpreting the time-resolved fluorescence experiments

of Huijser, Pezzella, and Sundström.[42] In these experiments, a marked excitation en-

ergy dependence of the fluorescence lifetime is observed. The lifetime decreases when

the excitation frequency is increased. The long lifetime on excitation to the first bright

can be rationalized based on the barriers present for accessing the 11πσ∗/S0 CI and

also the 11ππ∗/S0 CI. Higher-frequency excitation, besides producing a larger fraction

of DHI in the second bright state, can excite the molecule to higher vibrational states of

the first bright state and hence provide energy to cross the barrier and lead to a shorter
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excited-state lifetime. For the second bright state, there is a possible competition and

consequent branching between two decay channels, both of which are likely to occur on

the subpicosecond time scale: one, a barrierless internal conversion to the lower 11ππ∗

state through a CI, and two, an electron transfer to the solvent to form the DHI radical

cation. The latter, that is, the radical cation formation, was attributed with the short

lifetime after excitation to the 21ππ∗ state by Sundström and co-workers but is beyond

the scope of the present study.

3.6 Conclusions

The study of the deactivation mechanisms of DHI using multi-reference methods pro-

vides insights that are significantly different from earlier studies with single-reference

methods.[48] After excitation to the lowest optically bright state (11ππ∗), the molecule

undergoes internal conversion to the 11πσ∗ state through an easily accessible CI. The

11πσ∗ state is found to have a minimum-energy geometry, in contrast to earlier sug-

gestions of barrierless hydrogen migration from the hydroxyl group to the neighboring

carbon atom occurring on this state. Barriers were found for nonradiative decay of the

11πσ∗ state along NH and OH stretching coordinates to relax to the ground state. The

11ππ∗ state additionally has a ring puckered CI with the ground state, but it is higher in

energy than the vertical excitation energy of 11ππ∗ and effectively has a barrier for ac-

cess. Excitations to higher vibrational states can overcome these barriers and explain the

experimentally observed excitation energy dependence of the excited-state lifetimes.[42]

For the second optically bright state (21ππ∗), internal conversion to the 11ππ∗ state is

possible through a barrierless CI. However, there is also the possibility of electron transfer

to water,[42] about which no conclusions can be drawn from the present investigation,

which is on isolated DHI. Further studies on the DHI radical cation and the interaction

of DHI with solvent molecules are needed.
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A higher barrier was observed for accessing the πσ∗/S0 CI along the NH bond stretch-

ing as compared to OH bond stretching. This may suggest that energy transfer may take

place predominantly through the OH pathway, but effects such as gradients and initial

energy available in particular modes need to be taken into account to make accurate

predictions. At the πσ∗/S0 CI, the molecule on the πσ∗ state can either nonradiatively

decay to the ground state or continue on the repulsive part of the potential energy sur-

face and dissociate to form DHI radical and a free hydrogen atom. These processes

would depend on the local topology of the potential energy surface, wavepacket veloc-

ity, and the coupling between states. Nonadiabatic dynamical studies are necessary to

understand the branching ratios of these competing processes.

In DHI, the antibonding σ∗ orbital corresponding to the hydrogen-bonded OH bond

(6-OH) was found to be much higher in energy than the 5-OH σ∗ orbital. This can be

understood based on molecular orbital interaction of the σ∗ with the nonbonding orbital

on the hydrogen-bond acceptor. Further investigations are required to establish whether

this is a general feature of hydrogen-bonded systems. The relatively long excited-state

lifetime of DHI proposed from our study, along with previous experimental evidence,

suggests that the photoproperties of isolated monomeric DHI cannot explain the pi-

cosecond deactivation properties of eumelanin. Dimers and polymers of DHI, and their

interactions with other building blocks of eumelanin, need to be studied to understand

such properties.



Chapter 4

Solvation-Driven Keto-to-Enol

Tautomerization of Barbituric

Acid

4.1 Introduction

Barbituric acid (BA) is a proposed proto-RNA nucleobase.[67–69] Proto-RNA has been

speculated to be a precursor of RNA and contains nucleobases which form nucleosides

more easily than the current nucleobases. BA is a pyrimidine-based molecule struc-

turally similar to the RNA nucleobases uracil and cytosine. Unlike these contemporary

nucleobases, BA shows the formation of glycosidic bonds to produce nucleosides and

nucleotides via simple chemical routes.[70, 71] It has also been shown re-cently that BA

when mixed with melamine in water readily forms a base pair, analogous to the Watson-

Crick base pairs, which is a property used for information transfer in living systems.[70]

These observations are useful for understanding the evolution of RNA on prebiotic earth,

with water as the abundant solvent. Besides playing a possible role in the evolution of

life, BA is well known as the parent molecule of barbiturate drugs, which act on the
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central nervous system and have a wide variety of pharmacological applications.

BA can undergo tautomerization due to hydrogen transfer from methylene or amine

groups (see Figure 4.11a) and shows as many as 16 tautomers.[72] For nucleobases, tau-

tomerization plays an important role when present in RNA or DNA. In fact, the structure

and function of RNA and DNA is crucially determined by the dominant tautomeric forms

of their constituent nucleobases. This was recognized as early as 1953 by Watson and

Crick, who based their proposed structure of DNA on the assumption that the most

plausible tautomeric form of the four nucloebases is keto.[73] Minor tautomeric forms

have been suggested to lead to mutation of DNA during replication[74–77] and tran-

scription.[78] In the case of RNA, minor tautomeric forms of nucleobases are proposed

to play an essential role in the catalytic role of ribozymes and also in the recognition of

ligands by riboswitches.[79–82] The tri-keto form of isolated BA, henceforth referred to

as the keto form or keto tautomer, is the most stable tau-tomer (Figure 4.1a) and the

enol form the second most-stable tatutomer (Figure 4.1bb).[72, 83–86] The keto form is

11 kcal/mol more stable than the enol form based on these studies. On the other hand,

in the solid state, the enol form of BA has been found to be more stable than the keto

form.[87, 88] BA is found to spontaneously convert from the keto to the enol form. The

greater stability of the enol form has been attributed to the formation of addi-tional

inter-molecular hydrogen bonds as compared to the keto form in the crystal leading to

a more stable lattice energy.[87, 88] In aqueous solution, which is the most biologically

relevant environment for BA, there is no definitive understanding about its most stable

tautomer. Studies modeling the aqueous environment as a dielectric continuum suggest

that the isolated enol tautomer gets more stabilized in water than the isolated keto tau-

tomer by 3 kcal/mol, but the keto form continues to be the most stable.[84, 89] In a

similar study, performed with a different solvation model, it was found that solvation

does not affect the relative stability of keto and enol tautomers.[83] Effect explicit water

molecule on the activation barrier energy studied semi-empirical methods has suggested
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Figure 4.1: Relevant tautomers of barbituric acid: (a) keto and (b) enol.

reduction in barrier height by 26.5 kcal/mol.[82] In a similar study performed using

quantum chemical method, it was found that water molecule taking part in hydrogen

transfer at the transition state reduced keto-to-enol transition barrier height by 32.7

kcal/mol, which resulted in keto-to-enol transition barrier height of 30.7 kcal/mol.[72]

Recently, the effect of explicit water molecules on the relative stabilities of BA tautomers

has been studied using DFT calculations by considering 3 water molecules complexed

with BA.[ba˙2106] Since BA has the possibility of forming several hydrogen bonds with

water, considering only 3 solvating water molecules are not enough to draw conclusions

about the relative stability of its tautomers in solution.

There are several studies on the effect of hydration on the stability of different tau-

tomeric forms of nucleobases other than BA. To study the relative stability between keto

and enol tautomers in uracil and 5-bromouracil, Monte-Carlo calculations have been per-

formed with 400 water molecules, to obtain one suitable input structure for quantum

optimization of solute with closest 50 water molecules.[89] Hobza and co-workers in their

studies on relative stabilities of tautomers of all DNA and RNA nucleobases in the aque-

ous phase, performed MD simulations of nucleobase along with 2 water molecules to

generate structures for classical optimizations, followed by clustering.[90–93] The study

showed that some tautomers which are not the most stable in the gas phase can get

stabilized due to interaction with water molecules. The studies Danilov and Hobza ac-

count for explicit solvation effects. However, in the former study only one structure
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of cluster containing solute and 50 water molecules is considered, which does not ac-

count for enough sampling. On the other hand clusters examined in the later study

contain just 2 water molecules, which does not adequately describe hydration effects.

Genetic Algorithms have also been applied for ideintifying golbal minimum of molecular

clusters.[gas1, 94, 95] Such algorithms could also be applied for studying the relative

stability of clusters containing BA-tautomer and interacting water molecules.

Various experimental methods have been employed to study tautomerization in

DNA/RNA nucleobases. Fluorescence spectroscopy of thymine tautomers have shown

possible existence of the less stable enol form in the aqueous phase.[96] Similarly, for

5-chloro-uracil, using fluorescence spectroscopy it was shown that enol tautomer con-

tributes to the spectra at pH4.[97] FTIR experiments on cytosine-water complexes in

Argon-matrix have shown stabilization of iso-cytosine tautomer.[98]

In this chapter, we present a detailed study of the change in the relative stability of

keto and enol tautomers of BA with increasing extent of hydration. A computational

procedure based on a combination of MD simulations and quantum chemical calculations

is used, which treats water explicitly, accounts for statistical effects and is computation-

ally practical. The results suggests that the enol tautomer of BA gets significantly

stabilized due to interaction with water, and is in fact the more stable tautomer of BA

in the aqueous phase as opposed to isolated BA where the keto form is more stable. IR

and NMR experiments independently support this conclusion.

4.2 Computational Details

DFT was applied for optimizing the minimum energy geometries of isolated BA-tautomers

as well as clusters containing BA-tautomer and water molecules. The Becke 3-parameter

Lee-Yang-Parr (B3LYP) hybrid functional was employed.[99, 100] The 6-31++G** basis

set was used for the description of hydrogen bond interactions in solute-solvent clusters.
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The Gaussian 09 package was used for all quantum chemical calculations.[101]

Molecular dynamics simulations for keto and enol tauto-mers of BA were performed

using GROMOS 53A6 force field.[102] The force field parameters were obtained using

the automatic topology builder (ATB).[103] The partial charges that are used to run MD

trajectories, as obtained with ATB, are shown in Figure 4.2. Two sets of simulations

were performed: one for keto tautomer and the other for enol tautomer. Same protocol

was followed for both of these sets of simulations. A cubic box of length 21 Åwas

created and the BA-tautomer at the center of the box. Energy was minimized using

steepest descent method for 10000 steps.[104] The box was solvated with 323 SPCE water

molecules[105] for enol and 322 SPCE water molecules[105] for keto. Energy of each

system was minimized with steepest descent method for 10000 steps.[104] Then NVT

simulation was performed for 10 ns at constant temperature 300 K using Nosé-Hoover

thermostat[106, 107] with a coupling constant of 0.4 ps. Later, NPT simulation was

performed for 30 ns at constant temperature 300 K using Nosé-Hoover thermostat[106,

107] and constant pressure 1 bar using Parrinello-Rahman barostat[108] with a coupling

constant of 0.4 ps each. After NPT run box dimensions changed to 21.4 Åfor system

with keto tautomer and 21.6 Åfor system with enol tautomer. Finally, we performed

production run for 100 ns, using NVT conditions (as mentioned above). The time step in

each simulation was 1 fs. Periodic boundary conditions were employed in all directions

to mimic the bulk effect. Particle Mesh Ewald method[109] with a cut-off of 10 Åwas

used for calculating electrostatic interactions. 10 Åwas applied for calculating van der

Waals interactions. Molecular dynamics (MD) simulations were performed with the

Gromacs 4.5 package.[110] Data obtained from production run was considered for the

further analysis.
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Figure 4.2: Partial charges used to run MD trajectories: (a) keto and (b) enol (c) water.

4.3 Results and Discussion

Geometry optimization of the two lowest energy tautomers of BA, namely the keto and

enol tautomers, at the B3LYP/6-31++G**level of theory suggests that the keto form

is more stable than enol by 9.91 kcal/mol. This is consistent with previous calculations

have predict this relative stabilization to be 13.68 kcal/mol (B3LYP/6-31G*)[84] and

10.82 kcal/mol (B3LYP/D95**).[85] We also optimized the isolated molecules at the

MP2/cc-pVDZ level of theory and found a similar relative stability of 10.52 kcal/mol.

To account for the bulk effects of water on the stability of the tautomers the polariz-

able continuum solvation model (PCM) has been used. The relative stability of keto

was to be 8.11 kcal/mol. This relative energy difference matches very well with 8.09

kcal/mol calculated at the B3LYP/IEF-PCM/6-311++G** level of theory.[111] As the

effect of PCM corrections to relative stability is negligible we did not use PCM in further

calculations.

4.3.1 Clusters with 1-4 Solvating Water Molecules

Starting geometries for the optimizations were chosen intuitively by adding water molecules

which are hydrogen bonded to BA. Key structural difference between keto and enol tau-

tomers is at the C5 and C6 positions. Thus, it is essential to see the effect of hydration by

adding explicit water molecule(s) in C5-C6 and C6-N1 moieties. We performed geometry

optimizations of clusters including BA molecule and water molecule(s) hydrogen bonded
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BA at the C6 position as presented in Figure 4.3. These clusters were obtained by man-

ual optimizations of various initial geometries, which were chosen in such a way that the

water molecule(s) is(are) interacting with the BA molecule via hydrogen bonding with

carbonyl or hydroxyl groups at the C6 position.

Addition of one water molecule is simple in the case of keto form since carbonyl

group can only act as acceptor and water molecule can be situated near the C5-C6 or

C6-N1 moiety. On the other hand for enol, the water molecule can act as hydrogen bond

donor with the C6-N1 moiety or hydrogen bond acceptor with the C5-C6 moiety when

interacting with the hydroxyl group. These optimized geometries are shown in Figure

4.3a. The upper panel of Figure 4.3a represents clusters of type 1 and lower panel

represents clusters of type 2. We find that the hydroxyl group of enol tautomer does

not act as hydrogen bond acceptor when interacting with one water molecule. Several

structures were optimized with an initial structure having water molecule placed in an

N1-C6 moiety of enol and as a hydrogen bond donor to the hydroxyl group but, all

of these structures led to breaking of water-hydroxyl hydrogen bond and formation of

hydrogen bond between N1 and O of a water molecule.

Adding second water molecule to both the clusters of a BA-1 water molecule (Figure

4.3a) is possible in such a way that it can either form a hydrogen bond with the first

water molecule or it forms a direct hydrogen bond with the carbonyl (keto) or hydroxyl

(enol) groups. With this, there are three possibilities to add a second water molecule

as shown in Figure 4.3b. Starting with three types of clusters of BA-2 water molecules

(Figure 4.3b), the addition of a third water molecule leads to two possible types of

clusters. These clusters are shown in Figure 4.3c. Finally, the addition of a fourth

water molecule to the clusters of BA-3 water molecules leads to only one unique possible

cluster as shown in Figure 4.3d. Table 4.1 presents average energies and dipole moments

of clusters containing 1-4 water molecules with keto and enol tautomers. Clusters with

enol tautomer are stabilized more than the clusters with keto tautomer on the addition
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Table 4.1: Energies of clusters with 1–4 water molecules. Energies are given in kcal/mol
and dipole moments (DM) in Debye. Average energies and DMs for each cluster are
presented. Zero is adjusted with respect to the lowest energy cluster for 1–4 water
molecules.

Number of Number of Keto Enol Relative
water types Energya DMa Energya DMa Stability

0 1 0.00 1.19 9.91 4.60 9.91
1 2 1.44 1.86 9.87 7.49 8.44
2 3 3.55 2.36 12.09 6.33 8.55
3 2 0.72 3.39 7.76 6.53 7.04
4 1 0.00 3.26 5.80 4.38 5.80

a Clusters have occurrence percentage higher than 50% (except for the case of cluster type for
enol 511111 and 611211), which means that any other type of cluster in these cases is not as

probable as the ones presented here. For enol 5-hydrogen bonds with water, the second largest
abundant cluster is 510121 with percentage 20.73 and for enol 6-hydrogen bonds with water,

second largest cluster is 611121 with percentage 21.59.

of water molecules. This additional stabilization of enol clusters is probably due to

stronger hydrogen bonding of enol tautomer than keto tautomer with surrounding water

molecules in clusters. It is necessary to add more water molecules to predict the effect

of solvation on the relative stability of keto and enol tautomers in water. For adding 5th

and beyond water molecules to the system, based on intuition, there are many possible

ways. As for example, a 5th water molecule can be added in 4 different ways for keto,

i.e. between N1-C2, C2-N3, N3-C4, and C4-C5 moieties. Also, generating clusters by

adding 5th water molecule in all possible ways would lead to high variations in energies,

which in turn adds to the error in values for relative stability. Hence, initial geometries

for quantum optimizations of clusters containing more than 4 water molecules cannot

be chosen in a systematic way just based on intuition.

4.3.2 Solvation Effects with MD Simulation

MD simulations were performed to study the effect of solvation on the keto and enol

tautomers. These simulations are useful for mimicking the bulk water environment
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Figure 4.3: Clusters of BA with water molecules. Inclusion of 1, 2, 3 and 4 water
molecules in (a), (b), (c) and (d) respectively. Structures on left are keto and right is
enol in each group. Numbers near each cluster represent cluster type with num-ber in
parenthesis showing relative energy (in kcal/mol) of the cluster with respect to lowest
energy cluster in each group.
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around the solute molecules.

In principle, relative stabilities of keto and enol tautomers can be calculated using

MD. For this, we calculated the average potential energy of solute and 25 surrounding

water molecule classically from MD simulations. The water molecules with center of

mass closest to the solute were considered. However, as MD does not describe electronic

rearrangement in the molecules, hence we cannot calculate internal energy classically.

Secondly, force field description for keto and enol differs due to the presence of a hydroxyl

group in enol, it adds to 1-4 interactions and dihedral energies. The difference in energy

due these factors is very small (in orders of magnitude) compared with average potential

energies of systems and hence errors associated with relative energy calculations are

higher than relative energy calculated quantum chemically. For these reasons, calculating

relative energy from classical MD simulation cannot give accurate results.

Choosing clusters containing solute and surrounded water molecules for performing

quantum optimization is an arduous task. We performed single-point energy calculations

for clusters chosen from MD trajectory. These clusters containing solute and surround-

ing water molecules were selected at regular intervals from the MD trajectory. Quantum

chemical calculations of energy are highly sensitive to the orientations molecules in clus-

ters. Thus, quantum chemical energies calculated in this fashion gave higher variations

in relative energy as much as 10 kcal/mol.

For an appropriate comparison of relative stability, it is necessary that clusters that

are chosen for quantum chemical calculations should be taken from their most proba-

ble occurrence. In MD simulations, trajectory spends higher time in orientations with

higher free energy. Choosing such configurations as an input for further quantum chem-

ical calculations would yield statistically meaningful results. A most common way of

obtaining such most probable structure in MD is performing cluster analysis based on

mean square displacement (MSD). However, as water molecules are highly mobile it

is difficult to perform cluster analysis when water is the solvent. To remedy this, we
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propose a protocol for systematically choosing clusters with the higher number of water

molecules. We did clustering based on the distribution of hydrogen bonds between solute

and solvent molecules.

Figure 4.4 describes the normalized distribution plot of solute-solvent hydrogen

bonds. Geometrical criteria to determine if hydrogen bond exists is same as than used

in Gromacs software package.[110] This criteria is defined as following, a hydrogen bond

is assumed to exist when donor–acceptor distance ≤ 3.5 Åand hydrogen–donor–acceptor

angle is ≤ 30o. This distribution is obtained by first plotting histograms for solute-

solvent hydrogen bonds for keto and enol tautomers separately and then normalizing

the sum of the probability of dydrogen bond to unity. An average number of hydro-

gen bonds distribution between solute and solvent molecules is at 6.9-hydrogen bonds

for enol and at 5.9-for keto. This distribution implies that one extra hydrogen bond is

formed by the enol tautomer with water molecules than that by the keto tautomer. A

number of solute-solvent hydrogen bonds having a relative population greater than 0.2

is considered to be most-probable event in the MD trajectory. Frames having 5, 6, and

7 solute-solvent hydrogen bonds for keto, and6, 7, and 8 solute-solvent hydrogen bonds

for enol are most-probable clusters. For comparison of relative stability of keto and enol,

we considered clusters having 5-to-8 solute-solvent hydrogen bonds. Further analysis of

these most-probable frames yielded that, 5 solute-solvent hydrogen bonds are formed

with 5-surrounding water molecules for keto and for enol. A similar observation was

made for 6, 7 and 8 solute-solvent hydrogen bonds, i.e., X solute-solvent hydrogen bonds

are formed with X surrounding water molecules. For further analysis, these frames were

extracted with solute and hydrogen bonded water molecules.

4.3.3 Cluster with 5-8 Solvating Water Molecules

The artificial breaking of solvent-solvent hydrogen bonds occurs while extracting clusters

containing solute and hydrogen bonded solvent molecules from MD trajectory. Addi-
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Figure 4.4: Distribution of hydrogen bonds between BA and water molecules. In this
distribution plot the total probability of hydrogen bonds is normalized to unity. Total
333334 MD-frames along the production run (100 ns) were used for this analysis.

tionally, orientations of molecules in these clusters are due to kinetic energy obtained

in MD simulation. Thus, we performed quantum chemical optimization of geometries

obtained for these clusters. As these optimizations are computationally demanding, and

thus to perform these calculations for less number of clusters is intended. To do so we

further classified these clusters using a number of possible ways a particular number of

solute-solvent hydrogen bonds can be formed.

Both keto and enol tautomers have five possible centres for forming hydrogen bonds

with water molecules, each of this centre can form a different number of hydrogen bonds.

These centres are N1–H, C2=O, N3–H, C4=O, and C6=O for keto (C6–OH for enol).

Further, a given number of solute-solvent hydrogen bonds can be formed in many differ-

ent ways, a different number of hydrogen bonds formed via each centre on BA molecules.

This hydrogen distribution is analyzed from a six dimensional histogram. Abscissa for a

six dimensional histogram is denoted by generating a string starting with a number (H)

followed by six one digit numbers each representing number of hydrogen bonds formed
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via (N1–H, C2=O, N3–H, C4=O, C5–H/H2 and C6=O/–OH), i.e. HN1C2N3C4C5C6.

H is the total number of hydrogen bonds formed between solute and solvent molecules.

Other numbers denote number of hydrogen bonds formed via each centre. For example

a string 7121201 for enol means there are 7 solute-solvent hydrogen bonds and both the

N-H groups and the O-H group form 1-hydrogen bond each whereas both the carbonyl

groups form 2-hydrogen bonds. Same string for keto tautomer means 7 solute-solvent

hydrogen bonds and both N-H and C6=O groups form one hydrogen bond, while C2=O

and C4=O forms two hydrogen bonds each. Note that hydrogen bonds formed by C5–

H/H2 are always zero.

Distribution of 5 solute-solvent hydrogen bonds is relatively simple, as for both keto

and enol, this distribution peaks, when each centre on BA molecule forms exactly one

hydrogen bond with exactly one water molecule (Figure 4.5). It is similar in the case

of 8 solute-solvent hydrogen bonds, where 2 hydrogen bonds are formed via each car-

bonyl/hydroxyl groups and 1 hydrogen bond is formed via each N-H centre (Figure

4.8).

The case is a little complicated for 6 and 7 solute-solvent hydrogen bonds. Distribu-

tion of 6 solute-solvent hydrogen bonds within 5-centres on the solute molecules is shown

in Figure 4.6. Pie-chart on each centre presents various occurrences of hydrogen bonds

with water molecules when total solute-solvent hydrogen bonds were 6, during the course

of MD trajectory. Figure 4.7, shows a similar distribution of 7 solute-solvent hydrogen

bonds formed in MD trajectory. From this classification, various types of clusters were

obtained. Table 4.2 describes types of clusters having some highest percentage based on

occurrence in MD trajectory. Clusters with the highest population in each type were

chosen for quantum optimization.

Bulk water environment is assumed to be similar for solvated keto and enol tautomers

beyond water molecules that are directly hydrogen bonded to solute. In real conditions,

water molecules in the clusters form hydrogen bonds with outer water molecules in bulk
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Table 4.2: Percent occurrence of clusters chosen for quantum optimizations in the MD
trajectory.

Keto Enol
Cluster type Occurrence %a Cluster type Occurrence %a

5111101 69.73 5111101 36.41
6111201/6111102 60.53 6111201 44.04
7121201/7121102 55.14 7121201 56.50
8112202 68.13 8112202 50.84

a Clusters have occurrence percentage higher than 50% (except for the case of cluster type for
enol 511111 and 611211), which means that any other type of cluster in these cases is not as

probable as the ones presented here. For enol 5-hydrogen bonds with water, the second largest
abundant cluster is 510121 with percentage 20.73 and for enol 6-hydrogen bonds with water,

second largest cluster is 611121 with percentage 21.59.

Figure 4.5: Distribution (Pie chart) of 5 solute-solvent hydrogen bonds formed via each
hydrogen bond centre on the solute (a) keto and (b) enol. Colours represent number of
hydrogen bonds.
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Figure 4.6: Distribution (Pie chart) of 6 solute-solvent hydrogen bonds formed via each
hydrogen bond centre on the solute (a) keto and (b) enol. Colours represent number of
hydrogen bonds.

Figure 4.7: Distribution (Pie chart) of 7 solute-solvent hydrogen bonds formed via each
hydrogen bond centre on the solute (a) keto and (b) enol. Colours represent number of
hydrogen bonds.
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Figure 4.8: Distribution (Pie chart) of 8 solute-solvent hydrogen bonds formed via each
hydrogen bond centre on the solute (a) keto and (b) enol. Colours represent number of
hydrogen bonds.

water, which are not present in these optimizations, it is an artifact of quantum op-

timization of clusters. Thus, clusters having alterations in a number of solute-solvent

hydrogen bonds after quantum optimizations were omitted from further analysis. Figure

4.9 shows the relative energies of enol-water clusters with respect to keto-water clusters.

Data points in red represent the relative energies for clusters obtained by manual op-

timizations starting with various initial geometries. Relative energies of clusters that

were obtained from MD simulations are shown with green data points. We observe that

with the addition of water molecules in the clusters not only the relative energy of enol

decreases, for clusters containing 8-water molecules the relative energy becomes nega-

tive. This observation suggests that enol gets stabilized due to interaction with water

molecules and in solution it becomes co-existent with keto tautomer.
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Figure 4.9: The relative stability of enol-water clusters with respect to keto-water clus-
ters. Red indicates the values obtained for clusters with 0-4 water molecules, while green
indicates 5-8 water molecules. Clusters with 5-8 water molecules are chosen from the
distribution of hydrogen bonds.

Figure 4.10: Dipole moments of clusters of BA with 0-8 solvating water molecules. Figure
shows average dipole moment for clusters with specific number of water molecules.
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4.4 Discussion on stabilization of enol tautomer in solution

Figure 4.9 shows that addition of water molecules to clusters containing BA-tautomer

results in the increased stabilization of the enol tautomer clusters with respect to the

keto tautomer clusters. There are several reasons for this. The first is the higher dipole

moment of enol than keto. Figure 4.10 presents the average dipole moments of clusters

with keto and enol tautomers. It can be observed that clusters with enol tautomers

consistently have higher dipole moment than corresponding clusters with keto tautomer.

This suggests that enol would get stabilized more than keto on solvation. Moreover, the

MD simulations suggest that on average an extra hydrogen bond is formed by enol

tatuomer with water molecules with respect to keto tautomer (see Figure 4.4). Figures

4.5, 4.6, 4.7 and 4.8 show that the enol tautomer has a propensity for the formation

of an extra hydrogen bond via C4=O position than the keto tautomer for the similar

position. Additionally charges on hydrogen atoms in enol are higher than in keto as

shown in Figure 4.2. It is also observed that oxygen atoms in carbonyl groups at 2 and

4 positions have higher charges in enol than in keto. This hints at stronger hydrogen

bond formation, with surrounding water molecules, by enol tautomers, than hydrogen

bonds formed by keto tautomer. In summary, stabilization of enol with respect to keto

in solution can be explained based on higher dipole moment, tendency for formation

of an extra hydrogen bond, and formation of stronger hydrogen bonds due to greater

charge separation.

4.5 Conclusions

We have used various theoretical and experimental techniques to study the relative sta-

bility of keto and enol tautomers of BA in aqueous phase. Our multipronged approach

conclusively suggests a delicate balance between the amount of keto and enol tautomers

present as the extent solvation is increased. Theoretical calculations predict that with
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the increase in the number of water molecules interacting with BA tautomer, the enol

tautomer gets more stabilized than the keto tautomer, which is validated by IR spec-

troscopy (as presented in Appendix B) performed in acetonitrile (which mimics gas-phase

conditions), in water and in a mixture of these solvents. Such stabilization of enol tau-

tomer is in-contrast to earlier studies performed with continuum solvation models, which

indicates that effect of interactions of explicit water molecules is necessary for correct

prediction of relative stability of tautomers.

Theoretical calculations predict that as the extent of solvation is increased to 8

interacting water molecules enol and keto tautomers are likely to coexist due to their

small relative energy difference. This suggests that possibly for higher number of water

molecules (or in bulk water) also keto tautomers are present along with enol tautomers,

though enol becomes more stable than keto in such conditions. This is observed in NMR

experiments (as presented in Appendix C), which show very small contribution to the

spectra due to keto tautomer in aqueous phase.

In aqueous solution, the enol form gets stabilized due to hydrogen bonding with

solvent molecules. There is possibility of one more hydrogen bond in enol form compared

to the keto form, and based on charge analysis the bonds are stronger in the enol than

the keto tatutomer. This can be contrasted with the stabilization of the enol form in the

solid state, which has been previously suggested to be due to inter-molecular hydrogen

bonding among BA molecules.

We have proposed a protocol to systematically study the relative stabilization due

to solvation i.e., hydrogen bonds, in a collection of tautomers. This protocol can be

extended to study other clusters formed by different types of weak interactions like

n-π∗, π-π∗, and van Der Waals interactions.

We now point out some possible sources of errors in our calculations. For instance,

quantum calculations involve errors due to limitations of the basis sets, density func-

tionals used, and choice of initial structure provided for geometry optimiation. Similarly
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classical MD simulations can give spurious results as internal (electronic) energy is not

described and molecule can deform without these considerations, resulting in unphysical

structures. As the theoretical and experimental studies give congruent results in this

case, it is possible that the choice theoretical methods are best suit for studying such a

problem.

The combined theoretical and experimental study shows that the relatively large

energy difference between tautomers of nuelcueobases ( 11 kcal/mol) can be overturned

by solvation. This understand will useful to understand the role of barbituric acid as

pre-RNA nucleobase.



Chapter 5

Photophysics of Barbituric Acid

5.1 Introduction

Canonical nucleobases act as chromophores in RNA, with a maximum absorption near

260 nm.[112] Owing their ultrafast nonradiative decay dynamics, these molecules possess

a high degree of photostability.[4] This ultrafast internal conversion provides a mecha-

nism by which electronic energy is transferred to molecular vibrations, and then to the

surroundings in the form of heat. Various gas-phase experimental and theoretical studies

have revealed that the mechanisms behind photostability of nucleobases are sensitive to

its tautomeric [113, 114] or isomeric form [115, 116], and substitutions present in the

molecule [117, 118].

RNA is a product of chemical and biological evolution. As stated in Chapter 4,

proto-RNA, from which current RNA has evolved, have recognition units (nucleobases)

different from canonical or contemporary nucleobases.[119] On the surface of early earth,

UV radiations were predominant in the ambient environment due to the absence of the

ozone layer in the atmosphere. This poses a very important question: What is the role

played by photostability of proto-RNA nucleobases, that led to the eventual choices of

contemporary nucleobases?
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Figure 5.1: Structures of (a) uracil, and BA in (b) enol (c) keto tautomeric forms.

In order to address this question, several researchers have explored the effects of

substitution on excited-state processes in current nucleobases.[120, 121] Along with these

types of studies, it is also necessary to study the excited-state dynamics of proposed

proto-RNA nucleobases and then compare them with those of canonical nucleobases.[111,

122]

As discussed in Chapter 4, the proto-RNA nucleobase barbituric acid (BA) exists

predominantly in its enol tautomeric form in solution, while isolated BA is stable in

its keto form. Enol form of BA is structurally similar to uracil (Figure 5.1). In a

recent study, transient absorption spectroscopy was used to study the spectroscopic

and photophysical properties of BA.[111] The steady state absorption spectrum of this

molecule was measured for various pH conditions of aqueous buffer. It was suggested

that under neutral pH conditions the enol tautomer (5.1b) is predominantly present,

while for a lower pH of 2.0, the keto tautomer (5.1c) becomes predominant. Further,

the absorption maximum near 257 nm was attributed to the enol tautomer in neutral

pH and the keto tautomer in acidic conditions. Excited-state dynamics of this molecule

was studied by exciting the molecule at 268 nm. Two timescales of photodecay were

observed: 180 and 300 fs. It was found that these lifetimes are very similar in neutral

and acidic pH conditions, which led authors to conclude that both enol and keto have

very similar ultrafast decay dynamics.

Quantum chemical studies can provide mechanistic insights to ultrafast decay pro-

cesses. Delchev and Ivanova have studied mechanisms of nonradiative decay of BA, which
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were published before the experimental work which has been described above.[123] In

this work, pathways for photoinduced dissociation of –NH and –OH bonds were calcu-

lated for several tautomers of BA. It was found that, πσ∗ and nσ∗ states play a dominant

role in such dissociative mechanisms of nonradiative decay. Later, Shterev and Delchev

studied the effect of solvent polarity on the dissociative nonradiative decay mechanism

for the keto tautomer of BA (Figure 5.1c) along the –NH stretching mode.[124] It was

concluded that in polar solvents the –NH dissociative pathway is disfavoured. Both of

these studies were performed at the TDDFT level of theory. However, the experimentally

observed ultrafast lifetimes of 180 and 300 fs cannot be explained with these studies.

In this work, we have investigated the deactivation mechanisms of both the tautomers

of BA post photoexcitation to lowest bright state. Using the CASSCF method, relevant

conical intersections (CI) were optimized and pathways leading to these CIs were calcu-

lated using CASPT2 methods. From these pathways we can explain the experimental

observation of ultrafast lifetime of the excited states.

5.2 Computational Methods

Ground-state equilibrium geometries of both the tautomers were optimized with the

Møller–Plesset second-order perturbation method [22] with Dunning’s double-zeta (cc-

pVDZ) basis set[58]. The absorption spectra was calculated with vertical excitation

energies and oscillator strengths computed using the TDDFT method[125] with the

B3LYP functional[99, 100] and 6-31G** basis set. For constructing the absorption spec-

tra, Gaussian band shape, of standard deviation 0.4 eV and normalization constant

proportional to the oscillator strength, were assumed. The calculated vertical excitation

energies of both the tautomers were shifted by 30 nm for the final calculation of the ab-

sorption spectra. The calculations of vertical excitation energies and oscillator strengths

were performed with the Gaussian software package.[101]
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Figure 5.2: Orbitals included in the active space for studying nonradiative decay mech-
anism of enol tautomer. (14,11) active space consists of (14,10) active space along with
σ∗ orbital.

We also calculated vertical excitation energies using EOM-CCSD [59, 60] as well as

MS-CASPT2 [31] methods. The state averaged (SA) CASSCF calculation, with the

lowest 4 states for enol and the lowest 5 states for keto (including ground state), was

performed for as reference to the MS-CASPT2 calculation. The active space for enol-

tautomer consisted of 3 π − π∗, 4 lone-pair orbitals, and a Rydberg-type σ∗ orbital

along the hydroxyl group, i.e., a (14,11) active space (Figure 5.2). Calculations for keto-

tautomer were performed with a (14,10) active space without including the Rydberg-type

orbital (Figure 5.3). These calculations were performed using the 6-31++G** basis set.

For the enol-tautomer, the optimizations of CIs and calculations of pathways, which

involve πσ∗ state, were performed with the same active space, state averaging and basis

set as used for the calculation of vertical excitation energy. The calculations of excited

minimum energy structures, CIs and pathways for nonradiative decay which do not

involve the πσ∗ state, were performed with the (14,10) active space, 3 state averaged
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Figure 5.3: Description of (14,10) active space used for studying nonradiative decay
mechanism of keto tautomer.

CASSCF wave function, and the 6-31G** basis set.

For keto-tautomer, the calculations of excited state minimum energy structures, CIs

and pathways leading to nonradiative decay were calculated using the same active space

and state averaging as that used for vertical excitation energy calculations. The 6-31G**

basis set was used in these calculations. The state specific (SS) CASPT2 method [30]

was used to include dynamical correlation with a level shift of 0.3 au, while calculating

pathways for nonradiative decay.

5.3 Equilibrium Geometry and Vertical Excitation Ener-

gies

Ground state optimized geometries of keto and enol tautomers are shown in Figure 5.4.

The keto tautomer has a slightly non-planar structure, while the enol tautomer has a

planar structure. Planarity of the enol tautomer is mainly due to the presence of the

C5=C6 double bond, which makes the system aromatic. On absorption of light, the
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Figure 5.4: Ground state equilibrium geometries of keto and enol tautomers.

Table 5.1: Calculated Vertical Excitation Energies (∆E) and Oscillator Strengths (f)
for keto-tautomer of BA using EOM-CCSD, CASPT2/CASSCF(14,10) active space, and
TDDFT methods

EOM-CCSD/6-31++G** MS-CASPT2/6-31++G** CAM-B3LYP/6-31++G**
Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f

S1 (nπ∗) 5.17 0.0005 5.48 0.0003 4.99 0.0004
S2 (nπ∗) 5.48 0.0020 5.70 0.0011 5.35 0.0016
S3 (nπ∗) 6.31 0.0039 6.49 0.0004 6.08 0.0024
S4 (ππ∗) 6.72 0.2210 6.97 0.3250 6.48 0.1499

electronic excitation is supposed to take place from these geometries.

Table 5.1 and Table 5.2 list the calculated vertical excitation energies and oscillator

strengths of states up to the lowest bright state for keto and enol tautomers, respectively.

Both keto and enol have a ππ∗ state as their bright state. A bright state is identified

by the corresponding oscillator strength. The inspection of excitation energies suggests

that keto absorbs at higher energy (smaller wavelength) than enol. The difference in the

vertical excitation energies of keto and enol can be attributed to the absence/presence

of C5=C6 double bond. As this bond is present in enol tautomer, its excitation energies

can be compared with the similar-in-nature pyrimidine nucleobase, uracil.

For the enol tautomer, ππ∗ excitation energies, 5.75 eV (EOM-CCSD), 6.20 eV (MS-

CASPT2) and 5.57 eV (TDDFT), are comparable to that of uracil as presented in Ref

[126], with values of 6.24 eV and 5.79 eV calculated using two different active spaces
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Table 5.2: Calculated Vertical Excitation Energies (∆E) and Oscillator Strengths (f)
for enol-tautomer of BA using EOM-CCSD, CASPT2/CASSCF(14,11) active space, and
TDDFT methods

EOM-CCSD/6-31++G** MS-CASPT2/6-31++G** CAM-B3LYP/6-31++G**
Transition ∆E (eV) f ∆E (eV) f ∆E (eV) f

S1 nπ
∗ 5.48 0.0001 5.46 0.0002 5.33 0.0000

S2 πσ
∗ 5.74 0.0043 6.15 0.0093 5.66 0.0093

S3 ππ
∗ 5.75 0.2751 6.20 0.5324 5.57 0.1965

with the MRCI method. This similarity in excitation energies is expected due to the

structural similarity between the enol tautomer and uracil. Further, absorption spectra

of uracil in various solvents is observed to be near 260 nm.[127] This comparison hints

to the point that the maximum in the steady state absorption absorption [111] near 260

nm is due to the enol-tautomer.

We calculated the absorption spectrum, using TDDFT(B3LYP)/6-31++G** method,

for BA, assuming a variable relative concentration of keto and enol tautomers, as pre-

sented in Figure 5.5. The abscissa in this figure is shifted by 30 nm for a better match

with experimental values. Such a systematic shift is reasonable as zero-point energy

correction and solvent effects were not considered while calculating the spectra. This

calculation suggests that only the enol tautomer absorbs the radiations near 260 nm.

Transient absorption experiments for BA, as presented in Ref [111], were performed

by exciting the molecule at 267 nm. Based on the assumption that keto and enol, both

absorb near 260 nm, and keto being more stable in acidic pH while enol in neutral condi-

tions, the authors concluded that keto and enol have very similar excited-state dynamics.

However, from the calculated vertical excitation energies and simulated absorption spec-

tra, we believe that under the described experimental conditions, only the enol tautomer

was excited in both pH conditions. We hypothesize that this was the reason why simi-

lar photodecay dynamics was observed, and not the authors’ conclusion that both keto

and enol have similar decay dynamics. We further strengthen this hypothesis by show-
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Figure 5.5: Calculated absorption spectra of BA. By assuming a relative concentration
of keto and enol tautomers, absorption spectra is calculated. Total absorbance is the
sum of the product of absorbance of a tautomer and it’s relative concentration.

ing, using quantum chemical calculations, that keto and enol have different photodecay

pathways.

5.4 Nonradiative Decay of Keto-tautomer

Following photoexcitation, the molecule reaches the first bright electronic state, on which

we study the nonradiative decay mechanism. First we tried to optimize the minimum

energy geometry for this lowest bright (ππ∗) state, as it is natural to assume that the

molecule will relax to this geometry. However, the equilibrium geometry for this state

could not be located, as the state starts mixing with the lower states, as a result of

which our calculations did not converge. Therefore, we looked for CIs between the ππ∗

state and lower nπ∗ states. These calculations did not converge either. For the same

reason, a CI between the ππ∗ and the ground state could not be optimized, even though



5.5. Nonradiative Decay of Enol-tautomer 67

Figure 5.6: 5 SA-CASSCF optimized geometry of S1/S0 CI (a) top and (b) side view.

calculations were started with various geometries.

It is known that twisting of a double bond stabilizes ππ∗ and nπ∗ states, as the

overlap between the corresponding π∗ orbital increases. Therefore, we looked for CIs

with the ground state by twisting along the C4–O bending coordinate. In this manner,

we were able to optimize the S1/S0 CI, as shown in Figure 5.6. This CI shows out-of-

plane displacement of oxygen. A possible pathway for nonradiative decay from the S1

state was constructed by connecting the Franck-Condon (FC) geometry to the CI using

geometries generated by linearly interpolated internal coordinates (LIIC), as shown in

Figure 5.7. As there is no direct CI from the initially excited ππ∗ state to lower states,

it is possible that the nonradiative decay in the keto tautomer is a comparatively slow

process.

5.5 Nonradiative Decay of Enol-tautomer

Nonradiative decay of the enol tautomer was studied by first optimizing the initially

populated ππ∗ state equilibrium geometry. The optimization calculation quickly reached

a crossing with a lower πσ∗ state, and we were able to optimize a CI between these

two states (Figure 5.8a). This structure is very similar to the FC geometry. Figure

5.9a represents the energy profiles of the excited and ground electronic states along the

LIIC pathway connecting the FC structure to the ππ∗/πσ∗ CI. From this geometry, the
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Figure 5.7: Profile of excited and ground state energies calculated using SS-CASPT2
method along LIIC pathway for connecting FC geometry to S1/S0 CI.

molecular wavepacket transfers to the πσ∗ state. Further, we optimized the πσ∗/S0 CI

along the O–H stretching coordinate as shown in Figure 5.8b. The πσ∗/S0 CI, is planar

structure and has an O–H distance of 1.75 Å. Relaxed scan was performed for the πσ∗

state along the O–H stretching coordinate by relaxing all other coordinates for a fixed

value of O–H distance. Figure 5.9b shows the energy profiles calculated using the SS-

CASPT2 method. This pathway was found to have no barrier for accessing the ππ∗/πσ∗

CI along the πσ∗ state.

We also optimized a CI between the ππ∗ and the ground state along the C5=C6

twisting coordinate, as was observed for uracil.[126] This CI involves out-of-plane dis-

tortion of the hydroxyl group as well as the hydrogen at C5 position (Figure 5.10). Figure

5.11 shows the SS-CASPT2 energy profiles along the LIIC pathway connecting the FC

geometry to the ππ∗/S0 CI. Similar to uracil, this pathway is barrierless in the case of

enol.

We are now in a position to assign the lifetimes obtained in the experiment.[111]

The fast lifetime of 180 fs is assigned to the direct transfer of the population from the
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Figure 5.8: 4 SA-CASSCF optimized structures for (a) ππ∗/πσ∗ CI and (b) πσ∗/S0 CI.

Figure 5.9: SS-CASPT2 profiles of electronic energies for (a) LIIC pathway connect-
ing FC geometry to ππ∗/πσ∗ CI and (b) relaxed scan for πσ∗ state O–H stretching
coordinate.

Figure 5.10: ππ∗/S0 CI optimized using 3 SA-CASSCF method: (a) top (b) side view.
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Figure 5.11: LIIC pathway for connecting FC geometry to ππ∗/S0 CI.

Figure 5.12: Schematic of possible mechanisms of nonradiative decay in (a) uracil and
(b) enol tautomer of BA.

ππ∗ to the ground state via the ππ∗/S0 CI. The comparatively slower lifetime of 300 fs

is assigned to the nonradiative decay to the ground state via the ππ∗/πσ∗ CI along the

–OH stretching coordinate. It is evident from these calculations that the keto and enol

tautomers have very different photodecay dynamics.
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5.6 Comparison with Nonradiative Decay of Uracil

Excited state dynamics of uracil has been studied using various pump-probe techniques.

Transient-absorption experiments found that uracil has a picosecond (ps) lifetime for

nonradiative decay.[4][128] Using 267 nm excitation and ionization probe two lifetimes

of 0.13 ps and 1.05 ps were observed.[129] Another study performed with a similar

method found lifetimes of 0.07–0.09 ps and 2–3 ps.[130] These results suggest that uracil

has at least one lifetime > 1 ps. Recently, it was proposed that this higher lifetime in

uracil is due to excited molecule wavepacket which gets trapped in the ππ∗ minimum

region.[131] The schematic proposed in this study is shown in Figure 5.12. In the case

of BA however, transient absorption spectroscopic experiment gave two lifetimes for

nonradiative decay: 180 fs and 300 fs.[111]. In our work, we have attributed this to a

ππ∗/S0 CI and a ππ∗/πσ∗ CI, respectively.

This implies that the main difference between the enol tautomer and uracil is the

presence of a nonradiative decay pathway involving a πσ∗ state in the case of enol.

While this may not seem that stark a difference, we need to consider what a pathway

involving a πσ∗ state means. The πσ∗ state is a dissociative state, meaning that this

excited state is stabilized upon elongation of the σ bond. While this can lead to the

molecule returning to the ground state via a crossing with it, it is also possible for the

wavepacket to continue along the πσ∗ state causing dissociation of the proton from the

molecule. This possible dissociation pathway takes away from a molecule’s ability to be

photostable. In fact, the presence of a pathway along the πσ∗ state in the enol tautomer

of BA could possibly be the reason why it is not a contemporary nucleobase.





Chapter 6

Discussion

Our studies on the mechanisms for photostability of DHI and BA are presented in

this thesis. These mechanisms were studied using multi-reference methods for isolated

molecules. Although biomolecules are present in a complex environment, in-depth mech-

anistic study photostability of isolated molecules provides detailed picture of innate pho-

tophysical properties of the molecules. Such theoretical studies often useful in providing

mechanistic understandings of experimental observations. Particular to this thesis, our

studies on photophysics of DHI and BA are able to explain the experimental observations

of excited state lifetimes.

Multi-reference methods are necessary for studying mechanistic photostability for two

reasons: one these mechanisms involve crossing of electronic states and two constructing

nonradiative decay pathways include breaking/making of bonds. As in the case of DHI,

presence of barrier along the nonradiative decay pathway was not captured in earlier

study performed using single-reference methods. Further, it is found that the presence

of barrier is related to change in character of the electronic state.

πσ∗ states are known to play a significant role in governing nonradiative decay of

heteroaromatic molecules. Photophysics of DHI as well as of enol tautomer of BA is

influenced by the presence of πσ∗ states. For a correct description of πσ∗ states, diffuse
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functions must be included in the basis set.

Hydrogen bonding destabilizes the πσ∗ state, if Rydberg-type σ∗ orbital is situated

on the donor atom. This observation is explained due to weak interaction between

non-bonding orbital on acceptor atom and σ∗ orbital on donor atom.

Nonradiative decay along πσ∗ state is attained via stretching of X–H (X:heteroatom)

bond. Along the stretched X–H bond, πσ∗ state has a conical intersection (CI) with the

ground state. As this CI, molecular wavepacket can branch into three directions: one

relaxing to the ground state minimum, the other two possibilities are dissociation and

formation of excited or ground state products. Dynamical calculations around such CIs

are necessary for building a complete picture of possible outcomes after CI is accessed.

We have also studied relative stability of keto and enol tautomers of BA, in this work

solvent effects were treated explicitly. A protocol is proposed for choosing statistically

meaningful structure, as presented in Appendix 6. This protocol will be useful for future

studies dealing with such problems.
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Appendix A

We found in our study of DHI that the oscillator strengths (f) were close to 0 for

πσ∗ states. However, this cannot be explained using symmetry arguments, when

we take into account that DHI has Cs symmetry. Therefore, we have looked into

the molecular orbitals (MOs) or DHI to explain why the f between the ground

(A′) and the πσ∗ state (A′′), for a molecule having Cs symmetry, (in this case DHI)

is close to zero. For reference we have also looked at the f of the ππ∗ state as it

was found to have a high f . Figure 1 shows the equillibrium structure of DHI. We

see that the molecule lies in the Y-Z plane with the X-axis is perpendicular to the

plane.

The transition dipole moments calculated using EOM-CCSD method are given

in Table 1 and the corresponding orbitals and their products are shown in Figure

Figure 1: Equilibrium structure of DHI indicated with the Cartesian axes.
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Table 1: Transition dipole moments calculated using EOM-CCSD method

State x y z

S1ππ
∗ 0.000 0.056 0.972

S2πσ
∗ 0.123 0.000 0.000

Figure 2: Orbitals involved in S1 and S2 state with their products shown below.

2.

We see from Figure 2 that the product of the ππ∗ orbitals has a significant

value, which can be clearly visualized, however the product of the πσ∗ orbitals is

0. This is intuitve when we see that the σ∗ orbital is far from the molecule and

does not have any overlap with the π orbital. We wanted to further investigate

the transition dipole moment integrals along the three directions, x, y and z.

Orbitals cross-sections using cube files

Cube files are written to provide values for a physical quantity, along a 3D-grid,

inside a cubical box containing molecule. The physical quantitites can be electron

density, molecular orbital (viz. one electron wavefunction). The purpose of this

utility is to allow plotting of orbitals (or other physical quantity) by external

programs.
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Figure 3: Plots of the leading orbitals taking part in the transitions of the ππ∗ and πσ∗

states. They are plotted along the x, y and z axes. The states are appropriately scaled
wherever necessary.

Here molecular orbital is written as a scalar field (i.e., V (x, y, z) = V ). We

project out the relevant component of the orbital by integrating the function in

perpendicular directions at each point in the given direction.

Shown in Figure 3 are the plots of the leading orbitals taking part in the

transitions of the ππ∗ and πσ∗ states, i.e. lowest–σ∗, highest–π, and lowest–π∗

orbitals, respectively. These plots represent the corresponding orbitals plotted

along the x, y and z axes, respectively, by integrating out the other two directions.

Figure 3 can be read as the value of the function at a particular value of x,

i.e., the isosurface value. We see that the plots representing the π and π∗ orbitals

have a high value close to x = 0, which indicates the region close to the molecule,

and values close to 0 at large x. The opposite is true for the σ∗ orbital. This is

because the π and π∗ orbitals are mostly localised over the molecule, while the σ∗

orbital is largely present outside the molecule. Figure 4 shows the product of the

ππ∗ and πσ∗ orbitals.

From these plots in Figure 4, we can ‘weakly’ rationaliz the transition dipole

moment values obtained from EOM-CCSD calculation. The calculation for the

same with values obtained from cube file yields the result presented below in

Table 2
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Figure 4: Plots of the product of the leading orbitals taking part in the transitions of
the ππ∗ and πσ∗ states. They are plotted along the x, y and z axes. The states are
appropriately scaled wherever necessary.

Table 2: Transition dipole moments calculated using the overlap integrals between molec-
ular orbitals.

State x y z

S1ππ
∗ 1.60× 10−5 0.0271 0.749

S2πσ
∗ 2.30× 10−3 8.82× 10−4 9.14× 10−4

98



Appendix B

The IR experiments were performed by Mr. Pranab Deb and Dr. Sayan Bagchi,

CSIR-NCL Pune.

Experimental details: IR spectroscopy

IR absorption spectra were recorded on a Vertex 70V FTIR Spectrometer (Bruker)

with 2cm−1 resolution at room temperature. For each solution, 60Lof the sample

solution (25 mM) was loaded into a demountable cell consisting of two CaF2windows

(3 mm thickness) sepa-rated by a mylar spacer of 56 m thickness. Solvent IR

spectra were also acquired, under identical conditions, and used to subtract the

background. An inbuilt polnomial fitting algorithm available with the instrument

was used to baseline each solvent subtracted FTIR spectrum.

Studying Solvation with IR Spectroscopy

We have investigated the solvent effect on the keto-enol tautomerization of BA

using IR spectroscopy. IR spectra of BA has been recorded in acetonitrile, D2O

(water) and 1:1 mixture (v/v) of acetonitrile:water (Figure 5)and analysed for the

frequency range of 1500-1800 cm−1. This frequency range was chosen to monitor

both C=O and C=C stretch IR signals in solution at different water content.
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In neat acetonitrile, BA shows two distinct peaks at 1724 cm−1 and 1743 cm−1.

However, no signal from the C=C stretch is observed ( 1600 cm−1) in the absence

of water. The peak at 1724 cm−1 has been assigned to the C=O stretch while

the peak at 1743cm−1 arises from Fermi resonance (see SI for more details). The

observation of a single C=O peak in spite of the presence of three C=O groups in

BA indicates similar environment for the C=O groups in BA. In 1:1 (v/v) mixture

of acetonitrile and water, the C=O peak is red shifted from acetonitrile to 1697

cm−1 and a new peak at 1588 cm−1 arises. The appearance of the peak at 1588

cm−1 indicates the presence of a C=C (enol form) in an aqueous environment.

However, the complete absence of this peak in neat acetonitrile demonstrates that

the keto form is the dominating tautomer in the absence of water. In neat D2O,

the C=O peak is observed at 1693cm−1 and the C=C absorbs at 1587 cm−1.

Moreover, the intensity of the C=C is greater in neat water, as compared to

the acetonitrile-water solution. The enhancement in intensity of the C=C peak

reveals the increased stability of the enol isomer in an aqueous environment. To

confirm that the enol is coming from the C5 hydrogens not from the N1 and N3

hydrogens, we have performed the controlled IR experiment of methyl substituted

BA (DMBA) in acetonitrile and D2O (Figure 6). The IR spectra of DMBA are

very much similar to the BA. The observation of the C=C peak at 1597 cm−1

in case of DMBA further supports that the double bond is arising from the C5

hydrogens of BA. The appearance of the C=C peak in an aqueous environment and

its enhanced intensity with increasing water context corroborates the theoretical

prediction of water mediated stability of the enol form of BA.
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Figure 5: FTIR spectra BA in acetonitrile (black), D2O (red) and 1:1 acetonitrile- D2O
mixture (blue).
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Figure 6: FTIR spectra BA in acetonitrile (black), D2O (red) and 1:1 acetonitrile- D2O
mixture (blue).
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Appendix C

The NMR experiments were performed by Mr. Harshad Paithankar and Dr. Jee-

tender Chugh, IISER Pune.

Experimental Details: NMR Spectroscopy

All the NMR experiments were carried out on a Bruker AVANCE III 600 MHz

NMR spectrometer equipped with a quad-channel (1H/13C/15N/31P-2H) cryo-

genic probe at a constant temperature of 298 K. For NMR data recording, 100 M

solution of barbituric acid was prepared in (1) 50 mM Sodium phosphate buffer

pH 7.4 (with 10% D2O), and in (2) deuterated acetonitrile (ACN-D3). The 13C

1D-NMR (with proton decoupling during acquisition) spectra for the two samples

were acquired using a 30 flip angle. For DEPT-13535 experiments (with proton

decoupling during acquisition), the polarization transfer from proton to carbon

was achieved using a shaped pulse (2 ms composite smoothed Chirp pulse with

4000 points), with 135 read pulse to distinguish CH2 from CH and CH3 carbons.

In both the experiments for the two samples, data was recorded with 512 scans,

64k data points in a spectral width of 238.8 ppm and an inter-scan relaxation de-

lay of 2 s. Carbon chemical shifts were indirectly referenced to DSS as described

elsewhere.[132]
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NMR Spectroscopy to Characterize Isomeric Form

The 13C 1D-NMR spectrum recorded in sodium phosphate buffer pH 7.5 showed

six distinct peaks corresponding to four carbons in BA (Figure 7a) where a set

of three peaks were observed as high intensity peaks when compared with the

other set of three peaks. This suggested presence of two species with different

populations present in slow exchange in this buffer condition. The high intensity

peaks at δ 80.8, δ 156.7 and δ 171.1 ppm were assigned to the carbons C5, C2

and C4/C6, respectively, marked with orange labels in Figure 7a and 7c. This

assignment, when compared with literature[133], suggested for the presence of enol

tautomer of BA (Figure 7c). The set of three small intensity peaks (δ 155.4, δ 172.5

and δ 41.4 ppm assigned to C2, C4/C6 and C5, respectively, marked with green

labels in Figure 7a and 7c) suggested the presence of a small population ( 20%) of

keto tautomer of BA in sodium phosphate buffer. The DEPT-135 showed no peaks

at δ 156.7 and δ 171.1 ppm confirming the corresponding carbons (C2 and C4/C6)

as quaternary carbons. A positive peak in DEPT-135 at δ 80.8 ppm confirmed

the presence of CH2–carbon (C5)corroborating the presence of enol tautomer. C5

in keto form (δ at 41.4 ppm) did not show any negative peak (as expected for a

–CH2– group) in DEPT-135 in sodium phosphate buffer due to very low s/n. The

13C 1D-NMR spectrum of BA, recorded in ACN-D3, showed three peaks (Figure

7). The peaks at δ 41.6, δ 153.1 and δ 169.3 ppm were assigned to C5, C2 and

C4/C6, respectively. The peak at δ 41.6 ppm showed a negative peak in DEPT-135

suggesting –CH2– carbon represented by C5 in keto tautomer of BA. Thus, while

in aqueous buffer, BA is found to be present as a mixture of keto and enol forms,

it existed in pure keto form in absence of water.
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Figure 7: 13C 1D-NMR and DEPT-135 spectra of BA in (a) 50 mM sodium phosphate
buffer pH 7.4 (with 10% D2O), (b) ACN-D3. (c) Switching of tautomeric stability of
BA in ACN and water.
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Appendix D

To study the effect of solvation, quantum optimization of the solute surrounded

by water molecules is an excellent method. Quantum optimizations are very sen-

sitive to the starting geometry and to adequately sample all energetically close

minima, one needs to start with all possible structures of the solute and water

molecules. However, with increasing number of water molecules, this becomes a

cumbersome task. Here, we present a protocol, which uses Molecular Dynamics

(MD) simulations to choose such clusters while studying the effect of solvation.

1. Perform an MD simulation solvating the solute molecule. In our study, we

performed MD simulations for both the tautomers separately.

2. Extract the distribution of hydrogen bonds between solute and solvent molecules

(Figure 4.4).

3. If the solute has multiple centres for forming hydrogen bonds with the sol-

vent, then perform additional micro-clustering analysis by determining most

probable ways by which the total number of solute-solvent hydrogen bonds

are formed (Figures 4.5, 4.6, 4.7 and 4.8 ).

4. Extract the coordinates of solute and desired number of water molecules

from any 10 MD frames, which belong to the most probable distribution of

hydrogen bonds, as discussed in Steps 2 and 3 above. Use these extracted
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geometries as starting structures for quantum optimization.

5. In order to extract the geometries as mentioned in Step 4, we need to re-

move the unwanted/excess water molecules, which are not directly hydrogen

bonded to the solute. This leads to an abrupt alteration of the hydrogen

bond network already present between the water molecules in the MD frame.

Therefore, it is possible that when this frame is quantum optimized, the num-

ber of solute-solvent hydrogen bonds, and/or distribution of hydrogen bonds

at each centre, may change with respect to the initially chosen MD frame. In

such cases, discard the structure and repeat Step 4 to choose another frame

satisfying the desired conditions, and perform the quantum optimization once

again.
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