
 
 

 

ON THE MOLECULAR UNDERSTANDING OF PROTEIN 

STABILITY IN WATER, IN CHEMICAL CHAPERONE, AND ITS 

INTERCALATION TO DNA 
 

A THESIS 

SUBMITTED IN PARTIAL FULFILMENT OF THE 

REQUIREMENTS 

OF THE DEGREE OF 

 

DOCTOR OF PHILOSOPHY 

 

BY 

REMAN KUMAR SINGH 

20123193 

 

 

 

DEPARTMENT OF CHEMISTRY 

INDIAN INSTITUTE OF SCIENCE EDUCATION AND 

RESEARCH, PUNE  411 008 

2018 

 



 
 

 



 
 

 

 

 

Dedicated to  

My Family  

Specially 

My Sister, 

Aarti 

 

Dr Arnab Mukherjee 

 

 

  



 

भारतीय बिज्ञान बिक्षा एिं अनसंुधान ससँ्थान, पणेु  
INDIAN INSTITUTE OF SCIENCE EDUCATION AND RESEARCH (IISER), PUNE 

(An Autonomous Institution, Ministry of Human Resource Development, Govt. of India) 
Dr Homi Bhabha Rd, Ward No. 8, NCL Colony, Pashan, Pune, Maharashtra 411008, India. 
 

 

 
 

CERTIFICATE 
 

Certified that, the work incorporated in the thesis entitled, “On the Molecular 

Understanding of Protein Stability in Water, in Chemical Chaperone, and its 

Intercalation to DNA” submitted by Reman Kumar Singh was carried out by the 

candidate, under my supervision. The work presented here or any part of it has not 

been included in any other thesis submitted previously for the award of any degree or 

diploma from any other University or institution.  

 

 

 

Date: 31thAugust 2018 

  Pune (MH), India 

 

Dr Arnab Mukherjee 

(Thesis Supervisor) 



 

II 
 

DECLARATION 

I declare that this written submission represents my ideas in my own words and where others’ 

ideas have been included; I have adequately cited and referenced the original sources. I also 

declare that I have adhered to all principles of academic honesty and integrity and have not 

misrepresented or fabricated or falsified any idea/data/fact/source in my submission. I 

understand that violation of the above will be cause for disciplinary action by the Institute 

and can also evoke penal action from the sources which have thus not been properly cited or 

from whom proper permission has not been taken when needed.  

 

 

 

        

Date: 31thAugust 2018 

  Pune (MH), India 

 

Reman Kumar Singh 

Reg: No: 20123193 

  

 

 

 

 

 

 

 

 

 

 



 

III 
 

ACKNOWLEDGMENTS 

I would like to acknowledge Indian Institute of Science Education and Research 

(IISER), Pune for providing the amazing research environment. I would like to acknowledge 

the University Grand Commission (UGC) for fellowship. I am grateful to Prof. K. N. 

Ganesh, former Director and Prof. Jayant B. Udgaonkar, current Director of IISER Pune. 

I would like to thank all those who have helped me in my PhD life. First and 

foremost, I take this opportunity to express my sincere gratitude to my supervisor, Dr. Arnab 

Mukherjee for his valuable guidance, suggestions, encouragement and support given 

throughout my PhD life. 

I would like to thank my Research Advisory Committee (RAC) members Dr. Durba 

Sengupta and Dr Sai Krishnan Kayarat for their helpful suggestions during my annual 

evaluations.  

I would like to thank Dr. Partha Hazra, Dr. Suman Chakraborty, Dr. Sayan 

Bagchi, Dr. Kausik Chakraborty, Dr. Jeetender Chugh and Dr. Amrita Hazara for all 

the collaborative projects. I have learnt so many new concepts from these works, and have 

learnt how computational methods can be useful to study and modulate the system at 

molecular levels.  

I would like to thank my labmates Wilbee, Mandar, Debasis, Hridya, Pallavi, 

Amitosh, for the discussions. I deeply thank Dr. Willbee D. S. for teaching me during my 

initial PhD life. I would like to thank all my NCL and IISER friends (Meghna, Plawan, 

Avdhoot, Sonashree, Monika, Mehak,  Vikas, Praveen, Veer, Mahesh, Yashwant, Pal, and 

many more..) for the fun and discussion, we had together. I deeply thank my best friend 

Meghna Manae for her continuous support, care, help and patience to make my life much 

easier at IISER  

I would like to thank all the staff members of IISER for their help and support. I 

would like thank the IT department of IISER Pune for all the help related to the computers. 

I would like to thank YUVA and CSIR-4PI for the computational facility.  

Lastly, I would like to thank my family especially my sister for all the support and 

encouragement. 

 

 

 



 

IV 
 

List of Publications 

Peer-reviewed 

 
1) Sagar Sapathi, Reman Kr. Singh, Mukherjee, Arnab & Partha Hazara;Controlling an 

Anticancer Drug Mediated Gquadruplex Formation and Stabilization by a Molecular 

Container. Phys. Chem. Chem. Phys., 2018,20, 7808-7818. 

2) Reman Kr. Singh, Neharika G. Chamach, Suman Chakrabarty & Arnab Mukherjee, 

Mechanism of Prion Protein Unfolding. J. Phys. Chem. B, 2017, 121 (3), pp 550–

564. 

(Discussed in Chapter 3) 

3) Reman Kr. Singh, Wilbee D S & Arnab Mukherjee, Molecular Origin of DNA 

Kinking by Transcription factors. J. Phys. Chem. B, 2015, 119 (35), pp 11590–

11596. 

(Discussed in Chapter 5) 

4) Abhigyan Sengupta, Reman Kr. Singh,  Krishna Gavvala, Raj Kumar Koninti, Arnab 

Mukherjee, & Partha Hazra, Urea induced unfolding dynamics of flavin adenine 

dinucleotide (FAD): spectroscopic and molecular dynamics simulation studies from 

femto-second to nanosecond regime. J. Phys. Chem. B, 2014, 118 (7), pp 1881–1890. 

 

Manuscript under preparation 
 

1) Reman Kr. Singh, Kausik Chakraborty & Arnab Mukherjee, Effect of monomer 

amino acid on ubiquitin unfolding. (Manuscript is under preparation) 

(Discussed in Chapter 4) 

2) Reman Kr. Singh, & Arnab Mukherjee, Mechanism of DNA-Protein interaction: 

study of SOX4-DNA and Sac7d-DNA complex. (Manuscript is under preparation) 

(Discussed in Chapter 6) 

3) Reman Kr. Singh, & Arnab Mukherjee, Mechanism of DNA-Protein interaction: 

Sac7d-DNA complex. (Manuscript is under preparation) 

(Discussed in Chapter 7) 

4) Reman Kr. Singh, Sayan Bagchi & Arnab Mukherjee, Effect of Ions on amide bond 

frequency. (Manuscript is under preparation) 
 

https://pubs.acs.org/author/Chamachi%2C+Neharika+G
https://pubs.acs.org/author/Chakrabarty%2C+Suman
https://pubs.acs.org/author/Mukherjee%2C+Arnab
https://pubs.acs.org/author/Mukherjee%2C+Arnab
https://pubs.acs.org/author/Sengupta%2C+Abhigyan
https://pubs.acs.org/author/Gavvala%2C+Krishna
https://pubs.acs.org/author/Koninti%2C+Raj+Kumar
https://pubs.acs.org/author/Mukherjee%2C+Arnab
https://pubs.acs.org/author/Mukherjee%2C+Arnab
https://pubs.acs.org/author/Hazra%2C+Partha
javascript:void(0)
javascript:void(0)
javascript:void(0)
https://pubs.acs.org/author/Mukherjee%2C+Arnab
https://pubs.acs.org/author/Mukherjee%2C+Arnab
https://pubs.acs.org/author/Mukherjee%2C+Arnab
http://academic.ncl.res.in/s.bagchi
https://pubs.acs.org/author/Mukherjee%2C+Arnab


 

V 
 

 

 

CONTENTS 

Certificate  

Declaration 

Acknowledgement 

List of Publications 

Synopsis 

I 

II 

III 

IV 

VII 

1. Introduction  

1.1 Protein 1 

      1.2 Prion Protein  2 

      1.3 Protein Stability 7 

      1.4 DNA-Protein complexes   9 

      1.7 Outline of the thesis 15 

2. Methodology  

      2.1 Molecular Dynamics simulations 24 

      2.2 Enhance Sampling Techniques 25 

      2.3 Analysis Techniques 29 

      2.4 Reaction Coordinate  30 

3.Mechanism of Prion Protein Unfolding   

      3.1 Overview 35 

      3.2 Introduction                                                                                                                                                    36 

      3.3 Design of the Study and Methodology 41 

      3.4 Reaction Coordinate 42 

      3.5 Study of Hopped Helixes  

      3.6 Result and Discussion 

45 

47 

      3.7 Conclusion 64 

4. Mechanism of Ubiquitin Unfolding in Chemical Chaperon  

      4.1 Overview 75 

      4.2 Introduction 76 

      4.3 Systems and Method 77 

       4.4 Reaction Coordinate 79 



 

VI 
 

       4.5 Effect of Chaperone on Protein Stability 

       4.6 Conclusion 

81 

92 

5. Molecular Origin of DNA kink by Transcription Fcators  

       5.1 Overview  97 

       5.2 Introduction 98 

       5.3 Design of the Study 100 

       5.4 Systems and Method 

       5.5 Result and Discussion 

       5.6 Kink through Bends 

       5.7 Conclusion 

107 

111 

127 

132 

6. Molecular Mechanism of Transcription Factor Protein Intercalation into 

DNA Inducing Bends and Kinks 
 

       6.1 Overview 137 

       6.2. Introduction 138 

       6.3. System Preparation 141 

       6.4. Design of The Study 

       6.5 Result and Discussion 

       6.6 Conclusion 

143 

144 

160 

7. Molecular Mechanism of Sac7d Intercalation into DNA Inducing Bends and 

Kinks 
 

7.1 Introduction 165 

7.2 Preparation of Initial Configurations                                                                                                     166 

7.3. Result and Discussion 167 

7.4. Deintercalation of Amino Acid only 

7.5 Conclusion 

174 

176 

 Collaborative Works  

Addendum I : Conformational study of FAD in water and 8M water-urea        

mixture 
178 

Addendum II: Controlling an Anticancer Drug Mediated G-quadruplex Formation 194 

  

 

 

 



 

VII 
 

Synopsis 

Title: On the Molecular Understanding of Protein Stability in 

Water, in Chemical Chaperone, and its Intercalation to DNA 
 

Protein and DNA are two very important macromolecules in living organisms. Both have 

different kind of functions. DNA encodes the genetic information whereas proteins catalyse 

the biological reaction. To perform the biological function, proteins have to be in a folded 

native state. The conformational change or misfolding of protein causes disease in living 

organisms. For example, misfolding of prion protein causes neurodegenerative disease in all 

mammals. Prion protein is a glycoprotein, located at brain cell. It has three helices and an 

anti-parallel β-sheet. The cellular prion protein, termed as PrPC, converts to a toxic, more β-

rich conformation (PrPSc). Various studies, including experimental and computational, have 

been performed to find the mechanism of prion protein conversion. Yet the mechanism is 

unclear. In this thesis, we have used the molecular dynamic simulation with enhanced 

sampling techniques to understand the mechanism of full prion unfolding for the first time in 

molecular detail. Our finding shows that the cellular prion protein is an intrinsically 

disordered protein and it is in a metastable state in which any small perturbation would lead 

to a more stable unfolded state. 

As mention above, protein conformational change would cause the fatal disease in living 

organisms. The protein folding, unfolding, or conformational changes are extremely 

dependent on the environment of proteins. It has been proposed that the inorganic salts (e.g. 

Na2So4, CaCl2) perturb the protein folding/unfolding. Similarly, isolated amino acids (AA) 

also act as chemical chaperones and perturb the folding and stability of the protein. The 

unique feature of amino acids is that they can exist in zwitterion and this way they would 

interact with the positive (ARG and LYS) and negative (ASP and GLU) residues of a protein. 
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In this thesis we have investigated the effect of glycine and other AA on protein folding. We 

have observed that this AA interact with the charged residues of the protein. Moreover, 

among these charged residues they preferentially bind to the side chain of the ARG and LYS 

in protein using the carboxyl group.  

 Proteins also bind to DNA to perform some biological functions. The protein binding is 

sometimes very specific. The binding of certain proteins such as transcription factors (TFs) 

involves a conformational change in DNA e.g. bending and kinking. It has been shown that 

the conformation change in DNA is the reason for specific DNA-protein complex formation. 

The crystal structure of all these complexes shows a partial intercalation of AA at the kinked 

site. Here, we have investigated the role of intercalation in DNA kinking. We have observed 

that the bending alone does not kink the DNA, but a partial intercalation of AA does. Further, 

we have investigated the mechanism of AA intercalation into DNA using two different 

systems (SOX4-DNA and Sac7d-DNA) and observed that bending, kinking and an 

intercalation is a simultaneous event.  

In summary, the current thesis contains my findings on the unfolding mechanism of prion 

protein (a neurodegenerative disease causing protein), the roll of amino acids as chemical 

chaperons in protein folding, and the molecular mechanism of protein intercalation into DNA 

and its kinking. 

Chapter 1: Introduction. This chapter gives an overview on proteins, its conformation 

changes, and implication of its misfolding for the disease. We also discussed the effect of 

environment on protein stability. Further, we have discussed the protein-DNA interactions 

and their functional implications.  

Chapter 2: Methods. All the process we have studied in this thesis happens in the 

microsecond to millisecond timescale. Therefore, regular molecular dynamics simulation will 

take a very long time to sample the conformational space. Therefore, we have used 
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accelerated sampling techniques, such as umbrella sampling, well-tempered metadynamics, 

etc. These techniques bias the system along particular reaction coordinate (RC). In this thesis 

we have used Native contact (𝑁𝑐), Radius of gyration (𝑅𝑔), distances as RCs. We also 

designed some RCs on our own to study some processes. All these methods are discussed in 

this chapter.  

Chapter 3: Mechanism of Prion Protein Unfolding. In this chapter, we have addressed the 

long-standing question of prion conversion from cellular prion (PrPC) to another scrapy form 

(PrPSc) using multiple microseconds well-tempered metadynamics simulation to capture the 

misfolding of the prion protein. Interestingly, we have found that the native cellular prion 

protein (PrPC) is an intrinsically disordered protein and a small perturbation would deform 

the protein to a more stable less structured protein. Further, we have not observed any β-rich 

conformation along the misfolding pathways. Thus, we believed that more β-rich structure is 

not possible in the monomer. It may be possible only in a dimer or higher oligomers. Free 

energetic studies on isolated helices of prior protein show that individual helices prefer to be 

in a random coil or in β-rich conformation instead of helices.  

Chapter 4. Mechanism of Ubiquitin Unfolding in Chemical Chaperon. Protein folding-

unfolding is dependent on the environment of proteins. For example, the presence of 

inorganic salts (e.g., CaCl2, Na2So4) are known to perturb the protein folding-unfolding 

equilibrium. Similarly, amino acids also show the properties of chemical chaperons that 

perturb the protein folding rate. The uniqueness of an amino acid (AA) as chemical chaperon, 

unlike organic salts, is that they exist in zwitterionic form. Therefore, they interact with both 

positive and negative residues of a protein. This chapter describes the effect of monomeric 

amino acids on protein stability using extensive all-atom well-tempered metadynamics 

simulations. We have studied the unfolding of ubiquitin protein in the presence and absence 

of different amino acids (GLY, C-terminal capped GLY and N-ter ASP). We found that all 
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the amino acids stabilize the protein in its native state. Further analyses show that these AAs 

mostly interact with charged residues of protein and specifically with ARG and LYS in 

protein due to the presence of carboxylate group in the AA. 

Chapter 5: Molecular Origin of DNA Kinking by Transcription Factors. Some functions 

of proteins depend on its binding to DNA. Among all possible modes of binding, 

intercalation is a special type where amino acid inserts between a pair of basepairs of DNA. 

Protein intercalation into DNA is observed in for transcription factor proteins which, upon 

binding, cause DNA bending (a global change in curvature) and kinking (a local sharp 

change in curvature). In this chapter, we investigated the origin of DNA kink observed in TF 

caused by the intercalation of AA. We have used four different systems where a particular 

protein’s AA is intercalated into DNA. We studied the free energy of the intercalation of the 

AA while its part of the protein and in isolation. We found that bending of the DNA alone 

does not kink the DNA. The partial intercalation of the AA is the cause of DNA kinking. 

However, it would not have produced the free energetically stable kinked state without the 

rest of the proteins. 

Chapter 6: Molecular Mechanism of Transcription Factor Protein Intercalation into 

DNA Inducing Bends and Kinks. In the previous chapter, we studied how bending and 

kinking happens when protein intercalates partially into DNA. However, the mechanism of 

protein intercalation is not known in molecular detail. In this chapter and the next, we studied 

the mechanism of protein intercalation into DNA. In this chapter, we studied the mechanism 

of SOX-4 protein binding to DNA using molecular dynamics (MD) and well-tempered 

metadynamics simulations. We created the nonspecific bound states by performing normal 

MD simulations. From the distribution of the associated states, we performed well-tempered 

metadynamics simulation using some chosen reaction coordinate and performed well-

tempered metadynamics simulation to form the intercalated native state and free state. We 
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have observed that differently associated complexes have different paths for the association. 

In that, we identified the minimum free energy path (MFEP) and analyzed the molecular 

events along that path which revealed that bending, kinking and intercalation are 

simultaneous events. Interestingly, we found that the de-intercalation path follows the MFEP 

of the intercalation path.   

Chapter 7: Molecular Mechanism of Sac7d Intercalation into DNA Inducing Bends and 

Kinks. In this chapter, we took another example of protein-DNA intercalation involving 

Sac7d-DNA system, present in hyperthomiphilc family. These complex are very stable to 

heat and acidic environment. Unlike the previous system, the present one has a nonspecific 

interaction where two amino acids (VAL26 and MET29) intercalate into the DNA. The 

primary objective of the present study is to understand the interdependency of the two AAs in 

the intercalation process. We found that, like the previous study, the AA intercalation is 

accompanied with bending and kinking. Analyses of the intercalation pathway show that the 

both AAs (VAL26 and MET29) intercalate simultaneously. Also, dissociation of one of the 

intercalated AA leads to the spontaneous dissociation of the other.  
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Chapter 1 

Introduction 

1.1 Proteins 

Proteins are polymers with amino acids as their monomeric units. There are 20 naturally 

occurring amino acids (AA), which are linked by peptide bonds to form a protein1. These AA 

chains fold into a three-dimensional conformation, which is referred to as the native structure 

of a protein1.  Protein folding is a spontaneous process and highly dependent on its environment 

and on the AA sequence. In water, hydrophobic parts of the protein get destabilized and 

collapse inwards into compact structures in such a manner that the hydrophobic core is 

embedded inside the protein whereas the hydrophilic groups of the protein turn out towards the 

surface and interact with water and ions 2-3.   

(I) Function of proteins: Proteins perform a variety of functions in living organisms. They act 

as antibodies, hormones, add structural integrity to the cell, transport small molecules, and most 

important of all, proteins act as enzymes 4-5. Some specific examples of protein function are  

transporting oxygen throughout the body (haemoglobin and myoglobin )6, help in digestion 

(trypsin and pepsin), regulating sugar levels in the body (insulin)7,  maintaining the structure 

of tissues (Keratin and collagen), etc.   

The aforementioned protein functionalities strongly depend on the protein conformation. 

Generally, a correctly folded protein is functional whereas an incorrectly folded or misfolded 

protein is non-functional.  For example, insulin loses its activity at high temperatures because 

of unfolding.7 Overall, several factors such as, pH, salt concentration, temperature affect 

protein stability. Generally, acidic media and high temperatures cause protein denaturation.   
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Protein folding and its functionality is a delicate balance. As mentioned above, for a protein to 

serve a particular function, it needs to be folded in a very specific conformation. Sometimes, a 

more ordered folding of the protein is also termed as misfolding as it will no longer function 

the way it is supposed to 8-10.  The misfolded conformation is usually infectious and causes 

serious diseases in mammals. This phenomena of protein misfolding is called “proteopathy”.  

Proteopathy causes a class of diseases in which a protein folds to an abnormal form and hence 

affects the cell or other biological processes8-10. The Prion disease11-15, Alzheimer’s disease16, 

Parkinson’s disease17, Amyloidsis18-20 and other disorders are examples of proteopathies 

diseases21-22. In most, not all, proteopathies, the structural change in the native state of the 

protein increases its tendency to bind to itself and cause aggregation23-24. This aggregated form 

of the protein is resistant to proteasome cleavage and gets accumulated in cells. For example, 

prion and tau protein aggregate to form scrapie and amyloids. It is believed that these proteins 

convert to a more β-sheet rich conformation which is responsible for aggregation. There are 

many variables which can trigger protein misfolding and cause proteopathies diseases23, 25-26. 

While there are several diseases which are related to protein misfolding, here we focus on one 

of them, the Prion disease. 

1.2 Prion disease: Prion disease is a neurodegenerative disorder, which affects most 

mammals27. The Prion disease has a different name depending on the mammal it affects. It is 

known as Creutzfeldt-Jacob disease, Familial Insomnia and Kuru in humans, Chronic Wasting 

disease in deer and elk, scrapie in sheep, Bovine spongiform encephalopathy (also known as 

mad cow disease) in cattle28. These diseases are caused by misfolding or conformational 

changes of the prion protein. It is characterized by the accumulation of an abnormal form of 

cellular prion protein on the brain cell surface. In all these diseases, the cellular form of the 

prion protein (PrPC) gets converted to a protease enzyme resistant, infectious, pathogenic 

scrapie isoform (PrPSc) 29.  
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(I) Cellular form of prion protein: Prion protein is a glycoprotein, mostly located on the 

surface of brain cells, in the central nervous system and is also found in several peripheral 

tissues and leukocytes30 31. Its structure has been completely solved using NMR, as summarised 

in Fig 1. The PrPC of humans consists of an unstructured, flexible N-terminal (residue no. 23-

124) and a well-structured C-terminal core (residue no. 125-228). The core region is composed 

of three helices (H1, H2, and H3, see Fig 1) and an anti-parallel β-sheet composed of three 

residues and there is a disulphide bond between residues N181 and N197.32-33 

 

Figure 1: NMR structure of prion protein (C-terminal region only). H1, H2 and H3 are the three helixes of protein 

and S represents the anti-parallel beta sheet of protein. PDB ID 1HJM. 34 
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(II) Function of cellular prion protein: The function of cellular prion (PrPC) is still not fully 

understood. So far, it has been found that it helps in copper transport across cell membranes, 

signal transduction, myelin repair, immune cell activation, cell adhesion, and some other 

processes 35-40 41-43 44-49. The cellular form of the prion is non-infectious, but it has been reported 

that its absence PrPC causes serious conditions such as demyleniation of cell. However, PrPC 

converts to infectious conformation “PrPSc”. The structure of PrPC has been solved completely, 

and it is known to have 43% helix and 3% beta sheet. While the structure of PrPSc is not 

completely known, CD and FRET spectroscopy shows that it has 30% helix and 30% beta 

sheet.  
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Figure 2: Prion protein attached to the brain cell membrane. This figure shows the transportation of copper across 

brain cell. Fig is Adapted from “Prion and prejudice: normal protein and the synapse.” by David R Brown. Trend 

in Neurosciences.  

(III) Conformational change of PrPC to PrPSc:  

It has been shown that the conformational change of native α-helix rich PrPC to the more 

infectious β-sheet rich PrPSc is the reason for the accumulation of PrPSc aggregates50 and Prion 

diseases. However, the exact mechanism of this conversion is still unsolved, even though many 

theories have been put forward. Among them, the most popular and widely accepted is the 

“protein only” hypothesis which states that the protein itself can replicate without the use of 

any nucleic acid. This was surprising in itself. According to the “protein only” hypothesis, 
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prion protein, the proteinaceous infectious agent, propagates by changing its cellular part into 

an infectious form.  The PrPC and PrPSc are chemically similar, with the only difference 

between them being their secondary structure. PrPC has more helix content while PrPSc has 

more β-sheet proportion. Therefore, based on the secondary structure content and also from 

other experiments and molecular simulations, researchers have suggested that one or more 

helices of PrPC convert to the β-sheet. This is followed by aggregation to form PrPSc. Two 

mechanisms have been proposed for this aggregation step: (i) the “Refolding” model which 

hypothesizes that some part of PrPC unfolds and again refolds in the presence of PrPSc and then 

aggregates form and (ii) the “Seeding” model that suggests that the PrPC is in equilibrium with 

the infectious PrPSc and this equilibrium structure acts as the seed for further growth of PrPSc51-

53. Both models have been shown schematically in Fig 3.  
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Figure 3:  Schematics of proposed model for prion propagation. (a) Refolding model (b) Seeding model.  Fig is 

Adapted from “Prions: health scare and biological challenge.” by Aguzi et al., 2001. Nature Reviews Molecular 

Cell Biology 2, p.118-126. Copyright 2001 by Macmillan Publishers limited. 

However, the complete mechanism of prion conversion is still unclear. In this thesis, we have 

used all-atom molecule dynamic simulations along with well-tempered metadynamics, to study 

the prion conversion.  

1.3 Protein stability in different environments 

Protein misfolding, associated with many diseases, is a consequence of an equilibrium between 

internal interaction of protein AA and their interaction with the environment.54-55-57 For 

example, protein folding in a dehydrated environment has many local minima in its folding 

pathway, where the protein can be trapped and remain unfolded extended timescales. However, 

the same protein in a completely hydrated medium has a smooth free energy surface and the 
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folding is much more efficient. In addition to water, ions in the solution also affect protein 

stability. In 1988, Hofmeister showed that some ions like F-, SO42, HPO42-, COO- stabilize the 

protein, while some other ions like ClO3-, I-,ClO4-, SCN- destabilize proteins.58-59 Following 

these observations, several attempts have been made to explain the effect of ions on protein 

stability. However, due to large number of variables such as protein structure, charge on the 

protein surface, concentration of ions, and identity of ions, the exact mechanism is not 

known,60-62 63 though researchers have established two general mechanisms by which ions 

could affect proteins. (i) The first mechanism statest that ions directly bind to the protein 

residues and backbone.60, 64-71 This type of mechanism is termed as “direct mechanism”. (ii) In 

the second mechanism, ions are argued to perturb the solvation structure around the protein 

which eventually affects the protein stability. This type of mechanism is referred to as “indirect 

mechanism”68, 72 73. The big ions like perchlorate, acetate, and citrate have less charge density, 

therefore they hardly disturb the ordered water structure around proteins. These ions directly 

interact with the protein64, 74. However, small ions like SO4
2-, Cl- , K+ have high charged 

density, and therefore they perturbed the water structure around protein strongly, which 

eventually affects protein stability64, 74.  

Later in 1995, it was found that yeast uses Trehalose molecule as a protecting agent against 

thermal denaturation of protein. More studies showed that small organic osmolytes and amino 

acids also perturbed protein stability.75-77  The cosolvent which stabilizes the protein are termed 

as chemical chaperon e.g. free amino acid, carbohydrates and methylamines,78-80 while the 

cosolvents which destabilizes the proteins are referred to as denaturing cosolvent e. g urea and 

guanidium ion.76, 81 It has been reported that the protecting cosolvent (chemical chaperon) 

destabilizes the unfolded state without affecting the native state, which in turn favours the 

protein folding.82-87 Alternatively, the denuarating cosolvent stabilizes the unfolded state, 

which favours protein unfolding85-86. Experimentally, scientists have correlated the transfer 
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free energy (ΔGtr) of protein with protein stability.86, 88-90 Transfer free energy is a measure of 

free energy change when the protein is transferred from water to a 1M cosolvent solution.86, 88-

90 The negative ΔGtr signifies that the protein is more stable in cosolvent solution while positive 

ΔGtr signifies the opposite. The ΔGtr is negatively correlated with the cosolvent polar surface 

area. This negative correlation implies that the interaction between protein backbone and the 

polar group of the cosolvents is more favourable than with non-polar groups. Based on these 

observations, Rose et al. have proposed a theoretical model where they have constructed a 

solvation model in which backbone-solvent interaction energy is a function of solvent polarity, 

and the number of energetically equivalent ways of realizing a given interaction is a function 

of interacting surface area. Based on this model, they predicted that protecting/denaturing 

osmolytes would be preferentially excluded/accumulated around the protein backbone77. 

Here, in this thesis we have studied the ubiquitin protein stability in presence of amino acid 

(AA) and modified AA as cosolvents. The advantage of AA over other osmolytes is that the 

free AA in its zwitterionic form has both a positive terminal (NH3
+) and a negative terminal 

(COO-). Due to the presence of both charge groups, AA can interact with both positive (LYS, 

ARG) and negative (ASP, GLU) amino acids of protein. Therefore, the preferential effects of 

charges on the stability of proteins could also be captured using AA as cosolvent. 

1.4 DNA-Protein Interaction 

A folded protein performs many functions in a cell. For instance, it binds with different 

macromolecules/drug91-96 to initiate several biological processes. Among the vast variety of 

functions proteins fulfil, the specific binding with DNA to initiate replication, transcription, 

DNA repair etc. is very important.97-98 Therefore, the study of DNA-protein complex has 

important biological significance. There are many DNA protein complexes present in literature 
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and several studies have been performed over the last five decades on these complexes, but a 

complete understanding on how protein finds its specific binding site in DNA is still missing. 

The structural motif of proteins which binds to DNA is called DNA binding domain (DBD). 

For example, leucine zipper proteins use helix rich regions for binding to DNA. Generally, the 

DBD of proteins have defined secondary structure in many DNA-protein complexes. However, 

in some complexes, a flexible segment far from the structured core of protein is used to make 

a specific complex as seen in case of λ-repressor protein which uses its disorderd N-terminal 

to make a specific complex.  

The DBD is grouped into several categories depending on their structure at binding domain of 

protein. For example, a helix-rich domain has many α helices at DBD of protein as observed 

in the Lac repressor protein99 (Fig 4a) whereas, a  β-rich domain has more β-sheet at its binding 

site as seen in TATA box binding protein (Fig 4b). 100 Conversely, there are some DBDs in 

proteins which have both helix and β-sheet structure at binding, an example of which is found 

in  Zinc finger protein which uses one α-helix and two β-sheet structural units at its binding 

site (Fig. 4c). 101 Apart from the above categories, some proteins have more than one DBDs 

and they simultaneously use all their domains to bind with DNA. 
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Figure 4: Some example of protein bound DNA complexes. (a) α-helix rich DBD of protein (Lambda repressor, 

PDB ID 1LMB) bound to DNA (b) β-sheet rich DBD of protein (TATA binding protein bound to the DNA)
100

 

(c) Mixed α/β rich domain (Zinc finger binding protein bound to the DNA).101 

(I) Specific binding mechanism 

The specific binding mechanism of DBD of protein with DNA is broadly divided into two 

categories: base readout and shape readout mechanisms. (a) In base readout mechanism, 

proteins read the bases of DNA and finds a specific interaction with a certain base pair. These 

interactions are mainly governed by the hydrophobic interactions and hydrogen bonding with 

bases. (b) in the shape readout mechanism found in some protein-DNA complexes, the 

specificity cannot be explained by hydrophobic contact or by hydrogen binding with DNA 

bases. Other factors, like conformation of DNA, also play equal role in DNA binding.  It has 

been observed that the many transcription factor proteins deform the DNA conformation upon 

binding. However, the shape of DNA which would be preferred by the protein is dependent on 

the complex. Naturally, the question that arises in these “shape readout” mechanisms is that 

whether protein binds to preformed-deformed DNA conformation (conformational selection) 

or protein creates the deformation upon binding (induced fit mechanism). 
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The shape readout is further divided into two major categories. (i) The first one is called global 

shape readout where proteins recognise the overall shape of DNA, like bending in DNA, 

specific conformation of DNA such as B-DNA, A-DNA or Z-DNA. (ii) The second one is 

called local shapes read out where proteins recognize the local structural shape of DNA. For 

instance, some proteins bind to the minor groove of DNA because of its narrow size. Example 

of minor groove binding proteins are TBP (TATA binding protein), SRY (sex determining 

protein). LEF-1 (Lymphoid Enhancer-Binding Factor), IHF (integration host factor protein). 

Mostly these proteins use the arginine residue, which is present in their N-terminus, to bind to 

the minor groove of DNA. Like minor groove binding protein, there are some proteins which 

bind specifically to the major groove of DNA. However, the binding to the major groove is 

only favourable when some part of the protein first binds to the minor groove of DNA resulting 

in a wider minor groove and narrow major groove. 102 An example of major groove binding 

protein is the hRFX1 (Helix Regulatory Factor X-box ) protein, which inserts a helix into the 

minor groove such that it widens the minor groove and narrows the major groove, and then 

uses β-ribbon motif to bind to the major groove of DNA.   

Along the same lines, it has been reported that some proteins recognize the local abrupt change 

in DNA e.g. a kink in DNA. The kink in a DNA is produced by bending the DNA beyond a 

certain angle or by intercalating one or more amino acids to a specific base step 103 104 105-106 107 

108. The kink state is characterized by the high roll angle at kink base steps (see next section for 

detail). The binding of EcorV to DNA is an excellent example of the role of DNA local 

deformation into binding. EcorV bind to the bend deformed DNA only, does not shows any 

activity with the straight non-deformed DNA. It has been reported that the kinked state disrupts 

the base pair stacking and destabilizes DNA. So to maintain the stability, protein inserts an AA 

to the kinked base step 103 104 105-106 107 108. Nature is full of DNA-protein complexes where the 

DNA is deformed locally by the partial intercalation of AA, e.g. SOX-4-DNA complex where 
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MET intercalates between CpA base step, IHF-DNA complex where protein intercalates 

between C7pA8 base step, SRY-DNA complex, where isoleucine intercalates between C9pC8 

base step. Mostly, all transcription factor complexes are found to have AA intercalated to DNA 

producing a kinked state of DNA. However, there are some protein-DNA complexes, where 

kink is present in DNA without any intercalation. The catabolite activator protein is a classic 

example of a protein-DNA complex where DNA gets deformed by kinking at two places 

without intercalating with any AA. 109  

The kinking is not only observed in DNA-protein complexes, but it has also been found during 

the intercalation process of daunomycine and proflavine drug with DNA. Willbee et. al. 

observed in the intercalation of proflavine into DNA that at the transition state, when the drug 

is partially intercalated, DNA shows a sharp bending and kinking at the intercalating base step. 

From this observation, we hypothesized that it may be the partial intercalation of the AA that 

causes the kink state in the DNA. We will show in later chapters that that is indeed the case. 

What is the role of the whole protein in kink formation, then? We will discuss it in more detail 

in chapter xx. The studies mentioned above on DNA-protein complexes are from static X-ray 

structures. Therefore, the dynamic information and mechanism of formation of such complexes 

are not known and subject of the part of the thesis.  

(II) DNA structure upon protein binding:  

Since DNA is made of two chain of nucleotides which adopt a helical structure, binding of 

protein often disrupts the DNA helical structure (See Fig 4, 5). 
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Figure 5: Straight DNA (a) and protein bound bend DNA. (b) Orange color in VdW representation is an 

intercalated AA.  

There are several DNA parameters which define the change in DNA conformation. These are 

divided into two categories (i) local change in DNA base pairs (Fig 6a) and (ii) global change, 

(bending) of the whole DNA (Fig 6b). The local DNA parameter are broadly divided in two 

broad categories (i) translational parameter such as shift, rise and slide (ii) rotation parameter 

such as tilt, roll and twist.110 Among these parameters, the roll and rise are being used in 

literature to define the intercalation. Briefly the rise define the distance between the two base 

step and the roll angle is the opening angle of the base pairs (Fig 6a).  The intercalation of AA 

would increase the rise value of DNA base pairs.  The bending of DNA is defined as how much 

DNA helical axis is bend form the regular DNA helical axis (Fig 6b).  
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Figure 6: DNA parameters (a) Local change parameter. 110 Fig is adapted from the “3DNA server” 111 (b) Global 

change parameter 

1.7 Outline of the Thesis 

In this thesis, we have studied the unfolding mechanism of the prion protein, the effect 

of environment on protein stability and how protein bind to the DNA. We have used molecular 

dynamic with some accelerated method such as umbrella sampling and metadynamics, to 

studies the all the above process. A chapter-wise summary of the thesis is provided below. 

Chapter 2 describe the method and the reaction coordinate used for the study.  

Chapter 3 describes the mechanism of prion protein unfolding. We have performed 

multiple simulations and also simulations with a different force field. We have found that the 

prion protein is not stable in its native state, an unfolded state is more stable. Moreover, we 

have not observed any beta-sheet formation along unfolding pathways.  

Chapter 4 describes the effect of free amino acid and modified AA on ubiquitin protein 

stability. Our long well-reprise metadynamics simulation shows that the free AA stabilizes the 

ubiquitin in its native state.  
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Chapter 5 describes the mechanism of DNA kinking by the transcription factors. Our 

studies show that the only partial intercalation of AA kink the DNA. However, the kink state 

is not stable hence protein is there to stabilize the kink state.  

Chapter 6 describes the mechanism of DNA-Protein intercalation. We have studied 

the SOX4-DNA complex, in which one AA intercalate. Our study shows that the protein rotates 

around DNA to form a specific intercalative-native state. We have also observed that the 

bending and kinking happened when the AA partially intercalated. Binding alone does not bend 

and kink the DNA.  

Chapter 7 describes the mechanism of Sac7d-DNA complex formation. The Sac7d-

DNA complex has two intercalating AAs. Our study shows that the mechanism of protein 

association is same as observed in chapter 6. Moreover, we have also observed that the bending 

and kinking happened when the both AAs partially intercalated.  

Chapter 8 describe two collaborative studies (Addendum I and II) with Dr Partha 

hazara and Dr Abhigyan Sengupta. 

Addendum I describe the computational study of the FAD dynamic in water and in urea 

solution (8M) 

Addendum II describe the computational study of G-quadruplex stability in presence and 

absence of TPT drug.  
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Chapter 2 

Methodology 

 
2.1 Molecular Dynamics simulations 

Here, in this thesis, all the studies were performed using molecular dynamic (MD) simulations. 

The MD simulation is an important tool to understand the structural and dynamical properties 

of any system at the atomistic detail. In classical MD, we generally solve Newton’s equation 

of motion, where forces on atoms are calculated from a pre-parameterized potential function 

(Eq. 1). Forces on each atom lead to displacement with time, known as trajectory. The potential 

function consists of both bonded (bond, angle and dihedral between atoms) and non-bonded 

interactions (Lennard-Jones and Coulomb), as shown in Eq. 1.  

𝑈 = ∑
𝑘𝑏𝑜𝑛𝑑
2

𝑏𝑜𝑛𝑑𝑠

(𝑟 − 𝑟𝑒𝑞)
2
+ ∑

𝑘𝑎𝑛𝑔𝑙𝑒

2
𝑎𝑛𝑔𝑙𝑒

(𝜃 − 𝜃𝑒𝑞)
2
+ 

∑
𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙

2
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

[1 + cos(𝑛∅ − 𝛾)] + ∑[{
𝐴𝑖𝑗

𝑅𝑖𝑗
12 −

𝐵𝑖𝑗

𝑅𝑖𝑗
6} +

𝑞𝑖𝑞𝑗

𝜀𝑅𝑖𝑗
]

𝑖>𝑗

,                       𝐸𝑞. 1 

The first three terms of potential function represent the bonded potential and last term 

is the non-bonded potential. The 𝑘𝑏𝑜𝑛𝑑, 𝑘𝑎𝑛𝑔𝑙𝑒, 𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 are force constants for bonding, angle 

and dihedral interactions, respectively. 𝑛  is multiplicity and 𝛾 is phase angle for dihedral 

angles. The equilibrium values of bonds and angle are denoted by  𝑟𝑒𝑞 and 𝜃𝑒𝑞, respectively. 

The fourth term of Eq 1. represents the non-bonded interaction present in the system, which is 

a combination of Lennard-Jones potential (shown in curly bracket) and the Coulomb potential. 

The, 𝐴𝑖𝑗,  𝐵𝑖𝑗 are the constant in Lennard-Jones potential, 𝑞𝑖, 𝑞𝑗 are partial charges on atoms, 

and 𝜀 is the permittivity of medium.  

The timescale of the biological process varies from femtosecond (electron transfer in 

photosynthesis) to seconds (protein folding and DNA protein binding) to weeks (lifetime of 

the cell).  Therefore, to capture the experimental observations in simulations, the MD 
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simulation should be long enough to match the time scale of the studied system. However, MD 

simulation uses femtosecond timestep for integration. Therefore, for a realistic system such as 

protein or DNA, the computational cost for performing long simulations is enormous. The 

longest timescale that has been simulated for proteins till now is a millisecond, achieved using 

GPU technique and Anton supercomputer dedicated to run such calculations1.  However, with 

the improvement of computational technologies, most of the computational facilities can 

manage to perform only up to a microsecond long simulation. Hence, researchers have 

developed some enhanced sampling techniques like umbrella sampling, metadynamics, 

parallel tempering, etc. to investigate high barrier processes like protein folding, ligand 

binding, drug/protein intercalation in DNA, etc.  

 In this thesis, we have investigated several high barrier processes such as protein folding, the 

effect of a small molecule in protein folding, the role of amino acid in DNA kinking, and 

binding mechanism of protein to DNA. All these are barrier processes and therefore, we have 

enhanced sampling technique like an umbrella sampling and metadynamics methods to explore 

the phase space and calculate the free energy surface. 

2.2 Enhanced Sampling Techniques 

(I) Umbrella sampling simulations 

By principle, the free energy of the states can be obtained by the counting population 

of that state (Eq. 2) 

𝐺 = −𝑘𝑏𝑇 ln 𝑝𝑖                                          𝐸𝑞. 2 

Where pi is the population of the ith state.  

However, in some process, the free energy states are separated by a big barrier, which is less 

likely to be sampled in normal MD simulation. Therefore, we have used accelerated methods 

such as umbrella2 and metadynamic3-4 to enhance the sampling.  



26 
 

In these accelerated methods we apply a bias potential along the reaction coordinate. For 

example, in umbrella sampling, we apply a harmonic bias potential (Eq 3) along with a reaction 

coordinate (assuming that the other degree of freedom is relaxed). So more precisely, the 

reaction coordinate of the process is divided into several segments (called “windows”) and a 

harmonic bias potential is applied on the reaction coordinate to go from one window to another 

window. The schematic of umbrella sampling is shown in Fig 1. The applied a harmonic 

potential has a form of Eq. 3 along a chosen reaction coordinate. 

𝑉𝑖
𝑢𝑚𝑏(𝑠(𝑟)) =  

𝑘𝑖
2
(𝑠(𝑟) − 𝑠(𝑟)𝑖

𝑟𝑒𝑓
)
2
,       𝐸𝑞. 3 

where, 𝑘𝑖 is force constant for 𝑖th window, 𝑠(𝑟)𝑖
𝑟𝑒𝑓

 is the constant reaction coordinate value of 

𝑖th window and 𝑠(𝑟) is the dynamical changing reaction coordinate.  

Further, through umbrella sampling, we get the population of reaction coordinate along the 

umbrella window but this population is biased by the applied potential. Hence, we need to 

unbias the population to obtain the correct free energy of the 𝑖th window using the following 

equation.  

�̃�𝑖(𝑠) =  −
1

𝛽
𝑙𝑛 𝑁𝑖(𝑠) − 𝑉𝑖

𝑢𝑚𝑏(𝑠)                𝐸𝑞. 4 

where 𝑁𝑖 is population of the ith state. 

Finally, we used the weighted histogram analysis method (WHAM) 5 to join the piecewise free 

energy values to obtain the free energy surface of the whole process. 
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Figure 1. Schematic representation of umbrella sampling. (a) black color smooth line represents the FES (which 

we don’t know priorly) for process A to B. The red dashed curved line represents the applied umbrella bias 

potential for each window. Right side of Fig 1a shows the FES after applying the bias potential. The applied 

potential decrease the FE barrier. (b) the left side of Fig shows the population of each window and the right side 

shows the FES constructed by using the WHAM. 

(II) Metadynamics Simulation. 

Umbrella sampling, although a rigorous and accurate enhanced sampling approach, it is 

computationally demanding for multidimensional free energy calculation. Metadynamics is a 

relatively recent advanced enhanced sampling technique to calculate multidimensional free 

energy surfaces.3 Unlike umbrella sampling, metadynamics is a non-equilibrium, non-

directional sampling technique. However, similar to umbrella sampling, metadynamics 

simulations also require reaction coordinate to bias the trajectory. We have discussed about the 

reaction coordinate in next section. The primary aim of metadynamics is to discourage the 

system to visit the same region of phase space once a second time once it had been covered 

earlier. This helps the system explore the free energy surface (FES) efficiently. The way it is 

achieved is by depositing a history dependent Gaussian potential at certain time interval to the 
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reaction coordinate. The potential is added until the FES becomes flat and the system is free to 

move anywhere in FES.  We can control the speed of sampling by changing the width and 

height of deposited Gaussian potential as well as by changing the deposition rate.   

𝑉𝐺(𝑠(𝑥), 𝑡) = 𝑤 ∑ 𝑒𝑥𝑝(
(𝑠(𝑥) − 𝑠(𝑥𝐺(𝑡

′))2

2𝜕𝑠2
) ,      𝐸𝑞. 5

𝑡′=𝑡𝐺

 

where 𝑤 is the height of the Gaussian, 𝜕𝑠 is width of Gaussian, 𝑡𝐺  is frequency at which the 

Gaussian potential is deposited and 𝑡 < 𝑡𝐺 . 𝑠(𝑥) is the conformation space of the collective 

variables (CVs).   𝑠(𝑥𝐺(𝑡
′) is the value of CV at time 𝑡′ and t is the total sampling time.  

The free energy is calculated by the formula 

𝐹(𝑠)~ − lim
𝑡→∞

𝑉𝐺(𝑠(𝑥), 𝑡)               𝐸𝑞. 6 

(III) Well-Tempered metadynamics Simulation. 

Despite the popularity and success of metadynamics, there are a few drawbacks to this method, 

one of them being the convergence of free energy. In metadynamics, a Gaussian potential of 

constant height is added. As a result, the estimated free energy oscillates around the real value 

and does not converge to the exact value leading to an error in the free energy calculation. 

However, this problem has been solved by applying a Gaussian potential in which the height 

of potential is scaled (more precisely decreased) with time. Thus, in the case of well-tempered 

metadynamics4, one applies a Gaussian potential whose height is scaled by the following 

equation.  

𝑤 = 𝑤0 𝑒
−
𝑉𝐺(𝑠(𝑥),𝑡)
𝑘𝐵∆𝑇                    𝐸𝑞. 7 

Here 𝑤0  is the initial Gaussian height, 𝑘𝐵 is the Boltzmann’s constant, ∆𝑇 is the parameter 

with the dimension of temperature.  

The FES is constructed by the following formula.  

�̃�(𝑠(𝑥), 𝑡) =  −
𝑇 + ∆𝑇

∆𝑇
𝑉𝐺(𝑠(𝑥), 𝑡),                𝐸𝑞. 8 
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where 
𝑇+∆𝑇

∆𝑇
 is CV temperature and 

𝑇+∆𝑇

∆𝑇
= 𝛾, refferead as bias factor, T is simulation 

temperature.  

2.3 Analyses Techniques 

(I) Minimum Free Energy Path Calculation 

A reaction or a process in general always follows the lowest free energy path (MFEP) on the 

multidimensional FES. Hence, it is very important to compute the MFEP to understand the 

mechanism of the process. Here, in this thesis, we have used an algorithm proposed by Ensing 

et al. algorithm6 to compute the MFEP on the calculated FES. The algorithm is briefly 

discussed below.  

Consider an FES (shown in Fig) made of two collective variables (CVs) S1 and S2. We would 

like to calculate the MFEP from reactant well (denoted by A in Fig) to the product well 

(denoted by B and C). There are many possible paths which would connect A to B. However, 

to calculate the MFEP, the first step is the identification of the most stable reactant and product 

points on the FES. This is done with the golden search method. 6 Once the minima are defined 

at both wells (reactant and product), we would start the minimization of potential V (Sα) from 

the first minima by choosing a range between Sα-δSα and Sα+δSα such that the 𝑉(𝑆𝛼) <

𝑉(𝑆𝛼 − 𝛿𝑆𝛼) and 𝑉(𝑆𝛼) < 𝑉(𝑆𝛼 + 𝛿𝑆𝛼). Thereafter, the golden search method is used to find 

a new point 𝑆𝛼
′  between the 𝑆𝛼and the bracket 𝑆𝛼 ± 𝛿𝑆𝛼end such that the potential should be 

lowest. 
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Figure 2: The free energy surface made from two CV S1 and S2. Calculation of MFEP on this 2D FES. 

Copyright@ 2014 American Chemical Society. 6 

Computing the MFEP from A to B happens in two steps. (i) A coarse path is constructed from 

A to B (shown as P1, P2, P3 in Fig 2) by using the golden search method. The step size for 

points should be greater than the local bumpiness in free energy surface. Thereafter, the path 

is reconstructed by minimizing the path by the method described above. This new path would 

be the desired minimum free energy path.  

2.4 Reaction Coordinate (RC) 

In the accelerated techniques we apply the bias potential along a particular reaction coordinate (RC), 

which defines the extent of reaction and depicts the mechanism of the process. Choosing a reaction 

coordinate is completely dependent on the process. For example, to dissociate a NaCl, a distance 
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between Na and Cl would be best RC. Another example is that for cis-trans conversion of a molecule, 

a dihedral angle would be the best RC.  

For a simple process such as dissociation of NaCl, choosing an RC is simple, but for a complex process 

such as protein unfolding, DNA-protein binding choosing an RC is very difficult and sometimes more 

than one reaction coordinates are needed to describe the process completely.  

 We have used several reaction coordinates in the studies. We will briefly discuss the about the RCs 

here. Details will be given in the corresponding chapters.  

(I) Native Contact (Nc): 

Native contact is a commonly used collective variable in protein folding studies. It is defined by the 

through space proximity of groups of atoms in the native state. The native contact between the one 

groups (𝑔1) of atom to the other group (𝑔2) of atoms is defined as,  

𝑁𝑐 = ∑ ∑ 𝑠𝑖𝑗 ,                     𝐸𝑞. 9

𝑗∈𝑔2𝑖∈𝑔1

 

where, 𝑠𝑖𝑗 is given by, 

𝑠𝑖𝑗 =

{
 
 

 
 
1                  𝑟𝑖𝑗 ≤ 0

1 − (
𝑟𝑖𝑗
𝑟0
)
𝑛

1 − (
𝑟𝑖𝑗
𝑟0
)
𝑚 𝑟𝑖𝑗 > 0 

             𝐸𝑞. 10 

and 𝑟𝑖𝑗 = |𝑟𝑖 − 𝑟𝑗| − 𝑑0.  The user defined parameters were chosen to be 𝑛=6, 𝑚=12, 𝑟0=4.5 Å and 

𝑑0=0 Å. Above equation ensures the variation of 𝑠𝑖𝑗 is continous and differentiable. Schematic of Nc 

is shown in Fig 3. 
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Figure 3. Shows the schematic representation of native contact (𝑁𝑐). The color circled represents the atom 

corresponding to a segment. The green color represent the distance circle on which we count the contact. (a) 

represents that how the native contact define in protein. The red color dot represents the atom of helixes. When 

the atom of one helix is in within 4.5Å (dotted green circle) of other helix atom, we considered it a contact. Same 

way (b) represents the contact define in DNA-Protein complex. The blue dot color represents the atom of DNA 

and red dot color represents the atom of protein. When an atom pair (DNA and protein atoms) is within 4.5A 

(green dot circle), we count as a contact.   

(II) Radius of gyration (𝑹𝒈). Radius of gyration is another measure of the extent of folding of 

proteins. A folded protein typically has lower 𝑅𝑔 (Fig. 4) defined as, 𝑅𝑔 = √∑
𝑚𝑖(𝑟𝑖⃗⃗⃗  −𝑟𝑐⃗⃗  ⃗)

2

𝑀𝑖 . 𝑚𝑖 is mass 

and 𝑟𝑖⃗⃗  is the position vector of the 𝑖th atom. 𝑀 is the total mass (= ∑ 𝑚𝑖𝑖 ) and 𝑟𝑐⃗⃗  is the center of mass.  

 

Figure 4. Schematic representation of Rg. The Folded protein will have less Rg and the unfolded protein will 

have more Rg. 

(III) Average Psi angle (𝝍𝒂𝒗𝒆). The conformation of protein is largely dependent on two backbone 

dihedral angles 𝜑 (C-N-C-C) and 𝜓 (N-C-C-N). While 𝜓 angle for -helix has -40°, it is 120° for a 
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β-sheet, with 𝜑 being almost same in both (Fig 5). Since in a particular protein, there are many 𝜓 angles 

(one for each amino acid), we considered average 𝜓 angle, 𝜓𝑎𝑣𝑒 = 1/𝑁∑ 𝜓𝑖𝑖 , as a reaction coordinate 

to monitor -helix to β-sheet conversion.  

 

Figure 5. The Ramachandran plot of protein backbone dihedral angle. The ψ angle drives the secondary 

change in the protein. Since there are more AA in protein, therefore, we have taken the average ψ for 

probing the secondary structure of the protein.  

(IV) Distance: To separate any fragment from another, we have used the distance between the center 

of masses of two different fragments.  

(v) Distance along a vector: Distance is a radial coordinate and does not differentiate between 

different binding modes of protein/drug to DNA. We have defined a new RC, which measures the 

distance of one group along a particular body fixed vector. This allows directional approach of a 

particular group (such as amino acid) to another (such as DNA base pairs). More detail of this reaction 

coordinate is given in chapter 5). 
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Chapter 3 

Mechanism of Prion Protein Unfolding 

3.1 Overview 

Misfolding or disorder in prion protein causes serious neurodegenerative diseases. Thus, it is very 

important to understand the mechanism of prion protein misfolding and aggregation. Researchers have 

speculated that first the cellular prion misfolds to a state PrPC* and then aggregates to form PrPSc.  Here, 

we have studied the misfolding of prion protein using the well-tempered metadynamics technique. With 

the help of multiple microsecond simulations we show that the unfolded (less structured prion protein) 

state is more stable than the native state and there are several pathways for unfolding of the prion protein.  

So, our study’s main point is that the native PrPC is an intrinsically disorder protein (IDP) (with more 

secondary structure content compared to other IDPs) and a small perturbation (like, change in pH, a point 

mutation, change in salt concentration, etc.) would lead to a more stable unfolded conformation. We 

believe that this is the unfolded structure is somewhat related to the PrP* state, an intermediate state prior 

to the formation of PrPSc. Moreover, we have not observed any toxic β-rich conformation during the 

unfolding pathway of the PrPC. Thus, we believe that the PrPSc with parallel β-sheets must involve from 

dimer or higher oligomers. Further, simulation over isolated helices from PrPC shows that the individual 

helices especially (H2 and H3) prefer to be in a random coil or in β-sheet form rather than being in helices. 

So, based on our analysis we conclude that the secondary form of helices in prion protein is stabilized due 

to the tertiary contact between the helixes when they are together. 

This study bridges the gap between earlier theoretical predictions to the current experimental endeavour 

to understand the origin of prion diseases.  
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3.2 Introduction 

 Prion protein is a glycosylated, glycosylphosphatidylinositol-anchored component of the extracellular 

surface of neurons and helps in signal transduction.1 It is the most abundant protein in neurons of the brain 

and spinal cord.2 Apart from the brain, it is also sparingly present in glial cells of the central nerve system 

(CNS) and peripheral cells types.2-3 Most of the prion proteins are found at lipid bilayer of the cell 

surface.4-5 

 The physiological function of the prion protein is still unknown. It was found that the cleavage of prion 

proteins activates the process of myelin repair in Schwann Cells, whereas lack of prion protein causes 

demyelination of those cells.6 Apart from these, prion also protects cells from the oxidative stress,7-8 helps 

in copper transportation,9-14 cell adhesion,15-17 and plays a significant role in transmembrane signaling.18-

22 

Conversion of a normal, cellular isoform (PrPC) into a conformationally different “scrapie” isoform 

(PrPSc) results in prion-related neurodegenerative diseases, especially when nucleic acids are not present. 

PrPC converts to PrPSc by an endosomic post-translational process.23-25 Chemical means of probing the 

difference between PrPC and PrPSc were unsuccessful because the two forms are chemically identical.26-

27 

The “prion hypothesis” states that the infection relies solely on a self-poisoning mechanism involving 

protein’s conformation. According to this hypothesis, the α-helix rich PrPC state is converted to the 

infectious PrPSc isoform characterized by its high content of β sheet.25, 28 The FT-IR and CD spectroscopy 

have shown that PrPSc has a high (43%) β-sheet content and a significant (30%) α-helix content. In 

contrast, PrPC has only 3% β-sheet and 42% α-helix as measured by FTIR.23 
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 PrPSc differs from PrPC in many ways: (i) PrPSc is insoluble in detergents, whereas PrPC is readily 

soluble.29 (ii) While PrPC gets completely degraded by protease, PrPSc is proteases resistant.30 (iii) PrPSc 

aggregates at the brain surface, whereas PrPC does not.31 (iv) The accumulation of PrPSc in the brain forms 

a distinct pattern32 compared to the distribution of PrPC. 

The three-dimensional structure of cellular prion protein (PrPC) has been solved for many species using 

both X-ray crystallography and solution NMR.33-34 The human Prion protein (huPrP) contains a 

unstructured N-terminus (Nter) region containing amino acids (AA) 23 to 124, and a well structured  C-

terminal (Cter) region (AA 125−228) composed of three α-helices. Helix-1 (H1) contains AA from 144 

to 156, Helix-2 (H2) includes AA from 174 to 194, and Helix-3 (H3) comprises AA from 200−228. It 

also has a small β-sheet region containing AA from 128−131 and 161−164.33,35 Residues C179 and C214 

and two N-glycosylation sites (N181 and N197) form disulphide bonds in prion protein. The N-terminal 

residues 51−91 consist of an unstructured random coil, but acquire secondary structure in the presence of 

Cu++ and other metal ions.22, 36 It has been found that the N-terminal of prion protein also helps in binding 

with the cell membrane.37 The extensive sequence homology shows that the sequence of PrPC is highly 

conserved amongst mammals, and only differs slightly in birds, reptiles, and amphibian.38 

 Evidence of formation of PrPSc trimeric assembly was observed in electron microscopy, which provided 

some structural constraints for the PrPSc monomer structure.39 Because of insolubility and flexibility of 

PrPSc, the crystal structure of PrPSc is still unsolved. However, based on the threading40 and Raman 

optical41 experiment data, two different structural models of PrPSc emerged. The first model comprises 

two α-helices and a multi-stranded antiparallel β-sheet, which grows on a prior short β-sheet of the PrPC.42-

43 However, these models have a left-handed parallel α-helix structure.40, 44 In spite of these proposed 

models a clear understanding of prion conversion still eludes us.45 
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Since PrPSc has a significant β-sheet region and PrPC has a predominant α-helical region, in PrPC to PrPSc 

transformation, some α-helical region must convert to β-sheet. Therefore, the stability of the helical region 

and its propensity to switch to β-sheet are the key events in prion protein conversion. 

Eghain et al. attached antibodies with the helices to monitor the conformational change of protein using 

NMR. They observed that H2 and H3 were stable, whereas the H1 was the one that was prone to β-sheet 

formation.46 However, Thirumalai et al. have used a combination of sequence analysis and molecular 

dynamic simulation to show that H1 is unusually stable due to salt bridge formation between the i-th and 

(i+4)-th residues whereas H2 and H3 have a reduced helical propensity due to their unusual sequence.47 

Chakroun et al. also performed molecular dynamic simulation and showed that the H2 and H3 are the 

ones that get converted into the β-sheet rich conformation whereas H1 remains in its native 

conformation.48 They also found that the unfolded or the β sheet rich conformation of H2 and H3 is the 

intermediate for the oligomerization of the protein. Molecular dynamic simulations at high temperature 

and low pH also show that the H2 and H3 unfold and convert to the β-sheet structure initiating 

oligomerization while H1 remains in its native state.48-49 The idea of H2 and H3 being the initiation sites 

of prion misfolding has been proved experimentally by Udgaonkar et al. and other groups where they 

have shown that the increase in the helical stability of H2 prevents the misfolding and oligomerization in 

prions leading to a slowdown in the amyloid formation.50-52 Honda et al. also have shown that the partially 

unfolded equilibrium states, where H3 is unfolded, are the precursors for the aggregation of the protein.53 

Interestingly, Thirumalai and coworkers suggested that there exists an intermediate conformational state 

PrPC*, which might be even more stable than the PrPC form due to the inherent structural frustrations in 

the H2 and H3 regions.54 Using steered MD simulations they calculated an unfolding barrier of >20 

kcal/mol. This high barrier may be the reason for absence of a spontaneous misfolding under natural 

conditions.55 Experimental studies by Cohen and coworkers56 render support to this possibility that the 

native α-helical conformation is formed under kinetic control, whereas there might exist other 
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thermodynamically stable and possibly β-rich isoforms. Therefore, the pathway of conversion of PrPC to 

PrPSc form can be quite complicated with multiple intermediate states with varying 

thermodynamic/kinetic stability. The unfolding mechanism of prion (PrPC) and the source of the stability 

in predominantly helical form is still not clearly understood.  

The conversion of PrPC into PrPSc and aggregation, believed to be the cause of prion propagation,23-24 is 

very much dependent on the environmental conditions,57-59 e.g. pH, salt concentration, lipid binding, metal 

ions binding, etc. PrPC forms β-rich misfolded oligomers at low pH and its tendency to form misfolded 

conformation increases with the decrease in pH.50, 60 Diogo et al. have performed constant pH molecular 

dynamic simulations and showed that the protein forms a stable misfolded conformation at pH 2 and some 

of the conformations are reversible.49 Campos et al. also showed that H2 and H3 are unstable at low pH.61 

Similarly, it has been observed that the conformation of PrPC changes to a β-rich structure in the pH range 

of 4.4–6.62-64 Thus, low pH may can initiate the conformational change of PrPC to PrPSc. 

Conformational changes in prions due to changes in pH have also been studied by molecular dynamic 

simulation.42, 63, 65-66 Protonation of His, Asp, and Glu in different numbers have been used to emulate a 

particular pH range indirectly. Garrec et al. used one such set up to run microsecond long simulations 

which highlighted the effect of electrostatic repulsion experienced by the protonated imidazole ring of 

H187 due to the nearby guanidinium group of R136.67 The aforementioned effect led to mouse PrPC 

misfolding which was argued to follow any one of the two pathways: (i) the unravelling of H2 (C-

terminal) alone or the unravelling of H2 with simultaneous elongation of β sheet.68 An acidic pH 

mimicked by protonation of histidine residues in human prion protein was also studied by Langella et al. 

using MD simulations. According to this study, His-155 and His-187 prevent copper binding and are 

directly involved in conformational rearrangements.63 Diogo Vila-Viçosa et al. suggested that the pH-

dependent conformational changes usually surface in the C-terminus core while the N-terminus region, 
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even though flexible and transiently forming β-structure, is less influenced by pH. In a later investigation, 

they also proposed various conformational intermediates that could be formed during PrPC misfolding 

with decreasing pH along with a general propensity for reversibility regarding refolding to its cellular 

form with an increase in pH.49, 61 

Prion conversion is very much affected by the point mutation. The familial prion diseases such as GSS 

(mutation at AA 102, 105, 117, 145, 198, and 217), fatal familial insomnia, and Creutzfeldt-Jacob 

(mutation at AA 178, 200, 210) diseases are related to distinct point mutants within the human gene of 

PrPC.69-73 The experiments with Ala117Val mutation showed an increasing tendency of the β-sheet 

region.74 On the same line Chabaro et al. show that T183A mutation accelerates the prion conversion in 

both monomer and dimer forms75. In contrast, Barducci et al. have shown using molecular dynamics 

simulation that D178N mutant prevents anti-parallel -sheet formation further compared to the wild 

type.29 This destabilization was attributed to the disruption of hydrogen bonding network of the mutated 

residue with Arg164 and Tyr128 side chains.66, 76 Therefore, such networks may be responsible for 

stabilizing the antiparallel β-sheet in the PrPC. These findings suggest that the pathogenic conditions may 

favour disruption against stabilization and growth of the antiparallel β-sheet.53 

Given the above discussion, it is quite evident that the conformational energy landscape of prions would 

be highly complex. Based on the molecular simulations and experiments, some mechanistic models have 

been proposed for the oligomerization. Among all the models, three are the ones which fit on the 

experimental observation: (i) the β sheet model 26, 39-40, 58, (ii) the spiral model43, and the parallel in register 

β sheet model.77-79 None of these models, however, has been able to provide a wholesome picture of the 

actual mechanism of prion oligomer formation or structure of PrPSc form satisfactorily.45 

Understanding the complete conformational free energy landscape of prions would give us a direct picture 

of the thermodynamic and kinetic stabilities of various isoforms. Thus, the objective of the present study 
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is to find out the free energy surfaces of the unfolding of the prion protein (wild type) under normal 

conditions. Moreover, we also investigate the molecular origin of the inherent instability of prions and 

their propensity to misfold in terms of the stability of the secondary structural elements present in the 

PrPC form. We show that neither the helices individually nor the prion protein as a whole is the stable 

state in solution and there exists a relatively compact unfolded state with lower free energy than even the 

native PrPC form. This intermediate unfolded state might corresponds to the widely discussed PrPC* state, 

which may act as the precursor to further oligomerization into the PrPSc and fibrillar forms. 

3.3 Design of the Study & Methodology 

To understand the mechanism of unfolding, we have carried out six well-tempered metadynamics 

(WTMD) simulations using three collective variables and three different force fields -- AMBER99SB80 

(four simulation), CHARMM2781 (one simulation), and AMBER0382 (one simulation). We discuss the 

design, methodologies and analyses protocols below. 

(I) Preparation of Initial Configurations. The crystal structures of the human prion protein (PDB ID 

1HJM)34 were taken from the Protein Data Bank (PDB).83-84 The topology and initial coordinates were 

generated by the GROMACS software.85-86 

 (II) Equilibration. The prepared system was put in a large cubic box of length 75 Å. TIP3P water 

model87 was used to solvate the system, and ions were added to neutralize and mimic physiological (150 

mM) salt concentration. The energy minimization using steepest descent algorithm88 was performed, 

followed by heating up to 300 K using the Berendsen thermostat89 with a coupling constant of 0.2 ps. 

During the heating process, the heavy atoms of protein were restrained with the harmonic potential of 25 

kcal/mol/Å2. Following this, a series of equilibration and energy minimization were carried out, where 

the restrain was reduced to 0.25 kcal/mol/Å2 in six steps. Finally, an unrestrained 1 ns constant 

temperature (at 300 K) and pressure (1 bar) equilibration was performed using the Nose-Hoover 
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thermostat90-91 and Parrinello-Rahman barostat92, respectively, with coupling constant 0.4 ps for each. We 

used Particle Mesh Ewald (PME)93  method for the electrostatic interaction with a long-range cutoff of 

10 Å while the van der Waals interactions were treated with 10 Å cutoff. Integration time step for all 

simulations was kept at 2 fs. 

(III) Metadynamics Simulation. Following equilibration, we have performed multiple well-tempered 

metadynamics94 simulations (with different initial conditions) to explore the free energy surfaces of the 

Prion protein unfolding using AMBER99SB force field80. In the first simulation (SIM1), we have 

performed a long 1.8 µs metadynamics simulation (referred to as SIM1 hereafter) with hill height 0.2 

kJ/mol, bias factor 10, with the hills deposition rate as 2 ps. Second simulation (SIM2) was performed for 

800 ns with bias factor 15, hill height 0.2 kJ/mol and the hills deposition rate 3 ps, the third simulation 

(SIM3) was performed for 600 ns using bias factor 15, hill height 0.2 kJ/mol and the hills deposition rate 

4 ps. The fourth simulation (SIM4) was performed for 400 ns using bias factor 15, hill height 0.2 kJ/mol 

and the hills deposition rate 3 ps and with a different initial velocity distribution. Gaussian widths for Nc, 

𝑅𝑔, and 𝜓𝑎𝑣𝑒 were taken to be 5, 0.7 Å, and 0.05 radian, respectively, for all the three simulations. Along 

with the above four well-temprered metadynamic simulations, we have performed two more WTMD 

simulations with two different force fields: (i) a 900 ns simulation with CHARMM27 force field95 using 

hill height 0.2 kJ/mol, bias factor 15 and disposition rate 3 ps, and (ii) a 300 ns simulation with amber03 

force field96 using hill height 0.2 kJ/mol, bias factor 15 and deposition rate 1 ps. All the simulations were 

carried out using GROMACS85-86 (version 4.5.4) molecular dynamics program. For free energy 

calculations, we used the PLUMED97 (version 1.3) with in-house modifications to incorporate a new 

collective variable used here. 

 3.4 Definition of the reaction coordinate. The unfolding of protein occurs in an immensely complex 

multi-dimensional energy landscape. Therefore, the choice of a limited number of reaction coordinates, 

known as collective variable (CV) in metadynamics simulation, is based on heuristic understanding of the 
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system. After trying out several different CV’s, we have used the three following CV’s to study the 

unfolding process: (I) number of native contacts (𝑁𝑐), (II) radius of gyration (𝑅𝑔), and (III) average psi 

angle (𝜓𝑎𝑣𝑒). Definitions of the CV’s and the reason for their choices are mentioned below.  

(I) Native Contact (𝑵𝒄). The definition of 𝑁𝑐 is given in section 2.4 of chapter 2. Here, we have chosen 

secondary structures (H1, H2, H3 and β-sheet) of protein for native state calculation. So, if an atom 

belonging to one secondary structure segment comes within 4.5 Å of another atom of a different secondary 

structure segment, a contact will be formed. 𝑁𝑐 is helpful to separate the helices and β-sheet from each 

other’s contact to drive unfolding. 

(II) Radius of gyration (𝑹𝒈). Radius of gyration is another measure of protein folding. A folded protein 

typically has lower 𝑅𝑔 defined as, 𝑅𝑔 = √∑
𝑚𝑖(𝑟𝑖⃗⃗⃗  −𝑟𝑐⃗⃗  ⃗)2

𝑀𝑖 . 𝑚𝑖 is the mass and 𝑟𝑖⃗⃗  is the position vector of the 

𝑖th atom. 𝑀 is the total mass (= ∑ 𝑚𝑖𝑖 ) and 𝑟𝑐⃗⃗  is the center of mass. 

(III) Average Psi angle (𝝍𝒂𝒗𝒆). The conformation of protein is largely dependent on backbone dihedral 

angles 𝜑 (C-N-C-C) and 𝜓 (N-C-C-N). While 𝜓 angle for -helix has -40°, it is 120° for a β-sheet, 

with 𝜑 being almost same in both. Since in a particular protein, there are many 𝜓 angles (one for each 

amino acid), we considered average 𝜓 angle, 𝜓𝑎𝑣𝑒 = 1/𝑁 ∑ 𝜓𝑖𝑖 , as a reaction coordinate to monitor -

helix to β-sheet conversion.  
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Figure 1. Free energy profile of a GB1 protein using 𝜓𝑎𝑣𝑒  as a reaction coordinate. We modeled the sequence initially in the 

helical form (right side). The normal MD simulation resulted in a random coil structure corresponding to 𝜓𝑎𝑣𝑒~54˚. Thereafter, 

we have used 𝜓𝑎𝑣𝑒and performed umbrella sampling and obtained the free energy profile. The most stable state (purple color) 

corresponds to a beta structure in close agreement with the native state (orange color). The RMSD of the stable state found 

here is 1 Å from the native state. The value of the reaction coordinate at the free energy minimum (83˚) is close to that of the 

native state (84˚). 

 Before using 𝜓𝑎𝑣𝑒 as the reaction coordinate, we tested the capability of this coordinate to create β-sheet 

conformation. For this we chose the -hairpin region of the GB1 protein (PDB ID 1pgb).83-84 We have 

modelled the initial structure of the protein in the helical conformation, put it in a box of 55 Å, solvated 

using TIP3P water model87 and added ions to create a physiological ion concentration (150 mM). Then 

we performed a normal molecular dynamics simulation at 300K and 1 bar pressure Nose-Hoover 

thermostat90-91 and Parrinello-Rahman barostat92 for 2ns after usual energy minimization and equilibration 

steps using GROMACS software.85-86 Simulation details not mentioned are similar to the other systems. 

Normal MD itself provided a random coil structure corresponding to 𝜓𝑎𝑣𝑒~45˚. Then we performed a 

series (24 simulations of 4 ns each) of  umbrella sampling98 simulations using 𝜓𝑎𝑣𝑒 and calculated free 

energy profiles using weighted histogram analysis method (WHAM)99. The free energy profile is shown 
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in Fig. 1. The lowest free energy corresponds to a β-hairpin structure which has remarkable similarity 

with the native state (1 Å RMSD). The free energy of unfolding of β-hairpin found using 𝜓𝑎𝑣𝑒 (4 kcal/mol) 

is similar to that obtained using other reaction coordinate (3 kcal/mol)100-101. This initial test indicates that 

𝜓𝑎𝑣𝑒 is capable of finding the β-sheet if it represents a low free energy state. 

(IV) Minimum free energy path (MFEP). We calculated the MFEP using the algorithm of Ensing, et 

al.102 We gathered the structures that fall within a small deviation (𝑁𝑐, 𝑅𝑔, and 𝜓𝑎𝑣𝑒) around each point, 

spaced to avoid overlap, along the MFEP. Then we performed cluster analysis of the structures belonging 

to each point using a root mean square deviation (RMSD) cutoff of 1 Å. All subsequent calculations of 

average properties were performed using the members of the biggest cluster to avoid spurious 

contributions from unnatural fluctuations. 

3.5 Study of the isolated helical fragments. As mentioned above, prion protein has three helices and one 

antiparallel β-sheet. To check the stability of the helices, we have isolated each helical fragment H1, H2, 

and H3 keeping the terminals in zwitter-ionic form and standard protonation states of the amino acids. 

Initial configurations were obtained from the crystal structure. Each fragment was solvated with water 

molecules using TIP3P model87 in a cubic box of length 65 Å. Ions were added to neutralize and maintain 

physiological (150 mM) ions concentration. All the simulation parameters (unless stated) are same as 

mentioned for the whole protein. After energy minimization, position restraint simulation, and 

equilibration for 1ns, we have performed WTMD simulation of each fragment using 𝜓𝑎𝑣𝑒 as the collective 

variable to find the free energy profile of each. The hill height, deposition rate, and bias factor for 

metadynamics run were taken to be 0.05 kJ/mol, 3 ps, and 4ps, respectively. The Gaussian width chosen 

was 0.05 radian. We have performed 500 ns, 310 ns and 600 ns metadynamics runs for H1, H2, and H3, 

respectively.  
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Figure 2. Free energy surfaces (FES’s) of prion protein unfolding. Left column shows the FES against 𝑁𝑐 and 𝑅𝑔, with the 

third CV (𝜓𝑎𝑣𝑒) being Boltzmann averaged for (a) SIM1, (c) SIM2, (e) SIM3, and (g) SIM4.  Right column shows the FES 

against 𝜓𝑎𝑣𝑒  and 𝑁𝑐, with the third CV (𝑅𝑔) being Boltzmann averaged for (b) SIM1, (d) SIM2, (f) SIM3, and (h) SIM4. White 

lines represent the calculated minimum free energy path in each case. The native and extended states are labeled as “N” and 

“E”, respectively. Unfolded states are marked by “U1”, “U2”, “U3”,”U4”for SIM1, SIM2, SIM3, and SIM4, respectively. 

“B1” and “B3” denote the location from where β-sheet conformations (shown in Fig. 4). The numbers in each contour is free 

energy in  kcal/mol.
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3.6 Result and Discussion 

(I) The unfolding of the full prion protein. Among the six well-tempered metadynamics94 

simulations performed here, we choose to discuss the results from the four simulations (referred 

to as SIM1, SIM2,SIM3, and SIM4) carried out using AMBER99SB force field for 

consistency. The free energy surfaces (FES’s) obtained along three collective variables are 

shown in Fig. 2. For simplicity, we have shown in each row two cross-sections of the three 

dimensional (3D) FES as contour plots. The first column depicts the FES against 𝑁𝑐 and 𝑅𝑔, 

while the second column shows the FES against 𝜓𝑎𝑣𝑒 and 𝑁𝑐. FESs using other force fields, 

CHARMM2781 and AMBER0382, are shown in Fig. 3. FES’s from all the different simulations 

show three minima. White dashed line is the calculated minimum free energy path (MFEP) 

connecting the minima. 

 

Figure 3. Free energy surfaces (FES’s) of human prion protein unfolding using CHARM27 force field (top row 

a,b,c) and AMBER03 force-field (bottom row d,e,f). (a) and (d) FES against𝑁𝑐and 𝑅𝑔 (b) and (d) FES 

against𝜓𝑎𝑣𝑒and 𝑁𝑐. In each case, the third coordinate is Boltzmann averaged. White lines represent the calculated 

minimum free energy path in each case. (c) and (f) Free energy along the minimum free energy path. The numbers 

in each contour is free energy in kcal/mol 
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Among the multiple corrugations, each FES shows two major minima. The first one 

corresponds to the folded native state (N), where𝑁𝑐 is 275, 𝑅𝑔is 14.3 Å, and 𝜓𝑎𝑣𝑒 is 25°. The 

minimum at the native configuration is present for all the four metadynamics simulations. This 

configuration is same as the crystal structure. Note that the 𝜓 value of β-sheet is 120°, while it 

is -40° for the α-helix. The low value of 𝜓𝑎𝑣𝑒 in the native state indicates that most of the 

residues are either in α-helix or in the random coil configuration. The crystal structure is also 

characterized by the high native contact and low 𝑅𝑔. Note that, the native state does not have 

the highest 𝑁𝑐 because of the way it is constructed (see method section). 
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Figure 4. Relative free energy profiles with respect to native state (taken to be zero free energy) from four WTMD 

simulations. Free energy profiles along (a) MFEP. (b) native contact 𝑁𝑐  (𝑅𝑔 and 𝜓𝑎𝑣𝑒  being Boltzmann averaged). 

(c) 𝑅𝑔 (𝜓𝑎𝑣𝑒  and 𝑁𝑐 is being Boltzmann averaged), and  (d) 𝜓𝑎𝑣𝑒  (𝑁𝑐 and 𝑅𝑔 being Boltzmann averaged). Vertical 

lines in b, c, and d indicate errors in free energy. Note that both 𝑅𝑔and  𝜓𝑎𝑣𝑒  are unable to distinguish the native 

state and unfolded state. Average profile along MFEP is not meaningful because the same set of collective 

variables do not represent same MFEP index in different simulations. 

The second minimum corresponds to 𝑁𝑐 60, 𝑅𝑔 14.1 Å, and 𝜓𝑎𝑣𝑒 43° for SIM1, while it appears 

at 𝑁𝑐 60, 𝑅𝑔 14.2 Å, and 𝜓𝑎𝑣𝑒 31° for SIM2 and at 𝑁𝑐 65, 𝑅𝑔 14.1 Å, and 𝜓𝑎𝑣𝑒 35° for SIM3, 

at 𝑁𝑐 70, 𝑅𝑔 14.7 Å, and 𝜓𝑎𝑣𝑒 28° for SIM4. We recognize these states as unfolded states and 

designated them by U1, U2, U3, and U4 for SIM1, SIM2, SIM3, and SIM4, respectively (see 

Fig. 2). In all the four independent metadynamics simulations, this unfolded state has always 
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lower free energy compared to the native state, although the pathways and the characteristics 

of these unfolded states are very different. This may be due to the lack of any structural order 

among the unfolded state. In fact, we see a reflection of the characteristics of the folding funnel 

in these four metadynamics simulations where a single native state may take different unfolding 

pathways to different unfolded configurations. Probably many more such paths exit and it will 

be almost impossible to enumerate all of them. However, from the free energy values, we can 

predict what would be the dominant unfolded state as discussed below. 

To understand the unfolding events in each case, we compared the free energy profiles along 

the minimum free energy pathway (MFEP) for all the four simulations in Fig. 4a. MFEP is 

indexed with zero for the native state and an increasing number along the direction of unfolded 

state. All the four simulations show minima corresponding to three states, native state, an 

intermediate state, an unfolded state and an extended state. In two cases (SIM1 and SIM3), this 

intermediate minimum has similar free energetic stability as the native state, while for SIM2 

and SIM4, the stability is much less. However, in all cases, the unfolded states have the lowest 

free energy and are denoted by U1, U2, U3, and U4 for SIM1, SIM2, SIM3, and SIM4, 

respectively. The extended state is characterizes as when the Rg of protein is high. At the 

extended state protein opens up and AAs of protein are completely exposed to the solvent. 

Therefore the extended state is unstable compare to native.  
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Table 1. Comparison of free energy barriers from multiple metadynamics simulations using different force fields. 

Force field Simulation Native State 

FE 

Barrier FE 

(kcal/mol) 

Unfolded state FE 

(kcal/mol) 

AMBER99SB SIM1 0.0 9.0 -9.7 

SIM2 0.0 8.0 -15.0 

SIM3 0.0 11.1 -5.3 

SIM4 0.0 7.6 -8.9 

CHARMM27 SIM5 0.0 10.7 -11.0 

AMBER03 SIM6 0.0 9.1 -5.0 

Average All 0.0 9.31.4 -9.23.7 

Since MFEP index is just a measure of steps taken along the unfolding pathway, same MFEP 

index does not indicate same set of CV’s in different simulations. Therefore, although the free 

energy profiles along MFEP for four simulations look very different, the free energy values for 

a given value of the reaction coordinate should, in principle, be similar. Therefore, we plot the 

free energy profile along each of the reaction coordinate separately (with Boltzmann averaging 

of the rest two) in Fig. 4b to 4d for all the four simulations along with their average and error. 

We can see that the unfolding minima is captured well within the error bar, which is of ~3.7 

kcal/mol. Although a more precise estimate of free energy would require use of some recent 

biasing approaches such as “on the fly free-energy parameterization”,103, the present results 

capture the essential stability aspects of the prion protein through six different, long, and 

rigorous WTMD simulation with three different force fields. We have summarized the free 

energies from the all different simulation in Table 1. 
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Fig. 4 shows that the stability of the unfolded state differs in different simulations. The reason, 

as shown later, lies in the different structural features of these unfolded states sampled by 

different simulations. Unfolded state in SIM2, denoted as U2, turns out to be the most stable 

minimum with 15 kcal/mol more stability than the native state, followed by U1, U4, and U3 

with 9.7 kcal/mol, 8.9 kcal/mol, and 5.3 kcal/mol stability compared to the native state. 

Thirumalai and co-workers proposed that the prion aggregation goes through an intermediate 

conformation PrPC* (unfolded state) which is more stable than the native state.47 The present 

observation is consistent with that proposal. 

These unfolded states, however, are separated from the native state with a barrier. Table 1 

shows that the unfolding barrier is similar (~9.31.4 kcal/mol) for all four simulations. The 

spontaneous conversion from native to the unfolded state is probably hindered due to this 

barrier. Also, the present study is performed using an infinitely dilute protein concentration 

unlike experiments where aggregation or attachment to membrane may increase barrier 

towards misfolding. 

Another interesting feature of the free energy profiles shown in Fig. 2 and 4a is that U1, U3, 

and U4 show two minima (basins) separated by a small (~4-8 kcal/mol) barrier, while U2, the 

deepest minimum, shows only one basin. The reason for that may lie in the details of structural 

changes that appear during different unfolding paths and will be discussed later. Before that, 

we investigated the origin of higher stability of the unfolded states through the total energy of 

the system and the total intramolecular hydrogen bonds (HBs) of protein along MFEP for each 

simulation, as shown in Fig. 5. Since the total energy of the system is enormous with a high 

fluctuation, we considered a subsystem comprising the protein and its first hydration shell. 

Then we performed the energy calculation of the structures along the MFEP (see method). Fig. 

5 shows the average total energy of the subsystem. The averages were carried out on the biggest 
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cluster to represent the statistically dominant contributions to a particular point in the 

configuration space. 

 

Figure 5. Left column shows the relative change in the total energy with respect to the native and intramolecular 

hydrogen bonds along MFEP for (a) SIM1 (c) SIM2, (e) SIM3 and (g) SIM4. Right column shows the change in 

the relative fraction of intramolecular native contact with respect to the native state for (b) SIM1, (d) SIM2,(f) 

SIM3, and (h) SIM4. 
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In the first simulation (SIM1), the energy increases (destabilization) up to MFEP index 41 as 

the protein unfolds (Fig. 5a). However, when protein is unfolded further (U1) at around MFEP 

index 50, the energy decreases (stabilizes) below the native state. This shows that the unfolded 

state (U1) is enthalpically more stable compared to the native state. The total number of HBs 

mirrors the energy profile and it becomes maximum (~85) for the unfolded state. Therefore, 

the origin of the energetic stabilization lies in the capacity of more HB formation. To 

investigate further, we have decomposed the internal energy in its components, Coulomb and 

LJ (see Fig. 6) and we found that the short-ranged Coulomb interaction, present in HB type 

interaction, plays a dominant role in the behavior of the total energy. Unlike SIM1, results of 

the other simulations (SIM2, SIM3, and SIM4) in Figs. 5b-d show an increase in the energy, 

which is again correlated with a decrease in HB number.  
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Figure 6. Decomposition of the internal energy (whole prion protein) into different components. CP_14, Coulomb 

1-4 interaction (black color); CP_SR, Coulomb short-range interaction(red color); LG_14, Lennard Jones 1-4 

interaction(green color); LG_SR, Lennard Jones Short Range interaction(blue color). Results are shown for (a) 

SIM1, (b) SIM2, and (c) SIM3 (d) SIM4. U in each graph represents the unfolded state region. 

Further decomposition of the total energy shows that the water-protein interaction energies of 

SIM2, SIM3, and SIM4 are lower for the unfolded state (Fig. 7), whereas it is higher in SIM1 

(Fig. 7). The high intramolecular HB in SIM1 (blue color of Fig 4a) compared to SIM2, SIM3, 

and SIM4 indicates that U1(blue color of Fig 4b-d), is more compact than the unfolded states 

U2, U3 and U4. The compactness of U1 is reflected in the low solvent-accessible surface area 

(SASA), U3, and U4 have higher SASA, on the contrary (not shown here). Therefore, we 

believe that the origin of the free energetic stability for U2, U3, and U4 may be entropic while 

for U1 it is enthalpic. 
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Figure 7. Interaction energy of the prion protein with solvent along MFEP in four different simulations. Different 

color represents different WTMD simulations using AMBER99SB forcefield. U in this graph represents the 

unfolded state region. 

Although we have not studied the dimerization of protein, the previous study had shown that 

the prion oligomers are rich in β-sheet and more stable than the monomeric native state of prion 

protein. None of the previous study, however, shows the complete unfolding of monomeric 

prion104-106. Also, there is no study showing the state of prion protein before the 

oligomerization. However, we have observed that the monomeric prion unfolds with more 

stability of unfolded state. Baskov et al. have shown that the conformational transition of α-

rich structure to β-rich structure goes via a high barrier -- associated with unfolding and a higher 

ordered kinetic process akin to the oligomerization. While α-rich prion was argued to be 

kinetically stable and the β-rich structure was thought to be thermodynamically more stable.56 

However we have not found here any β-rich state but found the unfolded prion protein to be 

more stable than the native state with high barrier of unfolding. So, we can speculate that the 
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unfolded states could initiate the oligomerization of prion and finally aggregate to form the 

amyloid structure. 

Stability of the three helices of huPrP was often stated as one of the reasons for the propensity 

of misfolding of prion. It has been reported that H2 and H3 are more prone to unfolding 

compared to H1.48-49,107 To characterize the nature of the unfolding process, we have calculated 

the fraction of intramolecular native contact present within each helical fragment along the 

MFEP. The intramolecular contact is defined to form if the distance between a specific atom 

(C, N, and O) of the ith residue is within 4.5 Å from the same of the (i+4)th residue. Fig. 5(b), 

5(d), 5(f), and 5(h) show the variation of the intramolecular contact within the three helical 

segments of SIM1, SIM2, SIM3 and SIM4 along the MFEP. 

In SIM1, all helices start melting -- starting with H3 and subsequently followed by H1 and H2. 

However, H1 reformed while H2 and H3 melted away in the unfolded (U1) state. SIM2 shows 

that H2 melts while H1 and H3 remain intact. In SIM3, on the other hand, H1 and H3 melt 

partially, and H2 remains intact. SIM4 shows that H2 and H3 melt partially. 
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Figure 8. RMSD of helices from all three simulations: (a) SIM1, (b) SIM2, (c) SIM3 (d) SIM4. Black color 

represents the RMSD of H1. Red color represents the RMSD of H2. Green color represents the RMSD of H3.U 

in each graph represents the unfolded state region. 

 Stabilities of the helices observed above through contact are also reflected in the root mean 

square deviation (Fig. 8) and intramolecular hydrogen bonding (not shown here). Since the 

unfolded state in SIM2, U2, is most stable in free energy and both SIM1 and SIM2 show 

melting of H2, we can say that unfolding of H2 is most favorable. This is also consistent with 

the experimental study by Udgaonkar and co-workers who demonstrated that the stability of 

H2 is intimately connected to the misfolding and aggregation inprion.50 
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Figure 9. (a) Structural changes along the MFEP for four WTMD simulations. Note that unfolded state has some 

residual secondary structures. (b) Structures corresponding to “B1” and “B3” are shown in Fig. 1. Native state is 

superimposed on the equilibrated state to show that equilibrated structure is similar to the native state. 

The structures along the MFEP of different simulations are shown in Fig. 9a. From the same 

native state, each simulation reaches to the free energetically different unfolded states and 

finally to the unstable extended configurations. We observe that H2 is entirely melted in U2, 

while it is partially melted in U1, U3 and U4. Note that the CV used to monitor the unfolding 

event did not include any intrafragmental contact. Therefore, breaking of contacts among the 

different fragments of the protein (contact between H1 & H3, H3 & H2, etc.) led to a 
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spontaneous loss of the secondary structure. This result indicates that the secondary structures 

of the fragments materialize due to the tertiary contacts and not due to the inherent sequence 

content of the protein in these fragments. This issue will be revisited in a subsequent section. 

Even though we have used 𝜓𝑎𝑣𝑒, shown to work for proteins with stable β sheet, we have not 

observed any β rich structure along MFEP. We only see the melting of helix in the unfolded 

state. This study however brings in the complete unfolding path and therefore shows a more 

stable unfolded structure with no β-sheet.  

 

Figure 10. Number of amino acid residues in a particular secondary structure conformation (α-helix, β-sheet, and 

coil) for (a) SIM1 (b) SIM2 (c) SIM3, and (d) SIM4. Magenta line in each graph represents the unfolded state for 

the corresponding simulation. 

All the different unfolding paths discussed above depict a loss of secondary structures. To 

quantitatively investigate the effect, we have calculated the number of residues belonging to a 

particular secondary structure motif (α-helix, β-sheet and coil conformation) along the MFEP 
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in Fig. 10. Figure 10(a) shows that during unfolding process of SIM1, primarily α-helix gets 

converted to random coil whereas β-sheet remains intact. The study by Parinello, et al.29 

showed that β-sheet is the most unstable region of prion protein. Here, we find it to be very 

stable. Only when the extended state starts forming around MFEP 56, β-sheet starts breaking 

into random coil. Another interesting observation is that there is no extension of β-sheet 

observed during the unfolding process, as is normally assumed for the PrPSC form.29 Therefore, 

we believe that the unfolding event observed in our study is just the formation of PrPC*. SIM2, 

SIM3 and SIM4 also show increase of coil formation at the loss of both α-helical and β-sheet 

conformation. However, the loss of β-sheet happens much earlier than SIM1. 

(II) Stability analysis of the helical fragments. The unfolding study of the whole prion 

protein showed us that when the tertiary native contacts are broken, the secondary structure 

elements, primarily the helical fragments, get converted to the coil form. Therefore, we tried 

to investigate the secondary structural preferences of these helical fragments H1, H2, and H3 

by three different approaches: (i) by calculating the free energy against average 𝜓 angle (𝜓𝑎𝑣𝑒), 

and (ii) by bioinformatic analyses of the sequence content of these helical fragments.  

 

Figure 11. 2D free energy surfacesof chopped helices against 𝜑𝑎𝑣𝑒and 𝜓𝑎𝑣𝑒 . FES of (a) H1.(b) H2, and (c) H3. 

N and U in the FES represents the native and unfolded state. The numbers in each contour is free energy in  

kcal/mol 

Fig 12 shows the free energy profiles of three helical fragments against 𝜓𝑎𝑣𝑒, calculated using 

two ways: by performing one dimensional (1D) WTMD along 𝜓𝑎𝑣𝑒, and a two dimensional 
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(2D) WTMD along 𝜑𝑎𝑣𝑒 and 𝜓𝑎𝑣𝑒 follwed by projection on 𝜓𝑎𝑣𝑒. The 2D FES’s are shown in 

Fig. 11. If these fragments are in helical conformation, 𝜓𝑎𝑣𝑒 would be low whereas 𝜓𝑎𝑣𝑒 would 

be high if most of the residues adopt β-sheet conformation. The initial equilibrated structures 

from the crystal structures of H1, H2, and H3 were mostly in helical conformation with the 

𝜓𝑎𝑣𝑒 at -16˚, -35˚, and -37˚, respectively for H1, H2, and H3. However, the lowest free energy 

(Fig. 6) for these segments are found to be at the random coil region with 𝜓𝑎𝑣𝑒 in the range of 

20˚ to 40˚. The stability difference between the random coil and helical configuration found in 

the crystal structure is ~5 kcal/mol, ~7 kcal/mol and ~8.2 kcal/mol for H1, H2 and H3, 

respectively. Therefore, the tertiary configuration of the prion protein must overcome these 

barriers to keep the helical structure of these fragments in the prion protein. Fig. 11 also shows 

the structures of the fragments in the crystal configuration and in the β-rich state (high 𝜓𝑎𝑣𝑒, 

not stable state) when in isolation. 
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Figure 12. Free energy profiles for each fragment against 𝜓𝑎𝑣𝑒: (a) H1, (b) H2, and (c) H3. H1, H2, and H3 have 

𝜓𝑎𝑣𝑒  16˚, -35˚, and -37˚at the native state. Black lines show the free energy profiles from 1D metadynamics 

simulation performed using 𝜓𝑎𝑣𝑒  while red lines show the free energy profile from 2D metadynamics simulation 

by Boltzmann averaging of 𝜑𝑎𝑣𝑒. Structures of the fragments in crystal environment (left) and also in the more β-

rich states (right) are shown. 

Initially, more residues were in helix (including 310 helix) form and only a few were in the coil 

form. The number of residues in the helical form decreased with time as they convert to the 

random coil form (Fig. 13). The stable non-native structures of H1 and H3 are mostly in coil 

form and partially in 310 helix structure (Fig. 13a,c), whereas all residues are in coil form for 

H2 (Fig. 13b). We have not observed any β-sheet formation over the whole trajectory for H1 

and H3. For H2, five residues formed β-sheet (Fig. 13b) in the stable state.  
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Figure 13. Number of secondary structure residue with time for the excised helices (a) H1 (b) H2 (c) H3. Different 

color represents different secondary structure as shown in the legend above the figure. 

To understand the sequence-wise propensity towards specific secondary structure in these 

helices, we have performed statistical sequence analysis of the secondary structure propensity 

towards α-helix, β-sheet, and coil formation. NetSurfP (ver. 1.1)108 was used for sequence-

based structure prediction. Fig. 14 shows that H2 and to some extent H3 (C-terminal region) 

show a higher tendency of β-sheet formation compared to H1 based on their sequential 

information. Further, we have calculate the charge versus hydrophobity (C-H) of entire protein, 

H1, H2 and H3. The hydrophobicity of protein is calculated by the method discussed in ref 

111. Fig 15 shows the C-H graph. The dashed magenta line show the boundary for the ordered 

to disordered transition. Below to the dashed line is the characteristics of intrinsically 

disordered protein (IDP). Helix-1 and Helix-3 falls in this region. The Helix-2 sit on the 

boundary. Interestingly, the entire Prion protein fall in this region (green color dot in Fig 15), 

which suggest that the Prion protein could be an intrinsically disorder protein.  

The above analyses on the sequence, structure, and dynamics of the chopped helices highlight 

the higher intrinsic stability for H1 than H2 and H3 in agreement with prior theoretical studies 

by Thirumalai and co-workers.47 Moreover, the inherent sequence of the H2 and H3 helical 

fragments of the prion protein render these segments unstable and they are not meant to be in 

a helical configuration. These structural elements are weakly stabilized by the intersegmental 
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tertiary contacts and formation of a hydrophobic core. This leads to the inherent metastable 

nature of the cellular PrPC form, where breaking the tertiary contacts through the 𝑁𝑐 collective 

variable results in the disruption of the secondary structures as well, and finally leading to the 

global minima in the FES. 

 

Figure 14. Bioinformatics analysis of the structural propensities of the sequences in each chopped helices (H1, 

H2, H3) to be for-helix, β-sheet and coil formation. 
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Figure 15. Net charge Vs hydrophobicity of protein. Black dot represent the helix-1. Red dot represent the helix-

2. Green dot represent the helix-3 and blue dot represents the whole protein. Magenta dashed line represent the 

boundary for order to disordered transition.  

3.7 Conclusion 

This work presents an extensive Metadynamics simulation study of the conformational free 

energy landscape of a human Prion protein. To the best of our knowledge, this is the first 

theoretical proof that the PrPC isoform is metastable in nature, and there exist another compact 

yet partially unfolded isoform with considerably higher thermodynamic stability. This state 

may be similar to the intermediate PrPC* state that has been suggested to appear during the PrPC 

to PrPSc transition. Estimation of free energies using two different, both rigorous, methods also 

shows that prion protein has characteristics of an intrinsically disordered protein, since the 

secondary structural elements (H2 and H3) are inherently unstable. The PrPC structure is only 

weakly held together by tertiary contacts and solvation forces, and breakage of these contacts 

involve crossing of a free energy barrier (9-12 kcal/mol). The system reaches a 
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thermodynamically more stable state upon crossing this barrier, which might be further induced 

in pathogenic conditions like lower pH, higher temperatures, mutations, etc. 

While prior simulation studies using REMD, higher temperatures, lower pH, etc. indicate 

towards formation of β-rich isoforms as hallmark of formation of PrPSc like structures, we do 

not observe frequent occurrences of such states in our metadynamics simulations in the 

unfolding reaction coordinate. We argue that the PrPSc like structures that would lead to 

eventual fibril formation must involve parallel β-sheet formation. However, most of the earlier 

MD simulation studies observe formation of anti-parallel β-sheets. Thus, we feel that formation 

of PrPSc with parallel β-sheets must involve significant unfolding of the inherent secondary 

structure present in PrPC leading to formation of inter-molecular β-sheet formation. Thus, the 

anti-parallel β-rich states might be off-pathway as far as the formation of toxic oligomer is 

concerned. Interestingly, similar suggestions has been put forward by some of the recent 

experimental studies as well,106 and future directions should involve understanding the 

mechanism of oligomerization of these structure-less unfolded states to continue the search for 

PrPSc structure. 

 Although we used three different force fields for proteins and obtained similar result, we used 

only TIP3P model for water. Recent studies show that this water model has a tendency to 

overstabilize the hydrophobic core of the protein.109,110 Thus the choice of water model might 

affect the relative stability of the unfolded compact states reported here to some extent. 

However, these effects require further systematic investigation in future. 
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Chapter 4 

Mechanism of Ubiquitin Unfolding in Chemical 

Chaperon 

4.1 Overview  

Protein stability is very important for its function. It has been shown that the protein environment such as 

ions, the small organic molecules have strong influence on protein stability, but their mechanism of 

interaction is still unclear. Here we have studied the stability of ubiquitin in presence of various amino 

acids (AA) and modified AA solution. Contrary to previous studies, our microsecond long well-tempered 

metadynamics simulation shows that these free AA and modified AA stabilize the native state of the 

protein. Moreover, they directly interact with charged (ARG, LYS, ASP and GLU) and polar AA of the 

protein. Among charged AAs, ARG shows maximum interaction with the chaperone containing free 

acetate groups (e.g., zwitterion GLY, Nter capped GLY and Nter capped ASP) and the reason for such 

interaction is because ARG can make a bidented interaction with acetate group.  

 

 

Abbreviations: GLY (Glycine), ASP (Aspartic Acid), GLY (Glutamic Acid), ARG (Arginine), LYS (Ly-

sine), GLN (Glutamine), SER  (Serine), THR (Threonine), ASN (Asparagine), AA (Amino acid) 

 

Note: The present work is in collaboration with Kausik Chakraborty group (IGIB, Delhi). They have 

performed the experiment to study the effect of chemical chaperone on protein stability and we have used 

molecular dynamics simulation to study the same. But here, we have discussed the observation from the 

molecular dynamic simulation only.  
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4.2 Introduction 

We have shown in the previous chapter that a non-native state is more stable than the reported native 

structure of prion protein in water. The stability of the protein depends not only on its own internal inter-

action, the environment also plays an important role in its stability. Naturally, addition of any cosolvent 

would affect the protein stability.1-4 It is shown that small organic molecules as cosolvent make a dramatic 

influence on the protein folding reaction without making any chemical modification. 5-10 Cosolvents have 

been used in vivo to stabilize and dissolve the proteins11. They are also used in many pharmaceutical and 

biotechnology industries to dissolve insoluble proteins and increase the life of protein12-14. 

The cosolvents which stabilize the proteins are known as chemical chaperon.15-17 For example, yeast uses 

trehalose as cosolvent to protect its proteome against thermal denaturation and aggregation.18-19 Also, 

some organisms inhabiting in deep sea use TMAO as protecting molecule against the denaturing effect of 

urea. 20-21 Some studies show that these cosolvents accumulate around the protein surface to stabilize the 

protein.18-19 20-21 Other studies show that these cosolvents destabilize the unfolded state of the protein and 

increase the folding rate. They do not interact with the folded protein.22-24 Several mechanisms have been 

proposed to explain the effect of cosolvents on protein stability. These mechanisms are divided in two 

categories: (i) indirect mechanism in which cosolvent stabilizes the protein by ordering the water structure 

around protein, and (ii) direct mechanism in which cosolvent directly binds to the protein. For example, 

some studie have shown that the cosolvent such as TMAO increases the water ordering around the protein 

(indirect interaction), while another study on TMAO shows that it binds itself to the protein surface (direct 

interaction). 

Bandhopadhya et al. have studied the effect of various chemical chaperone on folding of maltose binding 

protein through single-molecule F�̈�rster resonance energy transfer (smFRET).25 Based on their observa-

tion, they have classified the chemical chaperons in two major classes: (1) chemical chaperons which 



77 

 

affect the refolding intermediates, and (2) chaperons that affect the transition state of protein folding.25 

For example, chemical chaperone like trimethylamine-N-oxide (TMAO), trehalose, etc. decrease the flex-

ibility of refolding intermediates (RIs) and thus reduce the entropic barriers of folding. They do not inter-

act with native state of the protein. These types of chaperons belong to class 1. On other hand, class 2 

chaperons such as proline, serine, etc. make native like contact at the transition state which eventually 

decrease the transition barrier.16 Therefore, the mechanism of how the cosolvent affect the protein stability 

is still not clear. Some observations suggest that the chapaerons get accumulated around protein surface, 

while others suggest that they destabilize the unfolded and transition state. Therefore, to add some more 

insight into the understanding of the mechanism of chaperone on protein stability, we have studied the 

effect of free amino acid and modified amino acid (GLY, Ctee caped GLY, Nter capped GLY and Nter 

capped ASP) on protein stability. To do so we have taken ubiquitin as a model protein. Ubiquitin is a 

small protein made of 76 amino acid (AA) residue and present in all eukaryotic organism.  Ubiquitin has 

4 ARG, 7LYS (positively charged), 5 ASP, and 6GLU (negatively charged) charged amino acid on its 

surface. The presence of both positive and negative AAs on protein surface enable the protein to interact 

with the free zwitterion AAs. In this chapter, we have performed the unfolding simulation of ubiquitin in 

presence of some natural and modified AA solutions. (see below section for detail)  

4.3 Systems and Methods 

(I) Preparation of Initial Configurations. The crystal structures of Ubiquitin protein (PDB ID 

1UBQ) 26 were taken from the Protein Data Bank. The topology and initial coordinates were generated 

by the GROMACS software. 27-28 The initial structure of chaperones; GLY25, Cter capped GLY (referred 

hereafter as CGLY), Nter capped GLY (referred hereafter as NGLY) and Nter capped Aspartic acid (re-

ferred hereafter NASP) were created by ambertools. 29  Fig 1 shows the structure of these amino acids. 
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Figure 1: The chemical structures of chemical chaperone (GLY, Cter capped GLY, Nter capped GLY and Nter capped ASP) 

used in the present study.  

(ii) Simulation Details. We have prepared five systems to study: (i) ubiquitin in water (SIM1), (ii) 

ubiquitin in 250 mM GLY solution (referred to as SIM2), (iii) ubiquitin in 250 mM CGLY solution 

(SIM3), (iv) ubiquitin in 250 mM NGLY solution (SIM4), (iv) ubiquitin in 250mM NASP solu-

tion(SIM5). The reason for choosing 250 mM concentration for chaperon is that at this concentration the 

chaperon activity is noticeable. The CGLY was capped by methyl, NGLY was capped by tri-methyl and 

NASP was capped by methyl. To create this system, the initial configurations of protein were put in a 

large cubic box of length 130 Å. It was then solvated with  TIP4P water model30, 150 mM ions (NaCl) 

were added maintain the physiological ion concentration and also to neutralize the system. Finally, the 

different AAs were added to created different systems. For each system, thereafter, the energy minimiza-

tion was carried out by using steepest descent algorithm31, followed by heating up to 300 K using the 

Berendsen thermostat32 with coupling constant of 0.2 ps. During the heating process, the heavy atoms of 

the protein were restrained with the harmonic potential of 25 kcal/molÅ-2. After heating, we annealed the 

solvent (water, ions, and chaperon) upto 400K with restraint on the protein. After that, a 20 ns long sim-

ulation at 300K was performed by restraining the protein atoms. Following this, a series of equilibration 

and energy minimization was carried out, where the restraint was reduced to 0.25 kcal/molÅ-2 in six steps. 

Finally, an unrestraint 20ns equilibration were performed  at constant temperature 300 K and constant 

pressure 1 bar using the Nose-Hoover thermostat33 and Parrinello-Rahman barostat34, respectively, with 
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coupling constant 0.4 ps. For electrostatics, Particle Mesh Ewald (PME) 35 method was used with a long-

range cutoff of 10 Å and van der Waals was treated with 10 Å cutoff. Integration time step for all simu-

lations was kept at 2 fs.  

After equilibration, we have performed Well-tempered metadynamics to explore the free energy surface 

of the ubiquitin unfolding in different chaperone solution. Simulation lengths for this final metadynamics 

simulation varied from 250 ns to 700 ns depending on the requirement of the convergence of the result. 

To capture the unfolding of protein we have used two reaction coordinates: (i) native contact (𝑁𝑐) of the 

protein and (ii) radius of gyration (Rg). The details of the reaction coordinate is given in next section. For 

performing the well-tempered metadynamic36 simulation, we used a bias factor of 15, hill height of 0.2 

kJ/mol and the hills deposition rate was set at 3 ps. Gaussian widths for the native contact and radius of 

gyration were chosen to be 5 and 0.7 Å, respectively. 

All the simulations were carried out using the GROMACS molecular dynamics program. For free energy 

calculations, we used the PLUMED patch to GROMACS27-28. 

4.4 Reaction Coordinate: 

(I) Native Contact (𝑵𝒄): The definition of native contact is same as discussed in chapter 3. We have 

considered all the contact between helix and -sheet atoms and between all -sheet atoms, if they are 

within 4.5 Å distance. 𝑁𝑐 is helpful to separate the helices and β-sheet from each other’s contact to drive 

unfolding. 

(II) Radius of gyration (𝑹𝒈): Radius of gyration is another measure of protein folding. A folded 

protein typically has lower 𝑅𝑔 defined as, 𝑅𝑔 = √∑
𝑚𝑖(𝑟𝑖⃗⃗⃗  −𝑟𝑐⃗⃗  ⃗)2

𝑀𝑖 .  𝑚𝑖 is the mass and 𝑟𝑖⃗⃗  is the position vector 

of the 𝑖th atom. 𝑀 is the total mass (∑ 𝑚𝑖𝑖 ) and 𝑟𝑐⃗⃗  is the center of mass. 
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Figure 2: Free energy surfaces (FES) of ubiquitin unfolding in water and in different chaperone solution. All FESs are plotted 

against native contact (𝑁𝑐) and 𝑅𝑔. (a) FES in water (b) FES in GLY solution. (c) FES in CGLY solution. (d)  FES in NGLY 

solution. (e) FES in NASP solution. The white line on each surface shows the minimum free energy path. 
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RESULT AND DISCUSSION 

4.5 Effect of Chaperone on Protein Stability 

Figure 2 shows the free energy surfaces (FES) of ubiquitin unfolding in water and in different chaperone 

solution. The white line in each FES shows the minimum free energy path (MFEP) for unfolding. The 

native state of protein has 330 contacts and 𝑅𝑔 of 12 Å. In all the simulations, the native state is the most 

stable state (lowest in free energy).  FESs in Fig. 2 show that ubiquitin unfolding mechanism mostly 

follow the breaking of native contact followed by increase in 𝑅𝑔 in almost all cases. All the system follows 

a different path of unfolding. Like, in pure water there are three major minima, first is at when 𝑁𝑐 is 330 

and 𝑅𝑔 is 12 Å, second is at when 𝑁𝑐 is 120 and 𝑅𝑔 is 12.5 Å and third is at when 𝑁𝑐 is 80 and 𝑅𝑔 is 13 

Å. In the GLY solution, there are only two major minima, one at when 𝑁𝑐 is 330 and 𝑅𝑔 is 12 Å and 

second is at when 𝑁𝑐 is 50 and 𝑅𝑔 is 15 Å. In the CGLY solution, there are three major minima, first is 

at when 𝑁𝑐 is 330 and 𝑅𝑔 is 12 Å, second minim is at when 𝑁𝑐 is 300 and 𝑅𝑔 is 15 Å and third minima 

is at when 𝑁𝑐 is 50 and 𝑅𝑔 is 12 Å. In NGLY and NASP solution, there are two major minima, one at the 

native state and other is when 𝑁𝑐 is 100 and 𝑅𝑔 is 12 Å in NGLY solution and 𝑁𝑐 is 70 and 𝑅𝑔 is 12 Å 

in NASP solution.  

To compare the free energetic stability, we plotted the free energy profiles along these two reactions 

coordinate and also along the minimum free energy path (MFEP) in Fig. 3. FES shows that all the chap-

erons stabilize the native state of protein compared to pure water.  While the native state stability is -30 

kcal/mol for ubiquitin in water, it is -36 kcal/mol, -33 kcal/mol -34 kcal/mol and -42 kcal/mol for ubiquitin 

in GLY, CGLY, NGLY and NASP solutions, respectively. The reason for higher stability of ubiquitin in 

free GLY can be attributed to the fact that free GLY has one negatively charged acetate group (COO-) 
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and one positively charged amine group (NH3
+), which would interact with both the positive and negative 

AAs of the protein. However, the capped glycine NGLY and CGLY have only one free positive (amine 

group) and negative (acetate group) terminal, respectively. Therefore, they are limited to interact with 

either negative or positive AAs of the protein. The NASP, on the other hand, has two negatively charged 

acetate groups and it provides an increased native state stability of ~12 kcal/mol compared to protein in 

water. We have discussed the possible interaction of these chaperones in a later section.  

 

Figure 3: Free energy profile plotted against (a) MFEP, (b) 𝑁𝑐 and (c) 𝑅𝑔. 
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First, we will discuss the stability of the native state and then we discussed the de-stability of unfolded 

state. We have considered all the frame which has 𝑁𝑐 more than 300 and 𝑅𝑔 is ~12.5 Å as native state. 

All the analysis is done over those frames only. 

 

Figure 4: RDF of the (a) chaperone and (b) water from COM of the protein. The distance distribution of acetate oxygen atoms 

of the chaperone to the nitrogen atoms of all (c) ARG residues and (d) LYS residues of the protein. The distance distribution 

of amine nitrogen atoms of the chaperone to the oxygen atoms of (e) all ASP residues and (f) all GLU residues of the protein. 
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(I) Stablization of the Native State 

To see the distribution of chaperone around the protein, we have calculated the radial distribution function 

(RDF) of chaperone from protein COM (Fig 4a). RDF signifies the average probability of finding a chap-

erone around the protein at a particular distance compared to that of an ideal gas system. The RDF shows 

that the chaperone is preferentially accumulated around protein surface (The peak height is greater than 

1). We can observe that the peak of the RDF is around 20 Å for NASP and GLY while is a slightly smaller, 

around 17 Å for the CGLY and NGLY. However, the height of RDF is highest for NASP indicating that 

the number of NASP (blue color in Fig. 4a) is much more around the protein compared to other chaperons. 

It is followed by GLY, NGLY and CGLY (black, maroon and red color of Fig 4a).  Similar result is also 

reflected from the RDF of water around the protein. The accumulation of chaperone around protein sur-

face decreases the water content around the protein. Fig 4b shows the RDF of water from the COM of the 

protein. Because of the large size of the protein, RDF does not show any prominent peak. However, the 

inset of 4b shows that there are peaks at smaller value (~7 Å). This indicates that there are some pockets 

near the COM of the protein that are exposed to water. Except for NGLY, all the other AA has lower RDF 

than the pure water system (SIM1). The RDF of water is lowest amongst all. This indicates that NASP 

replaces water molecules at this level. Also, around 20 Å (Fig. 4b), the RDF of water is lowest. For other 

AA, it is not distinguishable at this distance because of smaller difference due to larger accessible volume. 

All the chaperons have charged residues – either positive, negative, or both.  These free negative and 

positive termini of chaperone can interact with positive (ARG and LYS) and negative (ASP and GLU) 

AA of protein, receptively. To test this hypothesis, we have calculated the distribution of distance between 

the acetate oxygen and amine nitrogen atoms of chaperons to the same in the charged residues (ARG, 

LYS, ASP and GLU) and plotted in Fig 4c-f. Fig. 4c and 4d show the distance distribution of the chaper-

one acetate oxygen atom with the amine nitrogen atoms of ARG and LYS, respectively. Fig. 4e and 4f 

show the distribution of chaperons’ nitrogen atoms with the oxygen atoms of ASP and GLU, respectively. 
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In all the distributions, the first peak is around 3.5Å (HB distance), which suggest that the chaperons are 

hydrogen bonded with protein AA. As mentioned above chaperone GLY (SIM2) has both positive and 

negative termini. Hence, it interacts with both the positive (ARG and LYS, black color in fig 4c-d) and 

negative AA (ASP and GLY, black color in Fig 4e-f). However, the chaperone CGLY (SIM3) has only 

positive terminal. Therefore it interacts with the negative AA (red color of fig 4e-f). The chaperone NGLY 

(SIM4) has only negative terminal, and it interacts with only positive AA (maroon color of fig 4c-d). 

Since the NASP has two free negative termini, it interacts with the positive AA (blue color in fig 4c-d) of 

protein much more strongly (80% time it is hydrogen bonded) than CGLY or NGLY.  Generally, from 

the peak height of the distributions in Figs. 4c-f., we note that the chaperons interact more strongly to the 

positively charged AA residues of the protein compared to negatively charged ones. This suggests that 

the ARG and LYS of the protein play a major role in the chaperonic activity. Fig. 4c shows that there is 

significant probability (20%) to find NASP chaperone even 7 Å away from the ARG residues. The dis-

tance distribution from the ARG to chaperone shows the long-distance interaction upto 7Å. There is finite 

probability for other chaperons also. Therefore, we have calculated the number of chaperons within 7Å 

from the protein surface. Moreover, we have classified the number of chaperons around positive AA 

(ARG and LYS), negative AA (ASP and GLU) and polar AA (GLN, THR, SER and ASN) of protein. 

Since chaperons are charged, we have not considered the hydrophobic amino acid.   
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Figure 5: (a) Number of chaperons around protein and various other amino acids. (b) Number of hydrogen bonds between 

protein and chaperon. (c) Number of protein between protein and water in pure water and in chaperone solution. (d) Interaction 

energy between protein and water, chaperone and ions in pure water and in chaperone solution.  

In Figure 5a, we show the number of different chaperones around protein and various other AA. Results 

from each chaperone is marked with different colors. Figure 5a shows that out of total 393 number of 

chaperones, there are 9 GLY (black bar), 7 CGLY (red bar), 8 NGLY (maroon color) and 16 NASP (blue 

bar) molecules around found within 7 Å of the protein surface. Figure 5b shows the number of hydrogen 

bond (HB) formed between the chaperone and proteins. We observe that the HB numbers follow the same 

pattern as the number of the chaperons (Fig. 5b). This indicates that the majority of chaperons around 

protein are hydrogen bonded with protein and they interact primarily with the polar and charged AA of 
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protein. The chaperone GLY majorly forms HBs with the positively AAs ARG and LYS (the black color 

of Fig. 5a and 5b) of protein and it has very less HBs with polar (THR, SER and GLN) and negatively 

charged AA (ASP and GLU black color of Fig. 5a, b) of the protein. On the contrary, the chaperone CGLY 

(due to the capping of Cter) does not make HB with ARG and LYS (red color of Fig. 5a, b). Instead, due 

to the presence of amine group, they form HB with the ASP and GLU AA of the protein (red color of fig 

5a, b). However, this HB is less compared to the chaperone GLY. Hence, the stabilization due to the 

chaperone CGLY is less compared to chaperone GLY. In NGLY, Nter is capped. Therefore, it does not 

interact with ASP and GLU of protein, but it interacts with ARG and LYS. Therefore, it less HB compared 

to the chaperone GLY. Therefore, the stabilization due to the NGLY is also less compared to uncapped 

GLY. The NASP has no free amine group. Naturally, it does not form HB with the negative AAs of 

protein (blue color of fig 5a,b). But due to the presence of two free acetate groups, it forms strong HB 

with the ARG and LYS AA of protein (blue color of Fig 5a,b). It also makes significant number of HB 

with the other polar residue (THR, GLN, and SER, blue color of fig 5a,b), compared to other chaperons. 

Formation of more number of HBs between NASP and ARG, LYS and polar AA of protein may lead to 

a more stable native state of protein compared to another chaperon. The interaction of chaperons with 

protein causes a decrement in water number around the protein as mentioned earlier. Here, we have plotted 

the number of HBs formed between water molecules and proteins as shown in Fig. 5c, where we find that 

the number of HB between protein and water is less in chaperone solution compared to pure water system 

(Fig 5c). Since NASP has strongest interaction (in terms of number of HBs) with the protein, the number 

of water is least in the NASP system (Fig 5c). The trend is similar for other chaperones also stronger the 

interaction, lesser is the amount of water found around the protein. This indicates that chaperons replaces 

the water and interacts directly with the protein.   

Next, we calculated the internal energy of the protein and interaction energy of the protein with water, ion 

and chaperons as shown in Fig. 5d and also summarized in table 1. Since the number of water molecules 
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is huge, the interaction energy between protein and water is a highly fluctuating quantity. Therefore, to 

calculate this particular interaction, we have considered a subsystem comprising the protein and water 

molecules (~400 water molecule), ions and chaperone within 10Å distance from the protein surface. Fig 

5d shows that the chemical chaperone interacts strongly with the protein. The chaperone NASP has the 

lowest interaction energy (~ -181 kcal/mol), followed by GLY (~ -114 kcal/mol) and both capped GLY 

(~ -64 kcal/mol) (Fig 5d red color and Table 1). The interaction energies of chaperones with protein are 

majorly electrostatic.  Interestingly, the interaction of chaperone with protein decrease the protein internal 

energy, because the AA which was initially interacting with other AA of protein are now interacting with 

chaperons. The greater the interaction with chaperone lesser the protein internal energy (orange color of 

Fig 5d and Table 1). The chaperone NASP and GLY interact more with protein therefore, they less protein 

internal energy whereas, the chaperone NGLY and CGLY interact less with protein and therefore decrease 

less protein internal energy.  The accumulation of chaperone around protein decrees the water no. which 

result in less interaction energy with water in chaperone solution compare to pure water (blue in Fig 6d). 

Interestingly, when we add all the energies (Prot-Prot, Prot-Wat-Ion, Prot-Chap.) and subtract from the 

pure protein-water system energy, we get the 8.7 kcal/mol, 4.6 kcal/mol, 5.4 kcal/mol and 17.9 kcal/mol 

stabilization for GLY, CGLY, NGLY and NASP system compare to the pure water system. This stabili-

zation energy is approximately the same as free energy stabilization of native state in chaperone solution.  
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Table 1: Interaction energy of protein with itself and with surrounding species of different chaperone 

solution. All enegy units are in kcal/mol. 

System SIM1 SIM2 SIM3 SIM4 SIM5 

EProt-Prot -1634.1 -1621.2 -1630 -1628 -1618.5 

EProt-Chap -- -113.9 -63.9 -64.0 -181.9 

EProt-Wat-Ions -1344.5 -1250.2 -1289.3 -1292.0 -1196.1 

ETotal -2978.6 -2985.4 -2983.2 -2984.0 -2996.5 

ΔETotal (Wat-

Chap) Sys. 

0.0 -8.8 -4.6 -5.4 -17.9 

 

In summary, our observation suggests that chaperones get accumulated around protein and stabilize the 

native state by making hydrogen bonds and electrostatic interactions. The chaperone with more free ace-

tate groups has more effect on protein stability compared to the ones with free amine group.   
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Figure 6: Total interaction of protein with surrounding in pure water, GLY, CGLY, NGLY and NASP solution.  The black 

line shows the total interaction energy in the pure water system. It is drawn to compare the stability of unfolded state compare 

to the pure water system.  

(II) Destabilization of the Unfolded State: 

Free energy of protein folding shows that the chaperone stabilizes the protein native state and simultane-

ously destabilizes the unfolded state except for the NASP system. The previous discussion shows that the 

stabilization of the native state is due to the direct binding of chaperones to surface AA of the protein. 

Next, we have investigated the reason for the destabilization of the unfolded state. The unfolded state is 

not the same in all systems. Therefore, to compare amongst different systems, we have considered all the 

frames less than 120 𝑁𝑐 as an unfolded state. Note that, typically radius of gyration is used as a measure 

of the unfolded state. However, we observe that change in the native contact happens even before the 

change in 𝑅𝑔. Therefore, we used 𝑁𝑐 as a measure of the unfolded state. It can also be regarded as molten 

globule state. All the analyses for the unfolded state are done over all these frames. First, we have calcu-

lated the total energy (protein + surrounding) of the unfolded state for each system. Figure 6 shows that 
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the unfolded state is more stable in chaperone solution compared to the pure water system. Therefore, it 

is not the energetic factor, rather the entropic one that may govern the reason for de-stability of unfolded 

state in chaperone solution.  In fact, it has been shown that the unfolded state is stable to due to entropy 

and the native state enthalpically stable. 37-38 However, it is very computationally difficult to calculate the 

entropy of proteins because of a large number of the degree of freedom. Therefore, we have tried to 

provide an alternate estimate of entropy of proteins by calculating the flexibility of the amino acids in the 

unfolded state for each system. To do so, we have calculated the NMR order parameter (S2), which 

measures the rotation of NH vector of the protein backbone. It varies from 1, a perfectly rigid residue, 

to 0, a completely flexible residue. Fig. 7 shows the order parameter of the unfolded state in water and in 

different chaperone solution. 

 

Figure 7: NMR order parameter of protein amino acids in the unfolded state in water and in different chaperones: (a) The 

order parameter for (a) all AA, (b) for charged AA, and (c) for the folded state. Green colored circles represent the order 

parameters of ARG and LYS and yellow boxes represent the order parameter for ASP and GLU.  
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Fig 7 shows the order parameter of AA in different chaperone solution and in pure water. The S2 value of 

protein AA is less in pure water (protein AA are more flexible), but in chaperone solution, the S2 of many 

AA (mostly the charged AA of protein) is high (~ 0.9) except for a few residues. Further analysis shows 

that charged AA which was flexible in pure water, become rigid in chaperone solution. Fig 7b shows the 

S2 values for charged residues (ARG, LYS, ASP and GLU). In NASP and NGLY solutions, ARG and 

LYS AAs are very rigid (green circle in fig 7b) compared to that pure water (orange color in fig 7b). 

Similarly, in CGLY, ASP and GLU AAs are rigid. In the GLY solution, both positive and negative AAs 

have lesser flexibility (Fig 7b).   The high value of S2 in chaperone solution shows that the protein AA is 

less flexible in the unfolded state and hence may have the lesser entropy. The less flexibility of AA in 

chaperone solution would be the reason for destability of unfolded state. Note that, the except for the 

terminal residues, the S2 of folded state is same in all solution including pure water (Fig. 7c). Therefore, 

we can conclude that chaperons do not effect flexibility of the folded state.  

4.6 Conclusion: 

Protein’s stability highly depends on the surrounding environment. Here we have observed that the 

charged monomeric AA stabilize the protein in its native state and thus act as chemical chaperones. These 

chaperones directly bind (through HB and electrostatic) to the protein surface and stabilize the native 

state. Moreover, we have observed that primarily the charged and polar AAs in the protein surface interact 

with the chaperone. The interaction depends on the type of chaperone. Since GLY has both negative and 

positive charge, it interacts with both positive (ARG, LYS) and negatively charged AA (ASP, GLU) of 

protein, whereas the NASP (Nter capped ASP) only interacts with the ARG and LYS AA of protein. 

Further, the stabilization of the native state depends on the extent of interaction of chaperon. Stronger 

interaction of the protein with chaperone leads to a more the native state of a protein is stable. The NASP 

has the highest interaction with protein followed by GLY, NGLY and CGLY and hence the protein is 
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more stable in NASP solution followed by GLY, NGLY and CGLY solutions. Interestingly, we have 

observed the among the all charged and polar AA of protein surface, ARG has more interaction with 

chaperone. The reason could be that the ARG can make bidentate kind interaction with free acetate group 

of chaperon. Therefore, chaperones with free carboxylate groups, e.g. NASP, have stronger chaperonic 

effect on the proteins. 
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Chapter 5 

Molecular Origin of DNA Kinking by 

Transcription Factors 

5.1 Overview   

The binding of transcription factor (TF) proteins with DNA causes bending in DNA, in most cases 

along with bending a kinking is also present in DNA. Here, we investigate the molecular origin of 

the DNA kinks observed in the TF-DNA complexes using small molecule intercalation pathway, 

crystallographic analysis, and free energy calculations involving four different transcription factor 

(TF) protein-DNA complexes. We find that although protein binding may bend the DNA, bending 

alone is not sufficient to kink the DNA. We show that partial, not complete, intercalation is 

required to form the kink at a particular place in the DNA. It turns out that while amino acid alone 

can induce the desired kink through partial intercalation, protein provides thermodynamic 

stabilization of the kinked state in TF-DNA complexes. 

 

Abbreviations: IAA (Intercalating Amino Acid), IBP (Intercalating Base Pair), AA (Amino 

Acid), TF (Transcription factor) 
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5.2 Introduction 

The conformational flexibility of DNA is very important for essential biological functions like 

transcription, replication, DNA repair and many more. Many factors evoke DNA bending like 

sequence composition (PollyA are more flexible and pollyC are more rigid), the environment 

around DNA (multivalent salts bend the DNA) or in many cases a protein binding. Bending 

induced by the proteins is very important for a certain function. For example, RNA polymerase 

requires a collection of proteins called transcription factors (TF) to activate or repress the 

transcription process in eukaryotes.1 These TF’s bind to DNA and bend/kink the DNA to reduce 

the distance between the distal parts of DNA to regulate co-operatively the binding of RNA 

polymerase2-3. See Fig 1. For more detail. 

 

Figure 1: The role of DNA bending and kinking in a biological process. The long genome DNA sequence has the 

promoters and activators region, which has to come close to start replication, here is the advantage of DNA bending 

a group of protein (called transcription factors) bind to DNA and bend it by an intercalation of AA. The image is 

adopted from the “Advanced Transcription Regulation” by Landry Shipman. 
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DNA bending by proteins is broadly classified in two class4. In class 1, DNA bends away from the 

protein whereas in class 2, it bends towards the protein. In class 1 bending, an intercalation of the 

hydrophobic side chain of the binding protein has been observed which bend the DNA away from 

binding protein3, whereas, in class 2, the positively charged amino acids present in the protein 

neutralize the negative charge of DNA backbone which eventually bends the DNA toward the 

protein.5 Bending of DNA are happened by small but added changes in the Roll angle over all the 

DNA BP, which give a particular curvature of its helical axis.  It can also happen through a sudden 

change of Roll angle at a particular base pair6-7, defined as kink8. It was predicted6 and shown 

through statistical analysis7 that the kinking is an easier route to bend the DNA and kinking is 

unfavourable .9-11 A recent computational study indicated that the change in Roll angle by 30° 

requires more than 4 kcal/mol free energy cost.12 Kinks are very common in DNA-Protein 

complexes13, where the stabilization is believed to come from the intercalation of AA3. In the 

absence of intercalation, kink can also form by disruption of base pairing.14-15 

The focus of the present paper is to understand the origin of the formation kinks caused by 

protein-DNA intercalation. Nature is widespread with examples where protein-associated DNA 

bending and kinking are observed7, 16, primarily in specific protein-DNA interactions17. Some 

examples of kinked protein-DNA complexes are Sac7d-DNA18, SOX4-DNA19, SRY-DNA20-21, 

IHF-DNA22, and NF-Y-DNA23, TATA box24, where DNA is bend and an intercalation of AA is 

present which cause high roll in DNA BP. Computational study of daunomycin and proflavin 

intercalation showed that at near the transition state, when the drug intercalates partially, the 

intercalating base pairs of DNA acquire high Roll angle (~40⁰) and DNA bends significantly 

(10%).25-26 Interestingly, DNA becomes straight with normal Roll angle when the drug completely 

intercalates. Therefore, partial intercalation, not the complete one, of daunomycin and proflavin 
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induces the kink in DNA. Experimental biophysical studies of small molecule induced DNA 

bending has shown that the intercalation of phenazine derivative aposafranine27 and ruthenium 

complexes28 cause kink in DNA. However, only partial intercalation was argued to be not enough 

to cause DNA kink in case of enantiospecific ruthenium complexes.29 

So, with this introduction it is clear that bending and kinking are very important for TF’s to 

function, the molecular origin of kink formation is not clear. Based on the observation that even a 

small molecule can kink a DNA and the fact that many protein-DNA complexes possess an 

intercalated AA at the kinked site, we hypothesize that partial intercalation of AA alone may be 

responsible for DNA kinking in protein-DNA complexes using TF proteins. Using four such 

protein-DNA complexes and free energetic study, we show it is indeed the case. We will also show 

that the protein, and not intercalating AA, helps in stabilizing the kinked state of the DNA.  

5.3 Design of the Study  

 

 

Figure 2: Schematic representation of Roll angle, Rise, Twist, and Ax-bend angle. 

 The definition of partial intercalation, however, is ambiguous and may depend on the intercalating 

agent. Since it has been shown that the Rise of the intercalating base pairs increases monotonically 

along the intercalation process30, here we have considered Rise as the progress of intercalation. 

Roll is already established as a measure of kink in literature8, 31. Fig. 2 shows the schematic picture 
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of these DNA parameters. To see the relation between rise and roll angle in the intercalation 

process, we have analyzed the trajectory of metadynamics simulation of proflavine intercalation 

into DNA through minor groove reported recently by us30, in Fig. 3 (a) we plot the Roll angle 

against the corresponding Rise of intercalating base pairs over whole metadynamic trajectory.  

 

 Figure 3: (a) Roll angle of the intercalating base pairs C6pG7 with the corresponding Rise value during a 

metadynamics simulation of proflavine intercalation into a twelve base pair DNA30. The curve arrow shows the overall 

intercalation pathway. The vertical dashed lines indicate the intermediate region is where the drug is partially 

intercalated. (b) Analysis of base pair step parameters from 38 protein-DNA (blue color) and 15 drug-DNA crystal 

structures (red color). Three different regions are encircled. 

In Fig. 3a Magenta arrow shows the progress of roll and rise over trajectory, which starts with a 

normal DNA parameter (low Roll and Rise), goes through a kinked DNA state (high Roll and 
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medium Rise) ,which happened by partially intercalation of proflavin, to the final straight DNA 

and unkinked intercalated state (high Rise, low Roll). The two dashed line in Fig 2a shows the 

intermediate Rise value (4-6 Å), which correspond to Roll angle greater than 30°, beyond the 

standard distribution of Roll angle in regular B-DNA32. Therefore, we define Roll angle of a base 

pair step higher than 30° as kink and the corresponding Rise value, 4-6 Å, as the region of partial 

intercalation.  

Fig 3a is observation over an MD trajectory, therefore to compare the MD result with the 

experiment, we have analyzed the Rise and Roll of 38 DNA-Protein systems (blue color) and 15 

DNA-ligand systems (red color). These data are shown in Fig. 3(b) and table 1 shows the list of 

all the DNA-protein/drug system with their corresponding rise and roll value. Fig.3 (b) mirrors the 

observation obtained from an MD simulation. The difference, however, is that while Fig. 3(a) 

shows a dynamic process, Fig. 3(b) is the static crystal structure. 

Table 1(a). DNA-protein complex (partial intercalation of AA) 

Systems Systems (PDB ID 

only) 

Rise (Å) Roll (°) 

1 1AZP 5.3 61.3 

2 1BNZ 5.9 54.1 

3 1CDW 4.7 53.0 

4 1CKT 5.6 60.1 

5 1GDT 4.4 40.0 

6 1IHF 6.7 59.0 

7 1JFI 4.7 40.07 

8 1JGG 3.7 40.9 

9 1QN4 4.7 50.0 

10 1QRV 4.7 51.6 

11 1VOL 4.2 40.2 
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12 1WTO 5.3 57.5 

13 1WTQ 6.3 58.1 

14 1YTF 4.8 52.0 

15 2LEF 3.8 36 

16 3U2B 5.7 56.7 

17 4AWL 4.4 44.7 

18 4EUW 5.0 49.5 

19 2GES 4.6 50.0 

20 1AIS 5.2 43.2 

21 1BD4 5.5 49.0 

22 1GDT 4.3 40.0 

23 1GTO 5.4 45.1 

24 1JFI 4.1 43.4 

25 1K3W 7.3 45.0 

26 1MSW 5.9 31.0 

27 1NG9 6.3 58.1 

28 1NGM 4.8 51.7 

29 1NH2 5.1 49.0 

30 1NVP 5.0 51.7 

31 1O3T 4.8 40.1 

32 1OH5 4.7 53.0 

33 1OWF 6.9 62.0 

34 1QQB 5.2 49.1 

35 1AZ0 4.5 50.0 

 

 

 

(b) DNA-Protein complex (full intercalation of AA) 



 104 

Systems Systems (PDB ID 

only) 

Rise (Å) Roll (°) 

1 2C7O 7.0 -2.0 

2 1EWN 7.4 -1.0 

3 2HR1 7.4 1.3 

 

(c) DNA-drug/ligand 

Systems Systems (PDB ID 

only) 

Rise (Å) Roll (°) 

1 1C9Z 7.0 1.1 

2 1DZ1 6.8 -0.6 

3 1G3X 7.1 1.0 

4 1IMR 7.0 -5.6 

5 1K9G 7.0 1.4 

6 1MTG 6.4 6.7 

7 1MXK 6.3 13.0 

8 1NAB 7.3 1.1 

9 1P96 6.0 -4.1 

10 1R68 7.1 -2.0 

11 1X95 6.5 -11 

12 1Z3F 6.9 1.4 

13 2MG8 6.3 -9.1 

14 367D 6.8 1.8 

15 4BZU 6.9 -3.3 

 

Table 1(c) shows that the DNA-ligand/drug systems have normal Roll angle in full intercalation 

state which represents that the kink has been disappeared upon full intercalation. The complete 

intercalation of protein-DNA complexes are not available in TF’s (as it would not probably have 
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served its purpose then), but it has been observed in some other protein-DNA complexes (Table 1 

(b)) resulting in high Rise and low Roll (Fig. 1(b)). Like the DNA-Drugs, a complete intercalation 

is not possible because in DNA-Protein complex, intercalating AA is connected with the backbone 

of protein and it is impossible to intercalate completely. However, in some DNA-Protein 

complexes, a complete intercalation of AA in DNA is accomplished via flipping out of a base pair.  

Extending the above results to TF-DNA systems, we hypothesize that the partial intercalation of 

AA may be responsible for kinks observed in TF-DNA complexes. We also wanted to understand 

whether partial intercalation stabilizes the kink in DNA. To address this, we chose to study four 

TF-DNA complexes: (i) SOX4-DNA19, (ii) SRY-DNA20-21, (iii) IHF-DNA22, and (iv) NF-Y-

DNA23. SRY is gene regulatory protein responsible for male sex determination in humans.20-21 

SOX-4 is related to embryonic development and determination of cell fate.19 IHF protein is a 

member of bacteria type II binding proteins, which is essential for site-specific recombination, 

DNA replication, and transcription33. NF-Y is involved in cellular response to stimuli such as 

stress, free radical, ultraviolet irradiation, etc.23 Fig. 4 shows the initial configuration of all the four 

systems. 
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Figure 4: Initial configuration of protein-DNA complexes. (a) SOX4-DNA complex with intercalating amino acid 

MET (b) SRY-DNA complex with intercalating AA ILE (c) IHF-DNA complex with intercalating AA PRO (d) NF-

Y-DNA complex with intercalating AA PHE. Protein and DNA are shown in a ribbon configuration, and the AA is 

shown using vdW representation.  

All the four systems discussed above belong to class 1 as each of them has one AA intercalated 

into DNA from the minor groove side. However, in two complexes, the majority of the protein is 

bound in the major groove (IHF and NF-Y, Fig 4c,d) of DNA (but intercalation happens through 

minor groove only) while the other two proteins (SOX-4 and SRY Fig 4a,b) are bound to the minor 

groove. Table 2 provides detail on the binding characteristics. Note that, although all the four 

systems have different amino acid and different intercalating base pairs, all the intercalating amino 
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acids are hydrophobic in nature and the Rise value of intercalating base pair is in the region of 

partial intercalation as defined above. 

Table 2: Details of the Protein-DNA complexes studied here. The intercalating AA and the position of the 

intercalating base pairs are mentioned along with the value of Rise and Roll for the intercalating base pair. 

Complex 

 

Intercalating 

AA 

Kink 

Position 

Bend 

Angle 

Roll 

Angle 

Rise 

(Å) 

Binding Site on 

DNA 

SOX4-DNA19 MET T8pT9 66° 46° 5.67 Minor Groove 

SRY-DNA20-

21  

ILE A8pA9 50° 43° 4.50 Minor Groove 

IHF-DNA22 PRO T29pG30 160° 60° 6.42 Major Groove 

NF-Y-DNA23 PHE C9pA10 90° 48° 4.38 Major Groove 

To test our hypothesis, we created eight systems corresponding to the above four TF-DNA 

complexes (see method section for detail) in which only the intercalating AA was restained at the 

initial crystal structure configuration. So, total we have all eight systems. With these eight systems, 

we calculated the free energy profile using umbrella sampling34 for further intercalation or 

deintercalation of intercalating AA along the reaction coordinate 𝑋 (Fig. 5). Details of the methods 

involved are given in next section. 

5.4 Systems and Method 

(I)Preparation of Initial Configurations. The crystal structures of IHF-DNA (PDB ID: 2IIE)35, 

SRY-DNA (PDB ID: 1J46) 38, SOX4-DNA (PDB ID: 3U2B)19 and NF-Y-DNA (PDB ID: 

4AWL)23 complexes were taken from the Protein Data Bank (PDB). Two types of initial 

configurations were prepared: (i) DNA-AA system, where all amino acids except the partially 

intercalated AA were removed and (ii) DNA-protein system. For DNA-AA systems, intercalating 

AA was made after capping the N-terminal and C-terminal with acetyl and N-methyl groups, 
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respectively using AMBERTools software36. The crystal configuration of the intercalating AA was 

retained. In all cases, amber9937 forcefield with parmbsc038 modification was used for DNA and 

amberff99SB force-filed was used for proteins and amino acids39. All the simulations were carried 

out using GROMACS40 molecular dynamics program. For free energy calculations, we used the 

PLUMED41 patch to GROMACS. The topology and coordinates generated from AMBERTools 

were converted to GROMACS format by amb2gmx.pl program42. Analyses of DNA structures 

were carried out using curves+43. 

(II)Simulation Details. In all four systems, the prepared complexes were put in large cubic boxes 

keeping the surface of the DNA-AA/protein complex 10 Å away from the box edges. TIP3P water 

model44 was used to solvate the systems, and ions were added to neutralize the charges on DNA 

and protein/AA. The energy minimization was done on all systems using steepest descent 

algorithm, followed by heating up to 300 K using the Berendsen thermostat45 with a coupling 

constant of 0.2 ps. During the heating process, the heavy atoms of DNA and Protein/AA were 

restrained with the harmonic potential of 25-50 kcal/molÅ-2 depending upon the complexes. 

Further, a series of equilibration and energy minimization were carried out for all the systems, 

where the restraint was reduced. The force constant for position restraint was selected to ensure 

that the partially intercalated AA retains its crystal configuration. Finally, all the systems were 

equilibrated for 1 ns restraining the heavy atom at constant temperature 300 K and constant 

pressure 1 bar using the Nose-Hoover thermostat46 and Parrinello-Rahman barostat47, respectively, 

with coupling constant 0.2 ps. For electrostatics, Particle Mesh Ewald (PME) 48 method was used 

with a long-range cutoff of 10 Å and van der Waals was treated with 10 Å cutoff. Integration time 

step for all simulations was kept at 2 fs.  



 109 

 

Figure 5. Reaction coordinate 𝑋 along which free energy is calculated. 𝑋 = �̂�. 𝑑, where 𝑑 is the vector from the center 

of mass (COM) of four bases involved in intercalation to the COM of the intercalating AA. �̂� is constructed from 

COM of four bases to the COM of two sugar groups lying in 3’ direction of the intercalating nucleotides.  Therefore, 

𝑋 denotes the displacement of the AA perpendicular to the DNA. It is positive towards the minor groove. Note that, 

displacement along the DNA will not change 𝑋. 

(III)Definition of Reaction Coordinates Used in Umbrella Sampling. Umbrella sampling 

simulation requires a reaction coordinate. As with the small molecule study25, 30, we used the 

distance of the intercalating AA along the minor groove direction as a reaction coordinate,𝑋, for 

intercalation and deintercalation of the amino acid. 𝑋 = �̂�. 𝑑, where �̂� is a unit vector starting from 

the center of mass (COM) of four bases of intercalating base pair (T8pT9 in SOX-4, A8pA9 in 

SRY, T8pT9 in IHF, and C9pA10 in NF-Y) to the COM of two 3’ sugars groups attached with 

these base pairs. 𝑑 represents the vector from COM of intercalating base pairs to COM of side the 

chain of AA. Fig 5 shows the schematic representation of the reaction coordinate, 𝑋. The reaction 

coordinate is chosen such that it is positive in the minor groove side region and negative in major 

groove side region.  

We divided the reaction coordinate, 𝑋 into 25 to 30 windows and for each we performed 

simulations for 4 ns to get the complete free energy profile. Force constant was varied between 24 
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kcal/mol to 12 kcal/mol. Finally, the free energy for each of the process was calculated using 

Weighted Histogram Analysis Method (WHAM)49.  

 (IV)Metadynamics Details for DNA Bending study. Well tempered metadynamics method50 

was employed to study the bending of the DNA. In this case, reaction coordinate was taken to be 

end-to-end distance calculated from the COM of the C1’ atoms of T2C3 to the same of T14C15. 

Simulation was continued for 5 ns using 0.7 Å width and 0.2 kJ/mol height for Gaussian potential. 

The deposition rate was taken to be 2 ps and the bias factor of 10 was used. All the other details 

are same as used in umbrella sampling simulations mentioned above. Simulation was extended to 

10 ns to check for the convergence. Results are plotted using the first 5ns trajectory. 

(V)Umbrella Sampling Details for DNA Bending Study. The reaction coordinate was taken to 

be the end-to-end distance calculated from the COM of the C1’ atoms of T2C3 to the COM of 

T14C15. We divided the reaction coordinate into 18 windows and for each we performed 

simulations for 2 ns to get the complete free energy profile. Force constant was varied between 1.2 

kcal/mol to 2.1 kcal/mol. Finally, the free energy for each of the process was calculated using 

Weighted Histogram Analysis Method (WHAM)49.  
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Figure 6.  Free energy profile along the reaction coordinate 𝑋 for DNA-Protein and DNA-AA systems. (a) SOX4 (b) 

SRY (c) IHF (d) NF-Y. Change in the roll angle of the respective intercalating residue is also shown along 𝑋. Dashed 

vertical line denotes the position of the AA at crystal configuration. 

5.5 Results and Discussion 

(I) Free Energy Profile of DNA-AA and DNA-Protein Systems 

 Fig. 6 shows the free energy profile for all the eight systems. The black dashed line in each graph 

denotes the position of intercalating AA at the initial configuration, i.e., at crystal structure 

configuration. Therefore, 𝑋 < 𝑋𝐶𝑆𝐶  would represents the intercalation while 𝑋 > 𝑋𝐶𝑆𝐶 would 

denotes deintercalation of the intercalating AA.  
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(II)Intercalation and Deintercalation of AA from DNA-AA system 

Fig 6 (green and black color) shows the free energy corresponds to the intercalation and 

deintercaltion of AA. The deintercalation of the AA in DNA-AA system leads to a lowering of the 

free energy profile, results in the formation of a more stable state. Moreover, the free energy 

continues to decrease till the AA goes to the minor groove, beyond which free energy increases 

again (from there AA start to dissociate). This trend is common for all the four systems (Fig 6). 

Also, the free energy profile is akin to what was observed for small molecule intercalation 

process.25-26, 30 However, unlike small molecule/drug, intercalation of the AA in these DNA-AA 

systems results in the increase in free energy, due to hindrance from the backbone of AA ( here 

AA is capped). 

(III)Intercalation and Deintercalation of AA from DNA-Protein system 

 Unlike to DNA-AA system, the DNA-protein system, shows the increase in free energy upon 

intercalation and deintercalation of AA, indicating expectedly that the crystal structure is the most 

stable configuration (Fig 6 black color). However, this stability does not come from partial 

intercalation. Otherwise, DNA-AA free energy would have reflected the same. Since we 

deintercalate only the AA in DNA-Protein system, most of the DNA-Protein interactions are 

unchanged. Therefore, comparing the protein-DNA and AA-DNA systems, we deduce that the 

decreased stability due to partial intercalation must be compensated by other factors such as 

entropy as was found in the case of bent protein-DNA complexes.51 Except for SRY, the 

deintercalations in DNA-protein system go through a small barrier to reach a local minimum. We 

have not studied the complete dissociation of the protein as the objective was to see the effect of 

the intercalating residue (The complete dissociation of protein is studied in next chapter). Fig. 7 

shows the initial and final configurations after further intercalation and deintercalation of 
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intercalating AA for all the eight systems. Complete SRY-DNA interaction was studied by Lavery 

and coworkers who showed a stability of 11.5 kcal/mol52 having two different association 

pathways53 

 

Figure 7. Initial and final configurations of all the eight systems: (a) SOX4-DNA and MET-DNA, (b) SRY-DNA and 

ILE-DNA, (c) IHF-DNA and PRO-DNA, (d) NF-Y-DNA and PHE-DNA. DNA (green) and protein (violet) are shown 

using ribbon representation and the intercalating AA are shown in the solid sphere representation. 

(IV)Convergence of Free Energy 

We have checked that the performed umbrella sampling for intercalation and de-intercalation of 

AA is converged or not. Fig. 8 which shows that all the free energy is converged within 1kcal/mol.  
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Figure 8. Free energy convergence. Left panel represents the free energy of DNA-AA systems, and right panel shows 

free energy profiles of DNA-Protein system. 

Further, we have also calculated the error in free energy with two different methods (i) Bootstrap 

(Fig. 9) and (ii) Block average (Not Shown here). The dotted line in each free energy shows the 

error in free energy.  
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Figure 9. Error in free energy calculation (bootstrap method). Black line represents the free energy, and the red dots 

represent errors associated with free energy. Left panel represents errors in free energy of DNA-AA systems, and right 

panel shows error in free energy profiles of DNA-protein system. 

 (V)Change in Roll angle  

Till now we have discussed how the free energy change upon intercalation and deintercalation 

of AA in DNA-protein/AA system. Next we have study how the intercalation and deintercalation 

of AA would affect the DNA topology, basically kinking. To do so we plot the average Roll angle 

along 𝑋 in Fig. 6 These averages are calculated from a 4 ns free simulation with 𝑋 constrained at 

a particular value. At crystal structure configuration (dashed line in Fig. 6), both the DNA-AA and 

DNA-protein systems have approximately the same average Roll angle.  

This shows that AA alone is sufficient to inflict the kink. Deintercalation of IAA leads to a 

decrease of Roll to normal B-DNA values in both systems. At large separation of IAA from the 



 116 

IBP, Roll angle is normal for all the eight systems, while DNA remains bent for DNA-proteins 

systems (see late discussion for DNA bending). 

We have also extended the simulation for one DNA-AA system (SOX-4) to 100ns to check the 

convergence of simulation. 

 

Figure 10. Variation of roll angle with time for DNA-AA system (SOX4-DNA). Red color represents the running 

average. Average value is 40° (±4.7), which is within the standard deviation from the average value 42° obtained 

from 4ns simulation. 

 Fig. 10 shows that average Roll angle does not change appreciably with the longer simulation. 

Therofore suggest that the 4ns sampling is enough. Further, we have mutated the intercalating 

amino acid (AA) with glycine and monitored the change in Roll angle by simulated annealing (to 

supply enough energy to overcome the barrier). Glycine (GLY) is small AA and does not 

intercalate, so we believed that mutating intercalating AA with GLY would remove the kink in 

DNA. Indeed we have observed the same, Fig 11 shows that Roll angle decreased to normal B-

DNA value.   
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Figure 11. Variation of roll angle with a time of all four systems after mutating the intercalated original intercalated 

residue with glycine). We performed simulated annealing by heating the system to 500 K through 1 ns, equilibrated 

at 500 K for 2 ns, and then cooled down the system to 300 K in 1 ns. We further equilibrated the system at 300 K for 

a longer period. Change in the Roll angle over the entire period (including heating and cooling parts) are shown to 

show how Roll angle varied in the entire period of simulated annealing. 

Since we have shown in the previous section that Rise measure the extent of intercalation, 

therefore Rise decreases monotonically (Blue dot line in Fig. 12) with 𝑋, and the Rise and Roll 

together shows the inverted parabolic behavior ( blue dot line in Fig. 13) as shown earlier (Fig 1), 

supports that partial intercalation is the cause for kink formation. 
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Figure 12. Variation of Rise of the intercalating base pair with X for all eight systems. Red and black dots represent 

the values for DNA-Protein and DNA-AA systems, respectively. Note the monotonic increase of Rise with X beyond 

a certain small value of X.  
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Figure 13. Variation of Roll angle with Rise of all eight systems. Red and black dots represent the results for DNA-

Protein and DNA-AA systems. Note the inverted parabolic behaviour. 
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(VI) AA-DNA simulation (without capping): SOX4-DNA complex 

(Intercalating AA MET) 

As shown in Fig 1(a) the complete intercalation of AA into the intercalating base pair does not 

increase the Roll angle as observed for a small molecule (Fig. 1a), here in DNA-AA system the 

backbone of AA (AA is capped) may be hindered complete intercalation and cause increase in roll 

angle. To reinstate this, we have performed a set of free energy simulations of DNA-AA system 

(using SOX4-DNA complex), where the backbone was removed from the AA. Figure 14 shows 

the free energy and Roll angle against the reaction coordinate. Roll angle behaves in similar 

manner as shown in Fig. 1 where an increase due to partial intercalation followed by a decrease 

upon complete intercalation is observed. 

 

Figure 14.  Change in free energy and roll angel with X. Black color represents the free energy with respect X and 

red color represents the Roll angle with respect to X. 

 Fig. 15 shows the configurations as a result of full intercalation and deintercalation of the 

uncapped AA. Free energy, however, did not decrease on full intercalation as observed for small 
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molecule. This may be due to the fact that the AA is a long chain molecule (MET) and it disfavors 

intercalation. 

 

 

Figure 15. Change in DNA configuration during intercalation and deintercalation of AA (without capping). DNA 

structures are shown in green color, and the intercalating AA are shown in sphere model. 

(VII)Change in Bend Angel 

We did not observed a change in bending of DNA upon deintercalation and intercalation of AA. 

The DNA kinking is a local change (happened at BP level), therefore we thought that the 

intercalation and deintercalation would be affecting the nearby BP of intercalation BP. Therefore, 

we have calculated the changes in the local axis-bend angle (±4 base pairs from intercalating base 

pairs) of DNA along 𝑋 are (shown in Fig. 16). This shows that the for DNA-AA system, bending 

decreases in all cases. However, a decrease in bending for protein-DNA complexes are much less, 

as is also evident from Fig. 7. 
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Figure 16. Local bending angle (±4 base pairs from IBP) of all eight systems. Red color represents the DNA-AA 

system, and blue color represents the DNA-Protein system. (a) SOX4-DNA and MET-DNA (b) SRY-DNA and ILE-

DNA (c) IHF-DNA and PRO-DNA (d) NF-Y-DNA and PHE-DNA complex with intercalating AA PHE. The axis 

bend angle is calculated using Curves+.1 

(VIII)Change in DNA Parameter for all DNA BP 

 Since DNA bending is the consequence of change in roll and twist angles, we have calculated the 

Roll and Twist angles of all base pairs (Table 3 and 4), which show that the change in Roll and 

Twist angle of all other base pair are responsible for preserving the bend of unkinked DNA in 

DNA-protein system.  

Table 3: Roll angle of all base pairs for all four systems (DNA-protein complex only). 

(a) SOX4-DNA complex ( Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Roll angle range (°)) 

Crystal configuration 

(Roll angle (°)) 

De-intercalation 

(Large X) 

(Roll angle range (°)) 

BP-1   2±1 6 3±1 

BP-2 0±1 1 1±1 

BP3 6±1  7 2±1 
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BP-4 4±3 3 2±1 

BP5 7±2 3 4±2 

BP-6 23±3 9 24±5 

BP-7 10±2 5  9±2 

  BP-8 50±2 46 10±2 

BP-9 11±1 9  9±2 

BP-10 3±4 4 8±1  

BP-11 3±3 2 3±2 

BP-12 0±3  2 2±1 

BP-13 2±3 4 0±1 

BP-14 8±3 16 9±2 

BP15 4±2 4   7±1 

 
(b) SRY-DNA complex ( Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Roll angle range (°)) 

Crystal configuration 

(Roll angle (°)) 

De-intercalation 

(Large X) 

(Roll angle range (°)) 

BP-1 6±1 6 1±2 

BP-2 1±1 9  10±2 

BP3 7±2  10  1±2 

BP-4 1±3 -3 1±3 

BP5 8±1 1 4±1 

BP-6 9±2 6  6±2 

BP-7 10±3 5 6±2 

BP-8 31±3 43 10±1 

BP-9 12±1 10 23±5 

BP-10 16±2  17  16±5 

BP-11 4±1 5 4±1  

BP-12 0±1 -3 1±4 

BP-13 5±1 1 2±4 

 

 

 

(c) IHF-DNA complex (Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Roll angle range (°)) 

Crystal configuration 

(Roll angle (°)) 

De-intercalation 

(Large X) 

(Roll angle range (°)) 

BP-1 7±2 5.2 2±1 

BP-2 1±2 4 2±1 

BP3 0±4 -5 0±1 

BP-4 13±5 13 21±3 
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BP-5 5±2 7 16±2 

BP-6 7±1 8 10±2 

BP-7 8±1 2 7±2 

BP-8 59±3 60 10±2 

BP-9 12±2 14 24±4 

BP-10 3±2 6 16±7 

BP-11 1±1 -2.6 1±1 

BP-12 1±2 1 5±4 

BP-13 3±2 8 3±2 

BP-14 8±5 13 2±1 

BP15 -3±1 -4 2±4 

 

(d) NF-Y-DNA complex (Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Roll angle range (°)) 

Crystal configuration 

(Roll angle (°)) 

De-intercalation 

(Large X) 

(Roll angle range (°)) 

BP-1 2±3 5 2±2 

BP-2 1±3 -1 1±2 

BP-3 1±4 0 0±1 

BP-4 6±5 10 6±2 

BP-5 1±2 -4 0±1 

BP-6 1±2 6 0±1 

BP-7 0±1 3 -5±2 

BP-8 14±2 14 20±2 

BP-9 34±5 48 7±2  

BP-10 4±2 9 7±1 

BP-11 4±2 10 7±2 

BP-12 -5±1 -7 -4±1 

BP-13 1±1 -6 0±1  

BP-14 4±2 2 3±1 

BP-15 2±4 -6 -5±1 

BP16 -5±3 -1 -7±2 

BP-17 6±3 11 3±1 

BP-18 6±2 6 9±1 

BP-19 5±2 5  0±1 

BP-20 0±1  2 0±3 

BP-21 3±2 2 3±1 

BP-22 1±2 4 4±1 

BP-23 3±1 3 8±2 

BP-24 6±4 11 4±2 
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Table 4: Twist angle of all base pairs for all four systems. 

(a) SOX4-DNA complex ( Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Twist angle range 

(°)) 

Crystal configuration 

(Twist angle (°)) 

De-intercalation 

(Large X) 

(Twist angle range 

(°)) 

BP-1 29±1 26 24±1 

BP-2 38±2 38 35±1 

BP3 29±4 37 30±1 

BP-4 31±3 35 32±1 

BP-5 36±2 41 40±1 

BP-6 8±2 18 13±1 

BP-7 19±1 22 24±1 

BP-8 21±1 22 26±1 

BP-9 39±2 32 35±3 

BP-10 27±2 31 29±1 

BP-11 36±1 37 36±2 

BP-12 29±3 33 35±3 

BP-13 37±1 41 39±1 

BP-14 27±5 27 22±1 

BP15 34±2 37 38±2 

 

(b) SRY-DNA complex ( Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Twist angle range 

(°)) 

Crystal configuration 

(Twist angle (°)) 

De-intercalation 

(Twist angle range 

(°)) 

BP-1 32±1 36  43± 

BP-2 3±1 4 -15±1 

BP3 46±2 45 43±2 

BP-4 29±2 38 27±1 

BP5 35±1 36 35±1 

BP-6 24±1 28 27±2 

BP-7 39±1 31 35±2 

BP-8 19±2 22 21±1 

BP-9 22± 20 28±1 

BP-10 16±1 16 14±2 

BP-11 41±2 41 40±1 

BP-12 31±1 31 30±1 

BP-13 28±3 27 3±2 
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(c) IHF-DNA complex ( Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Twist angle range 

(°)) 

Crystal configuration 

(Twist angle (°)) 

De-intercalation 

(Large X) 

(Twist angle range 

(°)) 

BP-1 43±2 43 27±5 

BP-2 35±2 20 35±4 

BP3 35±2 36 35±4 

BP-4 28±2 29 30±2 

BP-5 35±4 31 30±2 

BP-6 36±1 32 32±2 

BP-7 20±1 23 27±1 

BP-8 28±3 22 25±2 

BP-9 25±2 15 33±4 

BP-10 36±2 39 28±2 

BP-11 27±1 28 20±2 

BP-12 44±2 35 43±1 

BP-13 35±2 29 22±4 

BP-14 42±2 21 36±2 

BP15 31±2 35 26±3 

 

(d) NF-Y-DNA complex ( Intercalating base pair are shown in bold font) 

Base pair’s position Intercalation 

(Small X) 

(Twist angle range 

(°)) 

Crystal configuration 

(Twist angle (°)) 

De-intercalation 

(Large X) 

(Twist angle range 

(°)) 

BP-1 32±2 31 28±1 

BP-2 33±1 43 35±3 

BP-3 32±1 29 29±2 

BP-4 31±2 28 31±1 

BP-5 42±1 43 38±1 

BP-6 33±1 34 33±1 

BP-7 32±1 35 37±1 

BP-8 32±1 33 28±1 

BP-9 18±2 18  30±2 

BP-10 36±3 39 38±2 

BP-11 30 ±1 32 29±1 

BP-12 41±1 43 41±1 

BP-13 40 ±1 42 40±1 

BP-14 31 ±1 32 29±2 

BP-15 37±1 36 38±4 

BP16 42±2 45 40±2 

BP-17 32±1 27  18±2 
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BP-18 33±3 37 37±2 

BP-19 37±1 35  35±2 

BP-20 32±1 36 31±1 

BP-21 35±1 30 30 ±1 

BP-22 34±2 40 32±4 

BP-23 34±2 34 28±1 

BP-24 30±1 30 30±3 

 

5.6 Kink through Bends.  

(II) Metadynamic and umbrella sampling simulation on DNA (SOX-4-DNA Complex DNA 

sequence): We have seen that partial intercalation of an AA can cause kinks in the DNA. However, 

proteins may also bend the DNA and produce kink as it can also form through strong bending54. 

However, simulations showed that bending induces type II kink where two or three base pairs are 

affected.55 To understand whether bending of DNA by proteins would cause the kink, we took the 

SOX4-DNA complex, removed the protein and calculated free energy of DNA bending using the 

end-to-end distance between COMs of terminal base pairs (dl) as the reaction coordinate (see 

definition of the reaction coordinate). When the DNA is straight, but not stretched, dl is equal to 

its contour length dc, i.e., dl/dc ~ 1.0. The bent DNA will have a lower value of dl/dc ratio.  
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Figure 17. Free energy profile for the bending of DNA using both metadynamics and umbrella sampling method. The 

average values of Roll angle of T6A7 and ax-bend angle of the DNA calculated from the metadynamics trajectory are 

also shown, along with the error bars. 

We have performed both umbrella sampling and metadynamics simulation to investigate the 

effect of DNA bending in kink formation in bare DNA (see simulation detail for more 

information). Fig. 17 shows the free energy profile against dl/dc obtained from both the different 

approaches. Convergence of free energy profile is shown in Fig. 18 and the errors in umbrella 

sampling (calculated by two different methods, bootstrap and block average (not shown here)) are 

shown in Fig. 19. Free energy is minimum when dl ~ dc, i.e., for straight DNA. Free energy 

increases quadratically with bending, in agreement with the earlier study.55  
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(II) Convergence and error in free energy 

 

Figure 18. Showing the convergence of the free energy profile. Note that 5ns and 7ns are very similar. With more 

simulation, the range of collective variable increases as observed for dl/dc>1.0, i.e. for DNA stretching. Once the 

range is saturated, as observed for dl/dc<1.0 where DNA is bent and bending has its limit, free energy is overestimated 

(compare the free energy at 0.65 dl/dc for 5ns, 7ns and 10ns sampling). The dl/dc > 1.0 is DNA stretching and 

therefore, free energy obtained from 5ns, 7ns and 10ns overlap on each other. With more sampling the range is  
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Figure 19. Error in free energy calculation. Black color represents the free energy, and red dots represents the error 

in free energy.  

    Fig. 20 shows the variation of Roll angle (of all base pairs) and Ax-bend angle with time. We 

found that T6A7 showed highest Roll angle. Therefore, we plotted the average Roll angle for T6A7 

and global axis bending angle of the DNA along the dl/dc. Fig. 16 indicates that a 25% deviation 

from the contour length of DNA corresponds to 60° bending angle at the cost of 6 kcal/mol free 

energy. However, Roll angle is ~24° even at such a high free energy range. The correlation 

between Roll angle and Ax-bend also indicate a small change in Roll against a significant change 

in bend angle (Fig. 21). The maximum value of Roll angle observed is ~45°, occurring transiently 

(Fig. 22). This result indicates that bending of DNA alone does not produce the kink in the DNA.  
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Figure 20. Roll angle for all the base pairs against time in metadynamics simulation. Note that only the T6A7 base 

pair step has high Roll angle. Corresponding ax-bend angle for the T6A7 base pair step is also shown.  

 

 

Figure 21. Correlation between Roll angle and ax-bend angle for the T6A7 base pair step. 
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Figure 22. DNA Structure corresponding to highest Roll angle (45°) is shown. 

5.7 Conclusion 

In summary, we have shown using a correlation with small molecule study, crystal database 

analysis, and free energy calculation involving four TF-DNA complexes that partial intercalation, 

not complete, is responsible for kink formation both in small molecule and TF-DNA complexes. 

The kink observed in TF-DNA is due to the intercalation of AA alone. However, whole protein is 

required to make the kinked state stable. We also show that the intercalation of AA does not 

stabilize the kink as is commonly believed. This study leads to further questions as to why nature 

chooses different intercalating AA for different proteins. While our study shows that protein 

stabilizes the kinked DNA, the reason for the stabilization is still not clear. Partial intercalation 

alone does not stabilize the system (DNA-AA study). Also, deintercalation of AA in DNA-protein 

system leads to destabilization. Therefore, further work is required to explore the exact origin of 

stabilization of the kinked DNA-TF complex.   
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Chapter 6 

Molecular Mechanism of Transcription Factor Pro-

tein Intercalation into DNA Inducing Bends and 

Kinks 

6.1 Overview 

 DNA protein interaction is an important and interesting process in biological systems, whose binding 

mechanism is still unclear. Here, we have studied one system, SOX4-DNA which possess specific pro-

tein-DNA interaction where one AA of the protein intercalate into DNA base pairs.  Our primary objective 

is to uncover the molecular mechanism of protein intercalating to the DNA and investigate at what stage 

DNA kinking and bending take place. Our long well-tempered metadynamics and MD simulations show 

that the protein primarily binds to the backbone of DNA and rotates over DNA to form an intercalative 

native state. Moreover, unlike what is reported in the literature, we have not observed significant bending 

during the binding of the protein. According to present observations bending and kinking happen simul-

taneously when AA start intercalating between DNA base pair.   
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6.2 Introduction 

In chapter 5, we have found out that a partial AA is required to kink and bend the DNA. Moreover, the 

kinked bend DNA is not stable, hence protein is there to stabilize the kink DNA. However, we have not 

investigated the complete mechanism of protein binding. The focus of this paper is to understand the when 

and how protein choose to intercalate to archived kinked state.  

In all organisms, protein-DNA interaction facilitates important biological processes such as DNA repli-

cation, transcription, DNA repair, etc. Some proteins, known as transcription factors due to its role in the 

transcription process, intercalate to a specific pair of base pairs of DNA. The resulting protein-DNA com-

plex produces bent DNA. In chapter 5, we have shown that partial intercalation of the AA is the reason 

for formation of the bent and kinked state. However, it was not clear how protein finds the specific base 

pair to intercalate to or at what stage of protein’s binding, the DNA would start bending. Therefore, in the 

present chapter, we would like to investigate the complete mechanism of protein intercalation into DNA 

and try to address the questions mentioned above.  

It is intriguing, however, to realize that proteins find their specific target site given that the target sequence 

(typically ~16 base pairs) is much smaller than the length of the genome DNA. The current understanding 

is that proteins first bind nonspecifically to DNA and then search along the DNA, known as one-dimen-

sional (1D) search 1. Three types of 1D searches have been reported in the literature: (i) sliding2 (ii) hop-

ping,3 and (iii) intersegmental transformation3. However, these mechanisms depend on the length of DNA 

and the environment of DNA. In short DNA (typical ~16 BP), these mechanisms are not possible (espe-

cially sliding and intersegmental transfer) since the protein itself is large enough that there is no room for 

sliding. However, hopping is still possible; the protein can break contact partially from DNA and rebind 

with proper orientation.  Along with this mechanism, it has been observed that the protein binds non-

specifically and then spins around DNA to form a specific complex in some systems.4-5 
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There are two major ways by which specific binding happens.6-9 One is called base readout mechanism 

where a particular set of DNA base pairs make specific interaction with the AAs via hydrogen bonding, 

van der Waals contact, etc.10-12 The other mechanism is known as shape readout mechanism where DNA 

shape is recognized by the protein. This category is further divided into local shape readout, in which 

protein recognizes the local deformation such as kinks, nicks, etc. in DNA13-15 and global shape readout 

in which proteins recognize globally deformed DNA (like the overall bent structure of the DNA).16-17 

 X-ray diffraction, NMR spectroscopy, and molecular simulations studies on DNA-protein complex have 

shown that first the protein binds non-specifically to DNA and then searches for specific sites18-19. While 

electrostatic interaction is believed to guide the nonspecific binding1, hydrogen bonding, van der Waals 

interaction are responsible for specific interaction.20 However, a clear molecular understanding of the 

transition from nonspecifically bound state to specific binding is lacking. In search of the specific site, it 

has been suggested that the DNA gets deformed to form a specific complex in some complexes. However, 

when the DNA deformation happens is still unclear.  Some theories suggest that the protein recognizes 

the already deformed DNA to form a specific complex,13-15, 21 while other hypotheses suggest that the 

protein binds to DNA and then deforms the DNA22-23. 

There are some specific protein-DNA complexes where a particular amino acid intercalates into the DNA. 

It induces kinks in DNA (local deformation) which leads to further bending in DNA. The partial interca-

lation is also thought to be the reason for DNA specificity. The first study of the role of intercalation on 

specificity was done by Lavery et. al. They studied the dissociation of SRY protein from SRY-DNA 

complex, which has an intercalated AA, ILE13. They suggested that the DNA deformation plays a major 

role in specific binding. Moreover, they have collected all paths for dissociation and proposed the mech-

anism of association. They have proposed two path for protein association: one path have a kinked and 

bend DNA while the other does not show DNA deformation. Because the first path is more populated and 

matches with experiment, they concluded that the bend and kink determine the DNA specificity. However, 

they have not shown whether the bending and kinking happen simultaneously or one leads to the other 
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during the process of protein binding to DNA. Further, they have not studied the association (or binding) 

process. But with the information obtained from the dissociation of protein from the DNA, they argued 

that the protein binding and DNA bending happen in a stepwise manner. 24-25 On the same line Kuznetsov 

et. al. also showed that in the IHF-DNA complex the binding and bending happened separately. 22-23  

Even though DNA deformation by protein is a common phenomenon in biology, a clear understanding of 

the mechanism at the molecular level of details is not available. The questions we are asking here are: (a) 

when does DNA deform? (b) Are kinking, bending and binding of a protein related? In this work, we try 

to provide some answers to these questions by studying two systems: SOX4-DNA (PDB ID 3U2B) 26 and 

Sac7d-DNA (PDB ID 1WD0) 27-28 complex. First, we discuss the observation of SOX4-DNA complex 

formation and later (in chapter 7) we discuss the Sac7d-DNA complex. 

(I) SOX4-DNA Complex: Importance of SOX-4 

The SOX4 protein belongs to the HMG family.29 It is a transcription regulatory protein. These proteins 

are involved in many biological functions and have a compact DNA binding domain (DBD). Hence, it is 

a good model for studying protein-DNA recognition. It binds to the minor groove of DNA specifically at 

the TTCC base pair and also intercalates DNA T8pT9 base pair with MET39 residue, causing a very sharp 

kink of 45° at that base step. This kinking also induces an overall bending of 69˚ in the DNA. Anatoly et 

al. have experimentally studied the energetics of binding of SOX-4 to DNA30. They found that in non-

specific complexes, electrostatic interaction dominates, whereas extensive van der Waals contact exists 

in the interface between a non-polar group of DNA and protein in a specific interaction. Further, by cal-

orimetric experiments they estimated the binding constant between the protein and DNA as ~14 kcal/mol. 

However, the mechanism of protein binding and intercalation has not been addressed.30 31 32 33. 

To investigate the mechanism of SOX-4 protein binding to DNA is still unknown, we have used molecular 

dynamics (MD) and well-tempered metadynamics simulations. We have found that protein first binds 
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nonspecifically to DNA and proceeds towards specific binding mode through different free energy path-

way. However, as expected, the unbinding process follows the path that is the most probable binding path. 

Our investigations here show that the bending and kinking are correlated and happen simultaneously. 

6.3 System Preparation 

(I) Preparation of Initial Configurations. The crystal structures of SOX4-DNA complexes were taken 

from the Protein Data Bank (PDB) (PDB ID 3U2B). 26 We have used amber99SB force field with 

parmbsc0 modification for DNA34 and amberff-99SB force-filed for proteins35. 

 (II) Simulation Details. We have put DNA-Protein complex in a large cubic box of length 130 Å. We 

solvated the system with TIP3P water model36, and added salts to neutralize the system and also maintain 

the physiological ion concentration. Thereafter, we minimized the system with steepest descent algo-

rithm37, followed by heating up to 300 K using the Berendsen thermostat38 with coupling constant of 0.2 

ps. During the heating process, the heavy atoms of DNA and protein were restrained with the harmonic 

potential of 25 kcal/molÅ-2. Next, we have removed the restraint in six steps, where each step involves 

equilibration followed by energy minimization. Finally, we have performed 2 ns unrestraint equilibration 

at constant temperature of 300 K and constant pressure of 1 bar using the Nose-Hoover thermostat39 and 

Parrinello-Rahman barostat40, respectively, with coupling constants of 0.2 ps for each. Electrostatic inter-

actions were treated with particle mesh Ewald (PME) 41 method with a long-range cutoff of 10 Å. We 

used van der Waals potential for other nonbonding interaction with 10 Å cutoff. Integration time step for 

all simulations was kept at 2 fs. All the simulation were performed by using GROMACS-4.5.5.42 For free 

energy calculations, we patched the GROMACS with plumed43. Analyses of DNA structures were carried 

out using curves+ 44. 

After the equilibration step, well-tempered metadynamics method45 was employed to study the DNA pro-

tein complex formation. We have used 0.7 Å Gaussian width for distance and X, and 5 for native contact 

and 0.2 kJ/mol height for Gaussian potential. The deposition rate was taken to be 2 ps and the bias factor 
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of 10 was used. Simulation length was chosen based on the convergence criteria and was different for 

different processes. However, a total of 1.2 microsecond simulation was performed to accomplish the 

study.  

 

Figure 1. (a) Reaction coordinate 𝑋 defined as, 𝑋 = �̂�. 𝑑, where 𝑑 is the vector from the center of mass (COM) of four bases 

involved in intercalation to the COM of the intercalating amino acid. �̂� is constructed from COM of four bases to the COM of 

two sugar groups lying in 3’ direction of the intercalating nucleotides.  Therefore, 𝑋 denotes the displacement of the AA 

perpendicular to the DNA. It is positive towards the minor groove. Note that, displacement along the DNA will not change 𝑋. 

(b) Definition of rotation angle used for analysis. 𝑙 is the vector from COM of 1-3 base step to COM of 4-6 base step and �⃗⃗⃗� is 

vector from COM of 1-6 base pair to COM of protein. θ is defined as, θ = cos−1
𝑙.�⃗⃗⃗⃗�

|𝑙||�⃗⃗⃗⃗�|
 . The number 1-6 are schematic. 

(III) Description of the Reaction Coordinate. To study the mechanism of intercalation of proteins, we 

have performed both association of DNA-protein complex from separated state and dissociation of the 

same from the native complex. We used different set of reaction coordinates for the above processes in 

well-tempered metadynamics. They are mentioned below. While we used native contact 𝑁𝑐 and vectorial 

distance 𝑋 for the association and intercalation/deintercalation processes, we used  𝑁𝑐 and distance 𝑑 

between the protein and DNA for the dissociation of the protein from the DNA. The definition of 𝑁𝑐 is 
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given in section 2.4 of chapter 2 earlier. To calculate 𝑁𝑐, we used a distance cutoff of 4.5 Å between the 

protein and DNA heavy atoms. The value of 𝑁𝑐 in the crystal structure using this method was found to be 

235. 𝑋 is defined as (Fig. 1a), 𝑋 = �̂�. 𝑑, where �̂� is a unit vector starting from the center of mass (COM) 

of four bases of intercalating base pair (T8pT9 and A23pA24) to the COM of two 3’ sugars (T8 and A24) 

groups attached with these base pairs. 𝑑 represents the vector from COM of intercalating base pairs to 

COM of side the chain of amino acid. The reaction coordinate is chosen such that 𝑋 is positive in the 

minor groove side region and negative in major groove side region. By construction, 𝑋 gives a measure 

of distance of the amino acids perpendicular to the local DNA axis. 

 We have also defined a rotation angle to estimate the position of protein around DNA. The angle is 

defined as, θ = cos−1
𝑙.�⃗⃗⃗⃗�

|𝑙||�⃗⃗⃗⃗�|
 where 𝑙 is a vector starting from the center of mass (COM) of first strand of 

intercalating base step (T8pT9 in DNA sequence) to the COM of second strand intercalating base step 

(A24pA23 in DNA sequence). �⃗⃗⃗� represents the vector from COM of intercalating base pairs to COM of 

protein. Fig. 1b shows the schematic representation of angle definition. The angle is defined such that it 

will we have ~90˚ when it will bind to minor groove and ~0˚ when it binds to DNA backbone.  

6.4 Design of the Study 

The formation of specific protein-DNA complex is difficult to study computationally since there are nu-

merous non-specific interactions that the system need to sample before it can find specific interactions. 

Current models suggest that protein first binds to DNA at any random location, and then it starts searching 

over DNA to make specific complex.1 Based on these models, we hypothesized that the free energy sur-

face for protein intercalation would possess at least four states as shown in the schematic FES in Fig. 2. 

(i) The first state is when protein is very far from DNA (there is no interaction between DNA and protein). 

This state is termed as free state (F). (ii) Next, protein would probably bind and make a non-specific 

associatiation, the first minimum labelled as ‘A’ in the schematic FES (Fig. 3). (iii) Following this, a 

structural/conformational change in DNA/Protein would give rise to another state, possibly more stable 
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than the previous state. This is termed as “A*” in Fig. 3. (iv) Finally, the system would form the interca-

lative native complex, labeled as ‘I’ in Fig. 3.  

 

Figure 2: Schematic FE profile of protein intercalation into. We define four states: Free State (“F”), non-specific complex 

(“A”), specific complex (“A*”), and the native or intercalate state (“I”). RC denotes the reaction coordinate used for association 

and dissociation of protein.  

6.5 Results and Discussion 

(I) Getting non-specific Complexes  

As described in the schematic FES in Fig. 3, the first problem is to find the most probable non-specific 

protein-DNA complex from the free protein and DNA. It is difficult, however, to identify the most prob-

able non-specific complex because any binding other than the specific one would result in a non-specific 

binding. Therefore, there will be several possible non-specific binding modes present between the protein 

and the DNA. 
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Figure 3. (Left panel) The ensemble of Free States used to obtain the nonspecific complexes. (Right panel) The distribution 

of 𝑁𝑐 and 𝑑 between the DNA and the protein. A-1, A-2 and A-3 are the non-specific complexes that represent the most 

probable configuration of that region (see text). The value just beside the complexes are the configurations of those complex.  

Therefore, to sample the ensemble of non-specific complexes, we have used the following procedure. 

First, we have constructed a collection of 5 conformations where DNA and proteins are separated from 

each other (left side of Fig 4). Then, we equilibrated these configurations 10 ns with restraints on the 

distance and contact between DNA and protein. At this stage, DNA has a straight (bending angle is ~10°) 

configraution. After equilibration, we performed 50 short simulations of 5 ns each (called free run) from 

all the separated conformation (50 simulations from each of these configurations), i.e., a total of 1.25 μs 

simulation. Various nonspecific DNA-protein complexes produced from these simulations were analyzed 

from the last 2 ns trajectory. For that, we calculated the native contact, 𝑁𝑐 , and distance, 𝑑, between the 

DNA and the protein. The probability distribution of these coordinates is plotted in Fig. 3, which shows 
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that the nonspecific binding is not uniform indicating that even in the non-specific mode of binding, pro-

tein has a preference to bind to DNA at a particular location. There are two major peaks in the distribution 

(i) when 𝑁𝑐 is 30 and distance is 18.5 Å (the most probable non-specific conformation) and (ii) when 𝑁𝑐 

is 75 and distance is 16.5 Å (second most probable non-specific conformation). This ensemble of non-

specific conformation may be regarded as associated complex “A” mentioned in the schematic free energy 

profile in Fig. 2. Next, we studied the formation of the specific complex from these non-specific com-

plexes. For that, we have selected three complexes from the distribution. The idea was to choose the most 

probable conformation, second probable conformation and the least probable structure from the distribu-

tion. To do so, first we have collected structure around (i) when 𝑁𝑐 is ~30 and distance is 18.5 Å (most 

probable distribution, referred from now on as A-1 system) (ii) when 𝑁𝑐 is ~75 and distance is 16.5 Å 

(second most probable distribution, referred from now on as A-2 system), and (iii) when 𝑁𝑐 is 110 and 

distance is ~16 Å (least probable distribution, referred from now on as A-3 system). After that, we have 

performed cluster analysis for each of the distribution using Gromos method46, and chose the middle 

structure from biggest cluster from each of the distribution. The biggest cluster represents the character-

istics of the distribution and middle structure is the best representative of a cluster.47 The structures 

obtained from each cluster is shown in Fig 3. All the complexes are very different from each other (see 

Fig. 3). 

 

Figure 4: Distribution of bending angle, Roll angle, and rise calculated over the last 2 ns of all free rum trajectory. Circle 

represent the most probable bending value. Roll and rise are peaked at the canonical value of the DNA.  
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 We also calculated the distribution of bending angle, Roll angle and rise of the DNA over the last 2 ns of 

all trajectories (Fig 4). The bending distribution has a peak at ~26°, which corresponds to A-1 state. The 

bending angle of A-2 and A-3 is ~32°.  In summary, the bending angle distribution shows that protein 

binding (non-specific binding) bend the DNA by a small amount. The Roll angle and rise distribution (as 

discussed in Fig. 6 of chapter 1 and Fig 2 of chapter 5) show that the non-specific protein binding does 

not change the Roll and rise value.  

(II) Characterization of the non-specific Protein-DNA Complexes.  After obtaining the possible non-

specific complexes, we investigated the nature of the adduct. For that, we calculated the rotation angle 

(Fig. 1b) of protein around DNA for the selected three non-specific complexes (A-1, A-2 and A-3). The 

rotation angle of protein in the native protein-DNA complex, where protein is in the minor groove, is 

106˚. The rotation angle is ~40˚ for A-1 complex, which indicates that the protein is bound near to the 

backbone of DNA (perpendicular to the direction of the minor groove). However, in A-2 and A-3 com-

plex, the angles are 80˚ and 90˚ (closer to native state), respectively, indicating that in these two com-

plexes, protein is bound to the minor groove of DNA. The backbone of DNA is negatively charged which 

interacts strongly with the positively charged AAs of the protein.  Therefore, the strong electrostatic in-

teraction between negatively charged DNA and protein’s positively charged AA could make the A-1 

configuration as the most stable amongst the other non-specific complexes.  We will discuss this in terms 

of interaction energy later (Sec. 6.5.V). This observation is consistent with literature that the non-specific 

complex is formed by electrostatic interaction.1  

Further, we have calculated the percentage similarity of all these non-specific complexes from native 

state. To calculate the percentage similarity, we have calculated the percentage difference between the 

native contact (𝑁𝑐), distance (𝑑) and angle (𝜃) from the native state. To do so, we have calculated the 

RMSD difference between the associated state and native state along the 𝑁𝑐, 𝑑 and 𝜃. Figure 5 shows the 

percentage similarity of all three complexes from native state.  
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Figure 5: percentage similarity of “A” state (first non-specific complex) from the native state. Averaged over all the three 

parameters of Nc, distance and angle.  

The A-1 complex, where protein bind to the backbone of DNA, has 30% similarity to the native state, 

whereas the A-2 and A-3, where protein binds to the minor groove of DNA, have 53% and 67% similarity 

to native state, respectively. 

(III) Free Energy for Association and Dissociation of Protein: After getting the non-specific com-

plexes (A-1, A-2 and A-3), we have calculated the free energy for association (formation of the interca-

lative native state) and dissociation (free unbound state) of the protein from these three non-specific com-

plexes using two sets of well-tempered metadynamics simulations. Since A-1 is less similar to the native 

state; we hypothesized that A-1 state would have more barriers for the association of protein compared to 

A-2 and A-3 states. For the formation of the intercalative-native complex, we have used 𝑋 and 𝑁𝑐 as the 

reaction coordinate (RC) while for dissociation of the protein, we used 𝑑  and 𝑁𝑐 as RC. The reason for 

the choice of the reaction coordinate is governed by the fact that intercalation is an extremely directional 

process and 𝑋 was shown earlier to successfully capture the intercalation mechanism for small organic 

molecules. 48-49 𝑁𝑐 is important to achieve the specificity present the complex. 
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Fig 6 shows the FES of association and dissociation for all three complexes (A-1, A-2 and A-3). The 

white line in each FES shows the minimum free energy path (MFEP) of the process and blue dot line 

represents the configurational restraint used to stop the sampling those areas. We have put restraint far 

enough that it should not affect the FE of the minima.   

 

Figure 6: FES for association and dissociation for each complex. (a) The association FES for complex (a) A-1, (c) A-2 and (e) 

A-3. The dissociation FES of (b) A-1, (d) A-2 and (f) A-3. White dashed line in each FES shows the MFEP for the 

corresponding process. Blue dotted line represents the conformational restraint used to stop the sampling those areas. Some 

contour values of the FES are also shown, which indicate that A-1 is most stable amongst the other configurations (A-1 and 

A-3). Also, all the systems reach to the final native state in the associate FES.   

After constructing the FES and subsequent estimation of the FE profile along the MFEP for association 

and dissociation processes for each non-specific complex, we have combined the FE profiles of both 

association and dissociation process to get a complete FE for protein binding for each of the complexes, 
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as shown in Fig. 7. All the complexes go through different paths, but converge to a native state confor-

mation (𝑁𝑐 is 225, 𝑑 is 14 Å and 𝑋 is 4 Å), which is global minima for this process.  

 

Figure 7: Complete Free energy along MFEP for all the complexes. “F” represents the Free State, where DNA and protein are 

not interacting. A represents the first associated state (non-specific complex). “A*” represents the next non-specific complex 

and we represent the intercalative native state.  

The initial conformations of the non-specific complexes were different: A-1 was very far from the native 

state whereas, A-2 and A-3 were closer in comparison. Therefore, all the complexes follow different paths 

to form the intercalative-native state. However, all the paths do converge to a same native state, charac-

terized by 𝑁𝑐 as 225, 𝑑 as 14 Å and 𝑋 as 4 Å, with approximately same free energy value (~50 kcal/mol, 

Fig. 7). For the paths of the A-1 configurations, there are three minima: (i) one where 𝑁𝑐 is 40 and X is 

13 Å, corresponds to first non-specific associated state (termed as “A”), the second where 𝑁𝑐 is 65 and X 

is 8Å, correspond to the less non-specific (or more specific) associated state (termed as “A*”), and (iii) 

the last where 𝑁𝑐 is 230 and X is 4Å, corresponding to the intercalative native state (termed as I) (red 

color in Fig. 7). On the contrary, in A-2 and A-3 configurations, these minima are not significant. There-

fore, the A-2 and A-3 systems follow somewhat barrier-less paths to form the intercalative native state. 
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This was excepted since A-2 and A-3 were very close to the native state hence they easily from the native 

state.  

Table 1: Summary of the process and the corresponding associated barrier for all the complexes. 

Complex Transition Barrier 

A-1 A to A* ~9 kcal/mol 

A* to I ~15 kcal/mol 

A-2 A to I 

 

~4 kcal/mol 

A-3 A to I 

 

~0 kcal/mol 

 

 

Figure 7, therefore, shows the complete pathway for protein intercalating to DNA from the separated 

state. The paths led by the most probable state (A-1) correspond to our previous hypothesis that the protein 

comes from free state (“F” state) and bind to the DNA non-specifically, followed by a rearrangement in 

the configuration through a ~9 kcal/mol transition barrier, leads to a more stable (-36 kcal/mol) and more 

specific state, denoted as “A*”.  Finally, “A*” state rearranges to the native state with ~15 kcal/mol tran-

sition barrier. The stability of intercalative-native is ~ -50 kcal/mol. The A-2 also follows the same mech-

anism (black color Fig 8) but the transition barrier is very less and A-3 does not have any barrier. There-

fore, we can state that both A-2 and A-3 already form a more specific “A*” state upon DNA binding and 

from there directly goes to the “I” state. We have summarized the energies and barrier in Table 1 for all 

the complexes. Since, A-1, A-2 and A-3 are very different from each other, the barrier and mechanism of 

the protein binding are different for all the non-specific complexes. The A-1 complex is very much dif-

ferent from the native state. Hence it has to go through higher barrier for intercalative, whereas, A-2 and 

A-3 complexes are similar to the native state, therefore, they have lesser barrier for the transition. How-

ever, A-1 state has most stable associated complex. Therefore, it is more likely that the system would 
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follow the path of A-1. To understand that, we have also traced the de-intercalation pathway of the same. 

We will discuss that below. 

(IV) How Protein Finds its Target Site: 

 

Figure 8: Orientation angle of protein around DNA during the process of binding and AA intercalation. Magenta dashed lines 

show the minima for “A” and “A*” along the MFEP.  (b) Structures at “A”, “A*” and native state for A-1 complex. Other 

complexes have less rotation and they are less probable. 

Till now we have calculated the complete free energy profile for protein binding from the free state. Also 

we have found that different non-specific complexes follow different paths to from the intercalative native 

state. Next, we have investigated how these non-specific complexes find the intercalative native state. As 

mentioned before, three mechanisms have been reported in the literature for the formation of a specific 

complex from a non-specific complex: (i) sliding, ii) hopping, and (iii) intersegment transformation. How-

ever, in our study, the DNA is too short (~only 16BP) to observe any of these mechanisms.  

In the free state (MFEP at 0), the rotation angle of A-1, A-2 and A-3 were 40°, 60°, and 92°. During the 

free simulation, the angle increased. However, in the nonspecific complex, the rotation angle of A-1 was 

still less (~40˚) whereas it was ~83˚ and ~95˚ for A-2 and A-3.Therefore, in the  non-specific complex A-

1, the protein is bound to the backbone of DNA, whereas A-2 and A-3 are in the minor groove. In the 

intercalative native state, protein is in the minor groove of DNA. Therefore, the protein must rotate around 

the DNA to make the specific complex. Therefore, in Fig. 8a, we have plotted the rotational angle of 

protein around DNA. (see method section for angle definition) along the MFEP. 
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 From “A” to “A*” the rotation angle of A-1 rapidly increases. In the “A*” state, the angle of A-1 increases 

to ~80° and it comes close to the rotation angle of the other two complexes A-2 (100°) and A-3 (100°). 

As seen in Fig. 8, the rotation angle of all the complexes beyond the “A*” state follow in the same manner. 

Finally, all the complexes form intercalation with ~106° rotation angle. 

(V) Why Specific Binding: non-specific to Specific 

 

Figure 9: Interaction energy between DNA and protein along the protein binding pathways. (a) Electrostatic interaction energy 

(b) van der Waals (LJ) interaction energy and (c) the total energy. (e) Total number of hydrogen bonds between DNA and 

protein. (f) Number of contact between charged AAs (ARG, LYS) of the protein and DNA atom. (g) Number of contact 

between protein’s neutral AAs and DNA. Magenta dashed lines show the MFEP values for “A” and “A*” 
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It has been reported in the literature that the specific DNA-protein complexes have more van der Waals 

and hydrogen bonded interaction with DNA, whereas the non-specific complexes have more electrostatic 

interactions. Therefore, we have calculated the electrostatic and van der Waals interaction between the 

DNA and protein along the MFEPs of the association process and plotted in Fig. 9. Magenta dashed lines 

indicate the positions of “A” and “A*” along the MFEP. A-1 system has more electrostatic interaction (~ 

-125 kcal/mol) compared to A-2 (~ -100 kcal/mol) and A-3 (~ -100 kcal/mol) at the “A” state. This high 

coulomb interaction is due to the interaction of protein’s charged AA to the negatively charged backbone 

of the DNA. On the contrary, A-1 system has very less van der Waals interaction (~ -38 kcal/mol) at the 

“A” state while A-2 and A-3 have very strong van der Walls interaction (vale ~ -80kcal/mol) since the 

protein in A-2 and A-3 system at the “A” state is bound to the minor groove of DNA, thus having stronger 

interaction with DNA base pairs. Therefore, they have more van der Waals interaction compared to the 

A-1 system. The contact between DNA and protein’s charged residues (ARG and LYS) is also have a 

high value (~ 55) at the “A” state for the A-1 system compared to the A-2 (~22 contacts) and A-3 (~22) 

system as shown in Fig. 9e. On the other hand, the contact between DNA and protein’s neutral residue is 

high for A-2 (~ 52) and A-3 (~ 52) system compare to A-1 (~20) system at the “A” state as shown in Fig. 

9f.  

As protein rearranges (moves to A*” state), the electrostatic interaction energy remains approximately 

constant in A-2 and A-3 (Fig. 9a) system, whereas it decrease to ~ -65 kcal/mol in A-1 system. This 

decrease in energy arises due to the rotation of protein around the DNA as mentioned before. The rotation 

of protein involves the breaking of hydrogen bond and contacts between the protein and DNA backbone 

(Fig 9d and 9e magenta dot line), which results in the increases in energy. However, as a compensation, 

the rotation increases van der Waals interaction because the protein now makes new contacts with DNA 

base pairs in minor groove side. In the other complexes, A-2 and A-3, the change in electrostatic and van 

der Waals energy remain approximately same due to much less structural rearrangement between “A” 

and “A*” states in case of A-2 and A-3 complexes.  
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The total energy between DNA and protein is shown in Fig 9c. The total energy in A-2 and A-3 system 

at the “A” state is less compared to A-1 state and does not change significantly upon protein binding (Fig 

9c magenta dot line). For the A-1 system, the total energy is more at the “A” state compared to the other 

systems. However, the energy decreases upon further binding. However, at the intercalative native state, 

all the system have the similar energy (MFEP 66 in Fig 9c).  

(VI) Hydrogen Bonding (HB):  

Fig 9d shows the total no. of HBs between protein and DNA. At the “A” state, A-1 system has more 

number of HBs (~14 HB no.), because here protein’s charged AA residues (ARG, LYS) bind to the back-

bone of DNA. A-2 and A-3 systems have lesser HB (~10 HB no.). When protein moves to the “A*” state, 

it breaks HB with DNA backbone, resulting in a decrease from 14 to 10 at the “A*” state. (Fig 9d). For 

the other systems, HB does not change much going from “A” to the “A*” system. The intercalative native 

state has the maximum number of HBs (~18) compared to any other non-specific complex, which indi-

cates that the specificity of protein DNA complex is governed by HB and van der Waals interactions.  

(VII) Change in DNA Parameter: 

Next, we wanted to investigate the changes in DNA along the path of protein binding. In the native struc-

ture of SOX-4-DNA complex, DNA is kinked with a Roll angle of 45°, bent (bending angle 69°) and has 

a twist of 14°. In the kinked site, MET39 is partially intercalated. Therefore, we looked into the DNA 

parameters such as Roll angle, rise, bending angle and twist angle to find out how protein binding affects 

DNA structure and at which state of the intercalation/binding process, DNA starts bending and kinking. 

Fig 10 shows the changes in the above-mentioned DNA parameters along the MFEP of protein binding 

for all system.  
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Figure 10: Change in the DNA parameters along MFEP. (a) A-1 system (b) A-2 system and (c) A-3 system.  Dashed lines in 

magenta color shows the positions of “A” and “A*” states. Red dot line shows the intercalative native state. TS represents the 

transition state. (d) The surface area of DNA used by protein for binding.  

When protein is unbound, all DNA parameters have normal B-DNA value (see at the zero of MFEP of 

Fig 10). Even when protein makes a non-specific complex (“A” state at MFEP 30), rise and Roll have 

normal values, whereas twist and bend angle has changed to ~26° in the A-1 system, ~30° in the A-2 

system and ~30° in the A-3 system. Twist angle decreased to in range of ~21 to 23°. The reason for the 

small bending is that when protein binds to the DNA, it neutralizes the negative charge of DNA (by 

making contact between DNA backbone and positively charged AA of protein). This neutralization of 

charge could lead to small bending in DNA. Also, a bent DNA has more surface area for protein to bind. 

In Fig. 10d, the surface area (SA) of the DNA is plotted. An increase in SA could be observed at the “A” 

state for all the systems (Fig 10d).  However, the induced bending by protein at the “A” state is not the 

same as that of the native state. When protein moves from “A” to “A*” state, the Roll and rise do not 
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change significantly, but bending further increases to ~35° (not to the native state value yet) and twist 

angle decreases to ~20°. Simultaneously, the SA also increases, allowing protein to bind strongly and 

make more contacts to DNA (Fig 10d). Therefore, DNA bending helps in protein binding. Finally, when 

protein moves to intercalative native state from “A*”, MET39 starts to intercalate and all the Roll angle, 

rise, bending, and twist angle start changing simultaneously (red dot line in Fig 10a-c). At the intercala-

tive-native state, the Roll angle is 45°, bending is 68°, rise is 6 Å and twist angle is 18°. The further 

bending of the DNA results in more SA of the DNA.  

The previous study by Lavery et al. on SRY-DNA complex24-25 showed that the binding and bending are 

two separate processes. However, our present study shows that the binding and bending of DNA happens 

in a concerted manner and simultaneously. We have observed that the non-specific binding of protein 

bends the DNA by a small amount, due to the charge neutralization by protein. However, more bending 

happens when MET39 intercalates into the DNA. Therefore, this results corroborates to our previous 

observation in chapter 5 that partial intercalation is responsible for the observed kinks and bends present 

in the transcription factor-DNA complexes. Although bending of DNA is possible just by binding, the 

amount of bending observed in these systems could not have been possible without partial intercalation. 
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(VIII) Deintercalation and Dissociation of the Protein from DNA: 

 

Figure 11: Free Energy surface for deintercalation and dissociation of protein from DNA. (a) Plotted along 𝑁𝑐 and distance. 

(b) Plotted along 𝑋 and 𝑁𝑐. The white line in each FES shows the MFEP.  

We have performed the study of intercalation of protein using three different initial configurations of non-

specific complexes. However, the most favorable path for intercalation should be same as that of the de-

intercalation pathway by the nature of reversibility. Therefore, we have studied the deintercalation fol-

lowed by dissociation of the protein from the DNA also (“I” to “F” state). Fig 11 shows the FES for the 

dissociation of protein and Fig 12a shows the free energy profile along MFEP. The deintercalation free 

energy profile also shows a barrier of 36 kcal/mol to reach another stable minimum, which we identified 

as the more specific DNA-bound complex and characterized it as “A*” state. The structure of the native 

state and the “A*” state superimposed on the native state are shown in Fig. 12a. Figure 12b shows the 

variation in the DNA parameters (Roll angle, Bend angle, rise) and the reaction coordinate for measuring 

the depth of intercalation 𝑋. Fig. 12b shows that as the 𝑋 increases, the bending angle and the Roll angle 

and rise decreases. At the MFEP value of 28, the AA comes out of the DNA and 𝑋 attains a value of 6 Å. 

Roll (~25°) and bend angle (~38° value) of the DNA becomes almost normal value when the AA comes 

out the DNA completely at around MFEP 40.  
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Figure 12: (a) The FE profile along the MFEP for the deintercalation process. The native state (I) structure and “A*” state 

structure superimposed on native state are shown. (b) Change in DNA parameter along protein dissociation. Brown vertical 

line shows the point where intercalating AA, deintercalate.    

Finally, we compared between the intercalation and deintercalation process of protein-DNA complexes 

in Fig. 13. We have superimposed the FE profile along 𝑁𝑐 for the deintercalation process with the inter-

calation free energy profile of A-1 system (the most probable path). 
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Figure 13: Comparison of free energy along 𝑁𝑐. Black color represents the free energy along 𝑁𝑐 for dissociation and red color 

represents the free energy along 𝑁𝑐 for association (for A-2 complex). 

Both the profiles are very similar in terms of the barrier height and stability of the “A*” and the native 

state. This indicates that A-1, indeed, is the right pathway for the protein binding and intercalation. Also, 

it confirms the existence of a pre-complex formation of protein-DNA before it forms the intercalative 

native state.  

6.6 Conclusion:  

We have studied the mechanism of intercalation and deintercalation of a transcription factor protein, SOX-

4 to the DNA. We found multiple pathways for intercalation depending on the initial, nonspecific binding. 

However, there is only one path for the deintercalation process. We showed that the most probable path 

for the intercalation matches well in the free energy profile with the deintercalation path. The most prob-

able path is formed due to long range electrostatic interaction of the protein’s charged residues with the 

DNA backbone. Thereafter the protein rotates and forms a more specific complex and then it finally in-

tercalates. Even in the non-specific complex, the DNA is found to be bent to a smaller degree, probably 

due to partial charge neutralization of the DNA. Bending increases the accessible surface area of the DNA 

to facilitate protein binding. More significant bending and kinking of the DNA happens when amino acid 
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starts intercalating into the DNA. We have shown that the bending, kinking, and intercalation happen 

simultaneously.  
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Chapter 7 

Molecular Mechanism of Sac7d Intercalation 

into DNA Inducing Bends and Kinks 

 

7.1 Introduction 

In chapter 6, we have investigated the mechanism of SOX4-DNA complex formation. In SOX-

4-DNA complex, only one amino acid intercalates into the DNA. In this chapter, we have 

investigated the mechanism a double intercalated AAs DNA-Protein complex, Sca7d-DNA. 

Sac7d belongs to the class of chromosomal proteins from the hyperthermophilic areachean. 

Proteins in this class are very stable at high temperature and harsh condition such as high acidic 

medium.1-2 These proteins bind to a DNA and thereby increase the stability of the DNA by 

20°C.3 The crystal structure of Sac7d-DNA complex has been solved completely. Sac7d binds 

to the minor groove of DNA by utilizing the β-sheet motif of the protein. The crystal structure 

shows a sharp kink of ~60° in DNA base step T5pA6 where two AAs, MET and VAL, are 

found intercalated i(Fig. 1).4 

 

Figure 1. Crystal structure of Sca7-DNA complex. The two intercalated AAs are shown in vdw representation 

while protein and DNA are shown in ribbon representation.  
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 James et. al. studied the binding of Sac7d with DNA in various salt concentration (upto 50 

mM). They found the binding free energy is ~10 kca/mol at 50 mM ion concentration.5 Chin-

Yu-Chan et. al. muted the intercalating AAs with alanine (ALA) and phelynamine (PHE). They 

found that when both intercalating AA were muted with ALA, kink disappeared. However, 

mutation of the AA with PHE retained the kinking. Moreover, mutating any one of the 

intercalating AA did not change the kinking.6 

Unlike to the system studied in the previous chapter, studying the present system is more 

challenging since we have to investigate the intercalation of both the amino acids instead of 

one. Also, we wanted to understand the nature of the intercalation of the two AA. More 

precisely, we wanted to investigate whether the intercalation of the AA is simultaneous or 

concerted. 

7.2 Preparation of Initial Configurations. The crystal structures of Sac7d-DNA complexes 

were taken from the Protein Data Bank (PDB) (PDB ID 1WD0).4 We used amber99SB force 

field with parmbsc0 modification for DNA7 and amberff99SB force-filed for proteins8. 

 (I) Simulation Details. We have put DNA-Protein complex in a large cubic box of size 90 Å. 

We solvated the system with TIP3P water model9, and physiological plus extra ions were added 

to neutralize the system. All other simulation details are same as discussed in chapter 6.  

(II) Design of the Study. Here we have performed the following processes: (i) We have 

performed free simulations to obtain the most probable non-native state. Then we performed 

well-tempered metadynamics simulation to obtain the intercalative-native complex. We also 

performed deintercalation of the protein from the DNA using metadynamics. Moreover, we 

investigated the deintercalation of the amino acid (not the whole protein) individually to see 

the effect on the other intercalating AA.  
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(a) Metadynamics Detail for protein intercalation and deintercalation: To 

understand the mechanism of Sa7d-DNA complex formation, we have used the 

same protocol as discussed in chapter 6. However, we have performed two 

independent metadynamics simulation where we probed one of the intercalating 

residues to see how it affects the other AA. For this we used native contact and 𝑋 

as the reaction coordinate. Note that, 𝑋 here measures the distance to one of the 

intercalating residues.  

(b) Umbrella Sampling Detail for Deintercalation of AAs: To study the 

deintercalation mechanism of the AA, we have used 𝑋 as reaction coordinate 

(defined in chapter 5) to deintercalate the AAs. We have divided the reaction 

coordinate, 𝑋, into 20 to 30 windows and for each window, we performed 4 ns 

simulation to get the free energy profile. Force constant was varied between 20 

kcal/mol to 12 kcal/mol. Finally, the free energy for each of the process was 

calculated using Weighted Histogram Analysis Method (WHAM)10. 

(c) Metadynamic Detail for deintercalation of AA only: The above study performed 

using umbrella sampling was also performed with metadynamics. However, we 

used two separate 𝑋 coordinate, one for VAL and another for MET to obtain a 2D 

free energy surface. This helped us to compare the intercalation and deintercalation 

profile of the AA independently.  The hill height and width of the Gaussian was 

taken as 0.2 kJ/mol and 0.7 Å, respectively. The deposition rate was 2 ps. We 

checked for convergence of free energy to determine the length of the simulation.  

7.3 Results and Discussion 

(I) Distribution of the nonspecific associated complex: Similar to chapter 6, here also we 

performed free simulation of protein and DNA from a set of separated protein and DNA (left 
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panel of Fig. 2). Thereafter, we have performed a total of 50 free simulations of 5 ns for each 

of the separated complexes. Various nonspecific DNA-protein complexes produced from these 

simulations were analyzed from the last 2 ns of the trajectory. For that, we calculated the native 

contact, 𝑁𝑐 , and distance, 𝑑, between the DNA and the protein. The probability distribution of 

these coordinates is plotted in Fig. 2 (right panel).  

 

Figure 2: (Left panel) Separated Sac7d-DNA complexes. (Right panel) The distribution of 𝑁𝑐  and distance 

between the DNA and protein calculated over the last 2 ns of free simulation trajectories. The three structures of 

nonspecific complexes are shown in which A-1 is the most probable nonspecific complex.  

Similar to SOX4-DNA system, Fig. 2 also shows the distribution of various nonspecific 

complex formation between the protein and the DNA. Based on the distribution, we identified 

A-1 complex as the most probable one. However, we also show a few other (A-2 and A-3) 

nonspecific complexes in Fig. 2. 
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Figure 3. FES for the association and dissociation of protein to DNA. (a) Association of protein when MET is 

made to intercalate (b) Dissociation of protein. (c) Association of protein when VAL is made to intercalate (b) 

Dissociation of protein. Note that, for dissociation, SIM1 and SIM2 have no difference since 𝑋 is not used as the 

reaction coordinate. White dashed line in each FES shows the MFEP of the process. Blue dashed lines show the 
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configurational restraints applied to avoid the sampling of those areas. (e) The free energy along MFEP and (f) 

the free energy along Nc for both SIM1, SIM2 and their averages. Green dashed line represents the “A” and 

transition state. (g) Change in DNA parameter for SIM1. (i) Change in DNA parameters for SM2. (h) and (j) show 

the native state structure (light green color) (superimposed on the crystal structure, orange color) obtained from 

SIM1 and SIM2.   

(II) Formation of the Intercalative-native State from the nonspecific Complex (A-1): After 

obtaining the most probable nonspecific complexes (A-1), we have investigated the formation 

of the intercalative-native complex. Since we showed in chapter 6 that the most probable 

intercalation mechanism follows by the most probable nonspecific associated state, we only 

chose A-1 structure here to carry out the intercalation mechanism. We used 𝑋 and 𝑁𝑐 as the 

reaction coordinate to carry out the intercalation process from A-1 (“A”  “I”) and used  𝑁𝑐 

and 𝑑 to carry out the dissociation of the protein from A-1 (“A”  “F”).  

However, the present system poses a challenge as to which AA we should chose to perform 

the intercalation. Therefore, we performed two independent metadynamics simulations from 

the A-1 state. In one simulation, we have used 𝑋 with MET (referred as SIM1) while in the 

other, we used 𝑋 with VAL (referred to as SIM2). This indicates that in SIM1, we did not apply 

any metadynamics bias to VAL and similarly in SIM2, we did not apply any bias for the 

intercalation of MET.  

Figures 3a and 3b show the free energy surface (FES) for the intercalation and deintercalation 

process for SIM1 while Figs. 3c and 3d show the FES of association and dissociation for SIM2. 

White dashed lines show the MFEP in each FES. Fig. 3e, we combine the free energy profile 

for intercalation and dissociation along the MFEP and plot that for both SIM1 and SIM2. We 

observe that free energy goes downhill to form A-1 with free energy of ~ -15 kcal/mol (Fig. 

3e). However, from A-1, the barrier for intercalation was found to be smaller (~4 kcal/mol). 

The barrier for intercalation is similar for SIM1 and SIM2 indicating that either of the AA can 
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be used to intercalate the other because in the final intercalated state is same for both SIM1 and 

SIM2 showing similar stability for the intercalative-native state (~ -20 kcal/mol).  

We have compared the free energy along 𝑁𝑐 and calculated the average free energy for the 

association process. This observation suggests that the intercalating anyone AA would 

eventually force other AA to intercalate. To confirm this observation, we have calculated the 

DNA parameter and 𝑋 for both the AA along SIM1 and SIM2. Figures 3g and 3i show the 

change in DNA parameter along MFEP of protein binding for SIM1 and SIM2 respectively. 

At the Free State (MFEP 0), the DNA is straight and no kink is present. When protein binds 

nonspecifically to DNA (MFEP ~25), the DNA conformation does not change and also the AA 

does not intercalate. Fig. 3g shows that when the MET starts to intercalate to DNA BP at around 

MFEP 76, rise, roll, and bending angle change simultaneously (orange, black and green color 

of Fig. 3g). Interestingly, intercalating MET, make other AA (VAL) also intercalate (blue color 

of Fig. 3g). Similarly, in the other simulation (SIM2) also, DNA parameters rise, roll and 

bending happen when VAL intercalate. Intercalation of VAL make MET also to intercalate 

(magenta color in Fig. 3i). This observation suggests that the intercalation of both AA happen 

together. 
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(III) How protein finds its target site:  

 

Figure 4: Rotation angle of protein around DNA for SIM1 and SIM2. Note that for both the processes, the change 

in the angle is similar Green dashed line represents the “A” state.  

We have discussed above the complete free energy profile for the protein binding and 

intercalation from the free state. We have found that intercalating either of the AAs leads to 

the intercalation of another AA to form an intercalative native state. Now, we would like to 

understand how the nonspecific complexes form the intercalated native state. To do so, we 

have calculated the rotation angle of protein around DNA. Figure 4 shows that at the free state 

rotation angle is ~40°. In the nonspecific complex (“A” state) angle is still ~40°. We observed 

that as the intercalation proceeds (along the MFEP), protein rotates around the DNA. 

Interestingly, the amount of rotation is same in both SIM1 and SIM2. (Fig 4). This type of 

rotation was also found in case of SOX4-DNA complex discussed in the previous chapter. 

Therefore, we may attribute this kind of rotation as a common mechanism of protein’s search 

for target binding site in DNA.  
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(IV) Dissociation of Protein from the Intercalative Native State: After the study of the 

association of protein, we have studied the dissociation of protein from its intercalative native 

state. To do so, we have used 𝑁𝑐 and distance as RC. Fig 5a shows the FES for dissociation of 

protein against two reaction coordinate, and Fig 5b shows the free energy profile along MFEP. 

In Fig. 5c, we compare the free energy profile for the complete intercalation process shown 

earlier with the complete deintercalation process along 𝑁𝑐, Both profiles are remarkably 

similar, although the intercalation was carried out in two steps (but we have compared with the 

average free energy ) (dissociation from “A” state and intercalation from “A” state).  

 

Figure 5: Observation for the dissociation of protein. (a) FES for dissociation of protein from intercalated-native 

state. (b) free energy along MFEP of dissociation. (c) Comparison of free energy for association and dissociation 

of protein along Nc. (c) Change in DNA parameter and intercalation of MET, VAL along protein dissociation.  
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Next, we have investigated that how the deintercalation of AA affect the DNA structure. Fig 

5d shows the change in the DNA parameters during deintercalation of AAs. Fig. 5d shows that 

upto MFEP 14, both AAs are intercalated (rise is 6.3Å) and DNA is bent (angle 55°) and  

kinked (roll angle is 58° and). Once the AA deintercalate (MFEP 15 on words), kinking 

disappears (roll angle is 20° and rise is 3.5Å at MFEP >15) and bending angle  decreases to 

30° (~50%). Roll angle and rise do not change much after deintercalation of AA (i.e., after 

MFEP 15), whereas bending angle keeps decreasing. DNA becomes straight when protein is 

completely dissociated (after MFEP 65). Note that, in the deintercalation and dissociation 

mentioned above, we used native contact and distance as RC. Therefore, we have not biased 

the deintercalation of the individual AA. Yet, we observe that both AAs deintercalate (MET 

and VAL) simultaneously (magenta and blue color of Fig 5d). Moreover, due to deintercalation 

of both AAs together, the roll and rise values of intercalating BP  decrease. Therefore, both the 

deintercalation and intercalation follow the same mechanism that when one of the AA 

intercalates or deintercalates, other AA follows suit.  

7.4 Deintercalation of AA only 

Now that we obtained the free energy profile of intercalation and deintercalation of the entire 

protein, we further investigated the role of the individual AA in the intercalation process. More 

specifically, we wanted to understand which AA out of two leads the intercalation and 

deintercalation process.  
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Figure 6: Deintercalation of both the AA by two methods: umbrella sampling and metadynamics. (a) The free 

energy for deintercalation of MET (black color), VAL (red color) and MET-VAL together (green color). (b)  The 

FES for deintercalation of MET and VAL; white dashed line represents the MFEP. (c) Comparison of free energy 

profiles obtained from both umbrella sampling (red color) and metadynamics (black color) along 𝑋 (MET and 

VAL deintercalation together). 

The observation of protein association showed that, when we intercalated only one AA (MET 

or VAL), other AA also intercalate. Also, dissociation of protein showed that both AA 

deintercalate together. However, in the above studies, we have used the whole protein (the 

native contact) to perform the study, which could have influenced the intercalation and 

deintercalation of the AA simultaneously. Therefore we have performed umbrella sampling 

and well-tempered metadynamics simulations on the intercalating AA only (keeping the whole 

protein as it is) to understand the role of these two AA in the intercalation process  We performd 

umbrella sampling simulation using 𝑋 as reaction coordinate to study the deintercalation of 

each AA separately and both AA together. Fig 6a shows the free energy of the deintercalation 

of single AA (MET and VAL separately) and both AAs together. We observed the free energy 

barrier for deintercalation of single AA (MET or VAL) has the same energy barrier of ~4.2 

kcal/mol (black and red color of Fig 6a) as that of the barrier when both are deintercalated. 

Therefore, deintercalation of only the AAs also leads to the same conclusion that somehow 

both the AAs are tied together (working like a rigid body). Whether we use one or the two 

AAs, the observation always leads to a simultaneous intercalation/deintercalation process of 

both the AAs.   
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Further, deintercalating of either AA leads to deintercalation of other AA. We have also 

performed well-tempered metadynamics simulations in two dimensions using 𝑋 as the RC for 

both the AA. The FES is shown in Fig. 6b. The free energy profile obtained from this FES 

along 𝑋 ois compared with the umbrella sampling free energy profile in Fig. 6c. The remarkable 

similarity in these two free energy profile confirms again that for the sac7d system, these two 

AAs work together in the intercalation and deintercalation process. 

7.5 Conclusion: 

In this chapter, we have studied the mechanism of Sac7d-DNA complex formation. Unlike 

SOX4-DNA complex (chapter 6), Sac7d –DNA complex has two intercalating AA. We show 

here that overall mechanism of protein binding to DNA is similar. First, protein binds to the 

backbone of DNA (nonspecifically) and then rotates around the DNA to form a specific 

intercalated-native state. The DNA bending and kinking happen simultaneously, when AA 

starts to intercalate between DNA base pairs (same as we have observed in chapter 6). 

Moreover, we have observed that the both AA intercalate/deintercalate simultaneously.  
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Addendum I 

Conformational study of FAD in water and 

8M water-urea mixture 

AI.1 Overview 

The effect of urea over unfolding dynamics of FAD in solution is explored through 

time resolved spectroscopic and molecular dynamics (MD) simulation methods. 

Steady state results indicate the possibility of urea induced unfolding of FAD, inferred 

from increasing emission intensity of FAD with urea. The TCSPC and up-conversion 

techniques suggest stack-unstack dynamics of FAD is severely getting affected as the 

unstuck contribution of FAD enhances (from 15% in pure water to 40% in 12 M urea) 

in expense of stack contribution. To offer a clear insight of FAD and urea interaction 

up to molecular level, MD simulation is employed. MD simulation depicts that urea 

replaces many of the water molecules around adenine and isoalloxazine rings of FAD 

(though total number of hydrogen bonds remain same in water and urea-water 

mixture). Moreover, a major fraction of urea molecules (~30% to 40%) are detected 

to stack with both of the adenine and isoalloxazine rings which hinders the 

intramolecular stacking between isoalloxazine and adenine and thereby enhances the 

contribution of unstack conformer of FAD with increasing urea concentration.  

AI.2 Introduction 

The conformations of molecules in solution differ from their crystalline 

configurations. In solution, molecules exist in several configurations in equilibrium 

with one another. The well-known example is the FAD (Flavin adenine dinucleotide) 

which shows the conformational variability in solution. FAD is a member of flavin 
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cofactor family.Flavin cofactors arean active electron carrier in flavoprotein.They are 

the nucleic acid derivative of riboflavin. 1-2Flavin is widely used to study the 

dynamical behaviour of bio macromolecule because of its fluorescence 

property.Among others members (namely flavin mononucleotide (FMN) and 

riboflavin (RF)) FAD shares a special importance as a photoreceptor due to its 

existence in a wide variety of photoactive flavoproteins such as DNA-photolyase, 

BLUF, and Cryptocromes. 3-4All these flavocofactors contain the fluorescent 

isoalloxazine ring and ribityl side chain. Unlike others, FAD along with isoaloxazine 

ring and ribityl side chain, there is an adenosine moiety linked by the phsophodiester 

group, which acts as a quencher for isoalloxazine fluorescence. The simultaneous 

existence of the flouroscence and the quencher moiety makes FAD an important 

molecule to study the conformational behaviour in water and other solvents. 

 Fluorescence and other studies have shown that FAD exists in two conformations in 

solution -- the fluorescent open (unstack) conformation and non-fluorescent closed 

(stack) conformations. 5In stack conformation, there is a π-π interaction between the 

adenine ring and the isoalloxazine ring.Fluorescence quenching of FAD is mainly 

determined by the coplanar stacking of flavin and adenine ring system, most likely 

through a mechanism of photo induced electron transfer. 6 An intramolecular ground-

state complex between the isoalloxazine ring and the adenine moiety was proposed to 

prevail in aqueous solution resulting in the formation of non-fluorescent complex. 7 

Although the existence of an open and closed conformation of the FAD molecule is 

now generally accepted, little is known about the structural details and conformational 

dynamics in solution. Molecular dynamic simulation and picoseconds time resolved 

(TCSPC) and femtosecond fluorescence up-conversion techniqueshave been used to 

study the conformational dynamics of the FAD in aqueous solution.  
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Recently it has been observed that the FAD conformation largely depends on the 

surrounding environment. It was observed that in solutions of lower dielectric 

constant like ethanol-water mixture, lowering of dielectric constant stabilizes the open 

conformation and increases the fluorescence lifetime10. The glycerol-water mixture, 

which has high viscosity compare to water and ethanol-water, shows the increased 

lifetime of the open conformation. 8 Gautman et al.showed through experiment and 

molecular dynamic simulation that water-methanol mixture destabilizes the folded 

state of FAD, enhancing the contribution of the open conformation. 2Overall, it 

appears that the FAD conformation largely depends on the solute-solvent interaction1. 

However, it has been difficult to figure out whether the stacking interaction between 

the adenine and isoalloxazine or the hydrogen bonding is responsible for FAD 

dynamics. Recent simulation study showed that the hydrogen bond between the 

phosphodiester and the ribityl group makes the stack conformation more stable. 7 In 

this study, we exploited the role of urea in FAD conformation using molecular 

dynamics simulation of FAD in water and water urea mixture to investigate the role 

of stacking and hydrogen bonding on FAD dynamics. Urea has been chosen because 

it is widely accepted as chaotrope for creating chaos in hydrogen networked systems. 

Also urea is well-known for unfolding protein structures. 9 10 

AI.3 Simulation Method 

FAD was optimized quantum mechanically using HF/6-31G* basis set in 

GAUSSIAN03 software.11 Further, restricted electrostatic potential (resp) charges on 

the atoms of FAD were calculated using ANTECHAMBER module of AMBER11 

software.12-13 The general amber force field (GAFF)14 for flavin adenine dinucleotide 

(FAD) and urea were constructed using AmberTools software.12 The topology and co-
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ordinates generated from AmberTools were converted into GROMACS format using 

a perl program amb2gmx.pl.15 Follwoign two systems were created for subsequent 

study: (i) FAD in water only and (ii) FAD in water-urea mixture. To create the FAD-

water system, FAD was solvated with 2581 TIP3P water molecules16 in a cubic box 

of dimension 4.28 Å. To create FAD-water-urea system, 372 urea molecules and 2581 

TIP3P water molecules were added to FAD to make 8 M urea solution. Additionally, 

two sodium ions were added to neutralize the system. 

 Both the systems were taken through usual equilibration processes. All the 

simulations were performed using molecular dynamics software GROMACS.17 First, 

each system was minimized using the steepest descent18  method, followed by heating 

to 300 K in 100 ps by using Berendson thermostat19 with coupling constant of 0.2 ps. 

During the heating process, a harmonic restraint of 25 kcal/mol was applied to the 

heavy atoms of FAD. The harmonic restraint was gradually reduced to 0.25 kcal/mol 

in six steps. In each step, 100 ps equilibration was carried out at constant temperature 

(300 K) and pressure (1 bar) using Berendsen thermostat and barostat19 with coupling 

constants of 0.2 ps each. This was then followed by energy minimization using 

steepest descent method.18 All bonds were constrained using LINCS algorithm.20 

Particle Mesh Ewald (PME) method21 was used for the electrostatics with a 10 Å cut-

off for the long range interaction. Cut-off for the van der Waals (vdW) interaction was 

kept at 10 Å. Simulations were performed by 1 fs time step. At the final equilibration 

step, we performed the 1 ns unrestrained equilibration by using the Berendsen 

thermostat and barostat21 with coupling constant of 0.2 ps each. 

 After the equilibration steps, a final unrestrained simulation of 200 ns was performed 

at constant temperature 300 K and constant pressure 1 bar using the Nose-

Hooverthermostat22 and Parrinello-Rahman barostat23, respectively, with 0.2 ps 
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coupling constant for each. Results reported here were obtained from this final 

simulation. 

AI.4 Results and discussion 

(I) Definition of the analysis parameters. Simulation trajectories of 200 ns for each 

system were used to analyze the conformational sampling of FAD in pure water and 

water-urea mixture. The following three parameters were used to understand the 

conformational variations of FAD: (i) distance, d, between the center of masses 

(COMs) of the adenine (Ade) and isoalloxazine (Iso) rings (magnitude of the vector 

e


, Fig. 1), (ii) angle, θ, between the plane of the Ade and Iso rings (angle between the 

vectors ĝ and f̂ in Fig. 1), and (iii) angle, φ between the vector normal to the Iso ring 

and the vector from the COM of Iso to the COM of Ade (angle between two vectors 

f̂ and ê   Fig. 1). Stack configuration is defined when d ≤ 6.0 Å1, and both angles (θ 

and φ) are either less than 40º or greater than 140º, i.e., 40 º ≥ {θ, φ} ≥ 140º, as shown 

schematically in Fig. 1a.    
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Figure 1: Schematic representation of the stack and unstack conformation. (a) represents the stack 

conformation, where d ≤ 6.0 Å, and ,  = 0º. (b)represents the unstack conformation, where d ≤ 6.0 Å, 

 = 0º,  = 90º. (c) represents the unstack conformation, where d ≤ 6.0 Å,  = 90º,  = 90º. (d) 

represents the unstack conformation, where d ≤ 6.0 Å,  = 90º,  = 0º. (e) represents the unstack 

conformation, where d ≥10  Å. (f)  represents the stack conformation of Ade/Iso with urea when k ≤ 

5.2 Å, 40 ° ≤ { α, β} ≤ 140 °. e


represents the vector from COM of Iso ring to Ade ring. ĝ represents 

the vector normal to the plane of Ade ring, which is a cross product of two vectors, â   and b̂ (Fig. 1g). 

f̂ represents the vector normal to the plane of Iso ring, which is a cross product of two vectors, ĉ and 

d̂ (Fig. 1g). n̂  represents the vector normal to the urea molecule, which is a cross product of two 

vectors, l̂ and m̂ (Fig. 1h). 

  We also define the two different types of unstack conformations: (i) complete 

unstack conformation (U4) where d>10 Å and (ii) partially unstack where d<10 Å. 

Based on our observation of the geometry of FAD, we further divide the partially 

unstack into three categories: (i) U1, when d< 6.0 Å and 40° ≤ {, } ≤ 140° (ii) U2, 

when  6 Å ≤ d 10 Å and 40° ≥ {, } ≥ 140° (iii) U3, 6 Å ≤ d 10 Å and 40° ≤ {, } ≤ 

140°. Therefore, U1 denotes the partial unstack configuration where Ade and Iso ring 

are close to each other, but not in the preferably stacked configuration. U2 and U3 

denote intermediate distance separation. However, in U2 the angle between the planes 

conform to stacked geometry, but the rings are far away (>6 Å) to have perfect 

stacking interaction. 
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Figure 2: (a), (b) and (c) show the variation of d, , , respectively with time in water. (d), (e) and (f) 

are the distribution of the three parameters (d,  and ) in water solvent. When d ≤ 6Å1, and the angles 

is 40 º ≥ {, } ≥ 140º, we defined these conformation as stack conformation.  

 Fig. 2 shows the variations of the above three parameters for FAD in water. Fig. 2a 

shows the time variation of the distance between Iso and Ade rings in water while 

their distribution is shown in Fig. 2d. Distribution is peaked at 4.2 Å (with 0.6 Å 

standard deviation). This indicates that most of the time the two rings of FAD are in 

close proximity. Time variation of the two angles (, ) are shown in Figs. 2b and 2c 

while their corresponding distributions are shown in Figs. 2e and 2f, respectively. It is 

clear from the distribution that  is peaked at 172.1º, while  is peaked at 143.5º. 

Therefore, according to the stacking criteria (as mentioned above), FAD remains in 

the stacked configuration most of the time in water. 

  Similar analysis of FAD is carried out for FAD in water-urea mixture (8M) and the 

results are shown in Fig. 4. A dramatic fluctuation in FAD conformation is observed 

here. It is clear from the time-variation of the distance and angles that FAD prefers to 

exist in unstack coformation most of the time in the mixture. However, FAD does not 

remain always in the unstack conformation and stack-unstack equilibria continues. 
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Red boxes in Fig. 4 indicates the time zones where stack conformation appeared 

during the simulation. Distribution of the distance (d) between the two rings exhibits 

(Fig. 4d) distinct peaks at 4 Å, 8 Å, 11 Å and 15 Å. Interestingly, distribution of two 

angles,  and  are almost uniform which indicates that the preference for the stack 

conformation present in pure water is affected by urea. 

 

Figure 4: (a), (b) and (c) is Variation of the three parameters over trajectory. (d) ,(e) and (f) are the 

distribution of the three parameters (d,  and ) in water-urea mixture. When d ≤ 6Å and the angles is 

40 º ≥ {, } ≥ 140º we defined these conformation as stack conformation. Red boxes are showing the 

stacking conformation present during the simulation.  

 The stack-unstack equilibrium is analyzed to find the probability of each 

conformation in both water and water-urea mixture. Table 1 shows that in water 64% 

of FAD conformation are in stack form and rest of them are in unstack form, which is 

in close agreement with the experimental observation (Table1). The unstack form in 

water is dominated mostly by partial unstack conformation U3 (35.6%), where the 

distance between two rings lies between 6 Å and 10 Å and the angles  and  are 

between 40º and 140º. This indicates that in water, FAD never actually goes to the 
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fully unstack configuration. Rather the rings adopt different orientations to get out of 

stack interaction. 

  Astonishingly, in the water-urea mixture, only 14.4% FAD molecules exist in the 

stack conformation and remaining 85% FAD molecules prevail in the unstack 

conformation. Among the total population of unstack conformation, the majority of 

the structure exists in the completely unstack conformation U4 (47.3%), where 

distance between the two rings are more than 10Å. The partially unstack 

conformation contain all the three possibilities (U1, U2 and U3) discussed previously. 

18.4% structures contain two rings close to each other with unfavorable stacking 

orientation (U1), while 5.4% are of U2 type, where angles are of stacking type, but 

the distance between the rings does not allow stacking interaction. Rest 14.5% exist in 

U3 conformation, where both the distance and the angles do not allow stacking to 

occur. Note that, in water most of the unstack conformation are of U3 type. Fig. 5 

shows some representative configuration of urea around FAD in stack and unstack 

configuration. 

Table 1: Percentage of stack and unstack conformation of FAD in water and water-urea mixture 

calculated over the whole trajectory. 

Solvent Stack 

conformation 

Unstack conformation 

  U1 U2 U3 U4 

water 

 

64% 0.1% 0.2% 35.6% 0.07% 

water-urea 

mixture(8M) 

14.4% 18.4% 5.4% 14.5% 47.3% 
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To understand the effect of water and urea on FAD conformation, we analyzed 

hydrogen bonds (HB’s) between different parts of the FAD (Ade, Ribose (Rib), Iso 

rings and Phosphate groups (Phos)), and with the solvent molecules (water and urea). 

HB was determined by defining a distance and an angle cut-off. Distance cut-off 

between the donor and acceptor was taken as 3.5 Å, while the cut-off for the angle 

formed by the donor, hydrogen, and acceptor was taken to be 30º.19 Average HB’s 

between different parts of FAD and with solvents are shown in Fig. 6.  

 HB’s between different parts of FAD (Ade, Iso, Rib and Phos) (intramolecular HB’s) 

is almost non-existent in water, which is consistent with the simulation results 

reported by Radoszkowicz et al.(ref) In urea-water mixture, number of HB’s between 

different parts of FAD is also negligibly small. The number of HB’s between different 

parts of FAD and the solvent molecules in general is similar in case of pure water and 

the mixture (Fig. 6). Interestingly, in the mixture, some of the water molecules get 

replaced by urea for making HB’s with different parts of FAD as shown in Fig. 6. 

Phosphate (Phos) makes maximum HBs with water in pure solvent (11.3). However, 

in the urea-water mixture, 5.5 water molecule and 8.5 urea molecules makes HBs 

with the phosphate group. Similarly, average number of HB’s of Ade and Iso with 

water in pure water is 4.7 and 5.1, respectively and this changes to 2.7 and 2.9 in the 

mixture; whereas average HB’s of Ade and Iso with urea in the mixture is 2.4 and 3.4, 

respectively. Therefore, our simulation results suggest that hydrogen bond is not the 

major driving factor towards the stack to unstack dominance in presence of urea.  
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Figure 6: Average Hydrogen bonding (HB) of the different part of FAD and with the solvent (water 

and water-urea mixture). The black point is the average HB in the water solvent. The green point is the 

average HB in the water-urea mixture (8M).  

 To see the effect of urea on the FAD conformation, we have monitored the stacking 

and unstacking behaviour of urea with Ade and Iso ring by using three parameters: (i) 

distance k, between the COM of Ade/Iso to the urea molecule (magnitude of vector 

k


in Fig. 1f), (ii) angle α, between the vector normal to the Ade or Iso ring and the 

vector normal to the urea molecule (angle between the unit vector n̂  and ĥ in Fig. 1f) 

(iii) angle β, between the vector normal to the Ade or Iso ring and the vector from the 

COM of Ade or Iso to the urea molecule (angle between the vector k


 and ĥ  in Fig. 

1). To define the normal vector of the urea, we took the cross product of the two 

vectors l̂ and m̂ as shown in Fig. 1h.  
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Figure 7: distribution of k, α and β for Ade/Iso with urea. (a) distribution of distance (k) between the 

COMs of Ade and urea, Iso and urea. (b) distribution of angle (α) between the Ade and urea, Iso and 

urea. (c) distribution of angle (β) between Ade and urea, Iso and urea. 

Fig. 7 shows the distribution of the above distance and angles of urea with the 

Ade/Iso rings in the urea-water mixture. Distribution of urea molecules around the 

rings exhibits two peaks. We defined the stack conformation, when k ≤ 5.2 Å and 40° 

≤ {α, β} ≤ 140°. Rest of the structural arrangements between the urea and Ade/Iso are 
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defined as unstack conformation. We classified the unstack conformation into two 

types: (i) Un1 for 40 ° ≤ α ≤140 ° and 40 ° ≥ β ≥ 140 °. (iii) Un2 for 40 ° ≥ α ≥ 140 ° 

and any β value. From the above definition, we can see that Un1 denotes urea 

configuration where the plane of the urea molecule is perpendicular to the ring plane. 

Un2 denotes the configuration, where urea molecules surround the ring in the 

periphery.  

Table 2: shows the percentage of stack and unstack conformation of urea with both ring Ade and Iso. 

 Cut-off 

Distance 

(Å) 

Number of 

urea 

molecule 

% stack % unstack 

Un1 Un2 

Ade 5.2 2.6 28.4% 15.0% 56.4% 

Iso  5.2 3.0 39.0% 11.7% 48.5% 

 

 From the distribution of the distance of urea from both the above rings, we assign the 

cut-off distance at 5.2 Å for direct interaction of urea with the rings. Subsequently, we 

analysed the conformation of the urea in proximity of the rings from the above 

mentioned criteria. Table 2 shows the number of urea molecules around the Ade and 

Iso in both stacked and unstacked configuration. We found that on an average, 2.6 

urea molecules are within 5.2 Å distance from the Ade ring and 3 urea molecules are 

within 5.2 Å distance from the Iso ring. Orientation of the urea molecules around the 

Ade and Iso rings are different as mentioned in Table 2. Urea molecules around the 

Iso ring form 39% stack conformation, whereas in case of Ade, 28.4% stack 

conformation is observed. In unstack conformation, majority of the conformation 
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exists in Un2 form for both the rings, and these urea molecules participate in 

hydrogen bond interactions with rings (see Table 1).  

AI.5 Conclusion 

 From our analysis of the structural arrangement or urea around FAD, we observe that 

in the mixture, urea replaces water to form interaction with different parts of the ring. 

Although the overall number of hydrogen bonds between FAD and the solvent do not 

change from the pure water to the mixture, urea replaces some of the water molecules 

from both the rings to participate in stacking and hydrogen bonding interaction with 

Ade and Iso ring. Moreover, participation of urea around Ade and Iso is more (the 

values of urea around stack and unstack Aed: 3, Iso: 3.5), when FAD is in unstack 

conformation. This participation comes partially (~30-40%) from the stacking 

interaction of urea with Ade/Iso rings. This decreases the probability of FAD in the 

stacked configuration in presence of urea, thereby shifting the equilibrium towards 

more unstack conformation.  
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Addendum II 

Controlling an Anticancer Drug Mediated G-

quadruplex Formation  

 
AII.1 Overview  

The G-quadruplex (GQ) DNA structure depend on the environment. It has been known that 

the small molecule stabilize the GQ. Here, we have demonstrated that topotecan (TPT), a potential 

anticancer drug, can instigate the formation and stabilization of GQ-DNA (H24→GQ-DNA) in 

the absence of Na+/K+ ions through molecular dynamics (MD) simulation studies. Our multiple 

long MD simulation shows that the TPT prefer for bind to the terminal of GQ rather than the grove 

of GQ. Moreover, the well-tempered metadynamic also shows more binding energy for the 

terminal of GQ compare to grove of GQ.  

AII.2 Introduction 

The human telomeric DNA have the repeats of guanine rich sequences (i.e. 

d(TTAGGG)). This guanine rich sequences adopt a quadraplex structure in presence of ions 

(Na+, K+). The formation of GQ, stop the telomerase enzyme.6, 7 Thus, stabilization of GQ 

structures by small organic molecules or ligands have been regarded as one of the potential 

active fields for anticancer research.1, 8-10 Herein, we have studied the effect of TPT on the 

GQ stabilization.  
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AII.3 Simulation Methods 

The structure of TPT were generated in GVIEW software39 and optimization and electron densities 

were calculated quantum mechanically using HF theory with 6-31G* basis set in GAUSSIAN03 

software.39 Using this, we calculated RESP charges of TPT atoms using ANTECHAMBER 

module of AMBER11. For all other force-field parameters for TPT, we followed GAFF force-

field40, 41. The topology and co-ordinates generated using AmberTools40, 41 were converted into 

GROMACS format by using a Perl program amb2gmx.pl.42  

The starting structure of hybrid G-quadruplex (3+1) was taken from protein data bank (PDB 

ID 2GKU). The topology and coordinates of GQ were generated by using GROMACS43. Amber94 

force-field was used for GQ. We have created three systems: (i) GQ in water (ii) 1:2 GQ:TPT 

complex in water, and (iii) 1:1 GQ:TPT complex in water. Each system was solvated by ~23000 

TIP3P water molecules44 in a cubic box of dimension 90 Å. We have added physiological 

concentration (150 mM) of K+ and Cl- ions plus extra K+ ion to neutralize the system. 

 All the simulations were performed using molecular dynamics software GROMACS-4.5.5.43 

Initially, we have minimized the system using the steepest descent method,45 followed by heating 

it to 300 K in 100 ps using Berendsen thermostat46 with coupling constant of 0.2 ps. We have 

applied restraint of 25 kcal/mol/Å2 on heavy atoms of GQ during the heating process. The 

harmonic restraint was gradually reduced to 0.25 kcal/mol in six steps following the protocol used 

in standard DNA simulations. In each step, 100 ps equilibration was carried out at constant 

temperature (300 K) and pressure (1 bar) using Berendsen thermostat and barostat46 with coupling 

constants of 0.2 ps each, followed by energy minimization using the steepest descent method.45 

During the simulation, LINCS algorithm47  was used to constrain the all bonds. Particle Mesh 

Ewald (PME) method48 was used for electrostatics. The distance cut-offs for the van der Waals 
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(vdW) and electrostatic long-range interaction was kept at 10 Å. The time step for each simulation 

was taken to be 2 fs. At the final equilibration step, we have performed the 2 ns unrestrained 

equilibration by using the Berendsen thermostat and barostat46 with coupling constant of 0.2 ps. 

After the equilibration steps, we have performed multiple normal molecular dynamics simulations 

to see the binding of TPT with GQ. We have created three random configurations of 1:1 GQ/TPT 

complexes where TPT molecule was placed far away from the GQ. For each of these three different 

configurations, we performed three 100 ns simulations. Fig. 2a shows the initial structure and the 

most probable structures after the simulation. (ii) For 1:2 GQ/TPT complex, we have performed 

three simulations of 100 ns with different velocity distribution from a configuration where both 

the TPT molecules are far away from the GQ. Fig. 2b shows the initial structure for this system. 

Thus, we have performed a total of 1.2 µs simulation to study the TPT-GQ binding. During this 

final set of simulations, temperature was set at 300 K and pressure was set at 1 bar using the Nose-

Hoover thermostat49, 50 and Parrinello-Rahman barostat,51 respectively, with 0.2 ps coupling 

constant.  

(I) Definition of Angle Used in Analysis 

Schematic representation of angle between GQ and TPT is shown in Fig. 1a. We have used two 

vectors: the vector �̂� was constructed from COM of G16, G10, G4, G22 to COM of G17, G9, G3, 

G21 and vector �̂� was constructed from COM of GQ to the COM of the drug. The angle of defined 

as, 𝜃 = cos−1 �̂� . �̂�. Vector �̂� roughly shows the GQ axis. 
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(II) Metadynamics Simulation Details  

To calculate the binding free energy of TPT and GQ, we have performed well-tempered 

metadynamic simulation along X (reaction coordinate). This reaction coordinate was similar to 

what was defined for DNA-Drug binding/unbinding mechanism by wilbee et al.52 created to 

measure the distance between the drug and DNA perpendicular to the DNA helical axis. Here also, 

𝑋 approximately measures the distance of TPT perpendicular to the GQ axis denoted as vector �̂� 

in Fig. 1a. Fig 1b shows the construction of the reaction coordinate 𝑋 schematically. We have 

performed metadynamic simulations to perform two unbinding studies: (i) unbinding from 

terminal-bound complex. (ii) Unbinding from the groove-bound complex.  To check the 

reproducibility of the well-tempered metadynamic simulation, we have repeated the same 

metadynamic simulation with different parameters. We have used Gaussian potential of 0.2 kJ/mol 

height and 0.7 Å width for both simulations. The potential disposition rate was 2 ps for the first 

simulation and 1 ps for the second simulation. The bias factor was set to 10 for both simulations. 

We have stopped the simulation when unbinding is happened. It took a total of 30 ns for the first 

and 25 ns for the second metadynamic simulation. Thus a total of 55 ns simulation was performed 

for the metadynamic simulation. 
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Figure 1. Definition of angle and reaction coordinate X using the schematic drawing of the GQ. (a) It is angle between 

two vectors 𝑎 ̂and �̂�. Vector 𝑎 ̂ (GQ axis) is constructed from COM of base 1-2-3-4 to COM of base 5-6-7-8 and 

Vector �̂� is constructed from COM of 1-2-3-4-5-6-7-8 to COM of drug. No. 1-8 are just for schematic representation. 

When drug is bound to groove of GQ (side binding), the angle would be ~90˚ and when drug bound to termini of GQ, 

the angle would be ~0˚ or ~180˚.(b) Definition of X (reaction coordinate) using the schematic drawing of the GQ and 

TPT. 𝑋 = �̂�. 𝑑. Vector d


is constructed from COM of bases 2-3-6-7 to COM of drug, and vector �̂� is constructed 

from COM of 2-7 to COM of 2-3-6-7 bases. Note that the numbers 1-8 are just for schematic representation and does 

not reflect the actual base numbering in the GQ. Same way we have defined for terminal bound state, where we have 

considered 1-2-3-4 bases for definition. 𝑋 would be ~0, when the drug is bound to either groove or the terminal site 

of GQ. 

AII.4 Results and Discussions 

Binding mode of TPT to GQ has been explored by utilizing the molecular dynamic 

simulation. As discussed in the Method section, we have created two systems to explore 

the binding of TPT to GQ: one using same concentration of GQ and TPT (1:1 GQ:TPT 

complex) and other with the higher concentration of TPT. Starting from the separated 

configuration of GQ and TPT for both type of complexes, we performed multiple 

simulations with different initial conditions (see simulation detail). A total of 9 simulations 

were performed for 1:1 complex whereas 3 simulations were performed for 1:2 complex. 

The initial geometries used for the simulation are shown in Fig 1.  
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Figure. 2 Initial structure and most probable structures obtained from normal MD (a) 1:1 GQ/TPT (b)  1:2 GQ/TPT. 

Analyses were carried out over the last 80 ns of each trajectory. Two binding modes of TPT 

are possible for 1:1 GQ-TPT system. One is a groove (side bind) binding mode where the 

TPT interacts with the groove of GQ and the other is the terminal binding mode where TPT 

molecule stacks at the termini of the GQ (Fig. 2a).  
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Figure 3. Variation of distance and angle with time for (a) 1:1 GQ/TPT complex (b) 1:2 GQ/TPT complex. Left 

column shows the variation of distances and right side column shows the change in angle. Color code is same for 

distance and angle in 1:1 GQ/TPT complex and 1:2 GQ/TPT complex.   

The time variation of distances and angels for all the complexes (1:1 GQ/TPT and 1:2 

GQ/TPT complex) are shown in Fig. 3. To characterize the preferable binding mode, we 

have calculated the distribution of distance (from the COM of GQ to COM of TPT) and 

angle (between COM of GQ to COM of TPT vector and GQ axis) for TPT around GQ for 

1:1 and 1:2 GQ/TPT systems as shown in Fig. 4b and 4c. There are two peaks for 1:1 

GQ/TPT complex: the first at 15 Å distance and ~30˚ angle, which represents the terminal 

bound state (Fig. 4b and Fig 2) and the other 14 Å distance and 40˚ angle, which is also a 

termini bound state but TPT is more close to the backbone of the terminal base pairs. The 

most probable structures for 1:1 GQ/TPT complex are shown in Fig 2. We have obtained 
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all possible termini bound structures. Further, very less population around 90˚ angle clearly 

indicates that TPT does not prefer to bind to the groove of GQ. However, for 1:2 GQ/TPT 

complex, the distribution of distance and angle exhibit two maxima at a distance of 13.8 Å 

and angle of 25˚ which represents the terminal bound state, and at the distance of 15.9 Å 

and angle of 79˚ representing the groove bound state (Fig. 4c and Fig 2b). Two different 

binding modes in case of 1:2 GQ/TPT indicates that groove-binding is the second 

preferable choice after the terminal position of the GQ is occupied by the first TPT.   

 

Figure 4. (a) The representative binding mode of 1:1 and 1:2 GQ/TPT complexes. Distribution of distance 

and angle (b) in 1:1 GQ/TPT complex and (c) in 1:2 GQ/TPT complex. (d) Average free energy (FE) of 

binding to the terminal (red) and groove of GQ from two independent well-tempered metadynamics 

simulations for 1:1 GQ/TPT complex. The RMSD of GQ (e) in 1:1 GQ/TPT complex, (f) in 1:2 GQ/TPT 

complex. 
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We have also analyzed the stabilities of 1:1 and 1:2 GQ/TPT systems in terms of 

their root-mean-square deviation (RMSD) (Fig. 3e and 3f) of GQ from the crystal structure 

geometry. Both systems show a less change in RMSD (<5Å), indicating the stability of GQ 

in presence of TPT. Further, for control we have simulated the GQ in the absence of TPT 

molecule. The higher RMSD values of GQ in absence of TPT molecule indicates that GQ 

is not stable in water in the absence of ions. The RMSD for this system is shown in Fig. 5. 

Thus, these RMSD results indicate that the binding of TPT to GQ is responsible for their 

GQ stability in absence of any ion in solution.  

 

Figure 5. RMSD of GQ in water simulation. 

Since TPT did not unbind from the GQ either from the terminal bound state or 

groove-bound state in 100 ns, the barrier for unbinding barrier for dissociation of TPT from 

GQ must be high and computationally extremely demanding using normal MD simulation. 

Therefore, we performed two independent well-tempered metadynamics simulations with 

different initial conditions to calculate the free energy of binding of TPT to both the 

terminal and groove of GQ using 1:1 GQ/TPT system. Fig. S8 in SI shows that two 

independent metadynamics simulations provide similar free energy profiles from both the 
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terminal and groove-bound systems. Fig. 4d shows that binding free energy to the terminal 

of GQ is 4 kcal/mol stronger than binding to the groove (Fig. 4d). This observation is 

consistent with the result of the normal MD simulation where more often the TPT molecule 

bound to the terminal than groove of GQ starting with the separated state for 1:1 GQ/TPT 

complex and terminal bound state was followed by groove-bound state in case 1:2 complex. 

  To analyze further the reason for the preference of TPT towards the terminal site of GQ, 

we calculated the total binding energy between the two species and also decomposed into 

both van der Waals (dispersion interaction) and electrostatic components.  

 

Figure 6. Interaction energy between TPT and GQ along unbinding pathways for terminal (black) and 

groove-bound (red) states. (a) Total interaction energy between TPT and GQ and its decomposition into (b) 

electrostatic energy (Coulomb interaction) and (c) van der Waals components. The interaction energy is 

averaged over two metadynamics simulations. Error bars are shown.  

Fig. 6 shows the average total energy obtained from the two metadynamics simulation for 

both the terminal and groove bound state for 1:1 complex and their decomposition into 

dispersive and electrostatic interaction. We can see that for the terminal bound state has 

stronger dispersive interaction compared to the groove-bound state (Fig 6b) which, 

however, has a stronger electrostatic interaction than the terminal bound state (Fig 6c). 

Although both the states are stabilized by both van der Waals and electrostatic energy 

components, the stabilization stemming from the dispersive interaction due to stacking of 
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TPT on GQ outweighs the electrostatic stabilization for the groove-bound state such that 

the total energy is more favorable for the terminal bound state (Fig. 6).  

AII.5 Conclusion 

We have shown here that topotecan can induce the GQ formation and stabilization even in 

the absence of Na+/K+ ions. MD simulation studies show that TPT preferably binds to the 

terminal of GQ, and the second preferable binding mode is the groove of GQ. The more 

rigorous free energy calculation using well-tempered metadynamics shows that binding to 

the terminal is 4 kcal/mol stronger than the free energy of binding to the groove. Although 

both the electrostatic and van der Waals interaction contribute to both these binding mode, 

the former is prevalent for the terminal binding whereas the latter is stronger for the groove-

binding. The overall total energy is, however, more negative for the terminal binding mode.  
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