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## Abstract

In this thesis, we study the two generation problem for special linear groups and symplectic groups. Let $k$ denote a finite field of characteristic not equal to 2 and $\mathbb{Z}$ denote the ring of rational integers. In this thesis, we study that special linear groups $S L_{n}(k)$ and symplectic groups $S p_{2 n}(k)$ defined over $k$, are generated by two elements. We study that special linear groups $S L_{n}(\mathbb{Z})$ defined over $\mathbb{Z}$, are generated by two elements.
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## Introduction

Classical groups are defined as certain subgroups of matrix groups. In this thesis, we study the two generation problem of classical groups. In particular, the two generation of the special linear groups and symplectic groups. The elementary matrices of special linear groups and symplectic groups are helpful in solving two generation problem for these groups.

## Groups defined by generators and relations

A group can be defined in many different ways, one of the ways is to define a group by its generators and relations. Generators of a group are those elements of the group which will generate the group which means that every element of the group can be written as a product of powers of these generators and relations are defined among these generators. Defining a group by its generators and relations is called Presentation of a group.

In general, a presentation $P=<T \mid R>$, contains a set $T$ which is called generators and a set $R$ of words on the set $T$ which are called relators. A word defined on a set $T$ has the form $b_{1}^{r_{1}} b_{2}^{r_{2}} \ldots . . b_{i}^{r_{i}}$, where $r_{i} \in \mathbb{Z}$ and $b_{i} \in T$. A group can be defined by the presentation $P$. For example a cyclic group of finite order $n$ can be defined as follows:

$$
G=<g \mid g^{n}=1>
$$

where the set $\{g\}$ is the set of generator for $G$ and $g^{n}=1$ is the defined relation.

## The two generation problem for finite simple groups

Generation of a group by two elements is called two generation of a group. If we classify all the finite simple groups then they are isomorphic to one of the following groups:

- Cyclic group of prime order
- Alternating group $A_{n}$, where $n \geq 5$
- Groups of Lie type
- One of 26 sporadic groups

Groups of Lie type are subgroups of matrix groups when matrices are defined over a finite field $\mathbb{F}_{q}$. Examples of groups of Lie type are : Projective Special linear groups $P S L_{n}\left(\mathbb{F}_{q}\right)$, Projective Symplectic groups $P S p_{2 n}\left(\mathbb{F}_{q}\right)$, which we define in the chapter 1. In [6], Guralnick, Kantor, Kassabov and Lubotzky proved the following result about two generation of simple groups of Lie type:

Theorem 0.0.1. [6, Guralnick] All non abelian finite simple groups of Lie type, except the Ree groups, are two generated with at most 80 relations.

In [14], R. Steinberg proved that the groups $P S L_{n}\left(\mathbb{F}_{q}\right), P S p_{2 n}\left(\mathbb{F}_{q}\right)$ can be generated by two elements. In this thesis, we study two generation for $S L_{n}\left(\mathbb{F}_{q}\right)$ and $S p_{2 n}\left(\mathbb{F}_{q}\right)$. In [11], Macbeath proved that the group $P S L_{2}\left(\mathbb{F}_{q}\right)$ is two-generated for certain values of $q$.

Now, we discuss the significance of the two-generation problem in computational group theory. Computational group theory is the study of groups through computers, it is used to gather information about groups. There are a lot of groups of large orders for which we can't do the calculations by hand, so to study them we have to use computers. So, if we can generate these groups by just two elements and some relations then it is very easy to study these groups using computers.

## Two generation problem for some groups

If a group is generated by an element of order 2 and an element of order 3 , then this generation of the group is called $(2,3)$-generation. Besides the two generation of the finite simple groups , in [13], M.A.Pellegrini proved that the group $S L_{12}\left(\mathbb{F}_{q}\right)$ is $(2,3)$-generated. Now we also find some examples of two generation, where the matrices are not defined on a finite field. In [5], Gow, Tamburini proved that the special linear groups $S L_{n}(\mathbb{Z})$ defined over the ring of rational integers $\mathbb{Z}$ are generated by a unipotent matrix and its transpose. This gives us the two generation of $S L_{n}(\mathbb{Z})$.

## A Chapter-wise description

- In chapter 1, we define classical groups, and give some examples of classical groups and classical simple groups.
- In chapter 2, we give brief survey of results in the area of two generations of classical groups.
- In chapter 3, we study the two generation of $S L_{n}\left(\mathbb{F}_{q}\right)$ from the paper of Steinberg ([14]).
- In chapter 4 , we study the two generation of the group $S L_{n}(\mathbb{Z})$ from the paper of Gow, Tamburini ([5]).
- In chapter 5, from the paper of Bhunia, Ayan Mahalanobis, Pralhad Shinde and Anupam Singh ([1]), and Steinberg ([14]), we study the two generation of the symplectic groups using the elementary matrices of the group.

In [14], Steinberg proved the two generation for all finite simple groups of Lie type. In the thesis we study the two generation of special linear groups and symplectic groups.

## Chapter 1

## Classical Groups

In this chapter we define classical groups, discuss examples of classical groups and related definitions to these groups and further properties.

### 1.1 Bilinear Forms and Classical Groups

Definition 1.1.1. Bilinear Forms : Let $V$ be a d dimensional vector space over a finite field $k$. A map

$$
\beta: V \times V \rightarrow k
$$

is called bilinear form if it satisfies

1. $\beta\left(v_{1}+s v_{2}, v_{3}\right)=\beta\left(v_{1}, v_{3}\right)+s \beta\left(v_{2}, v_{3}\right)$
2. $\beta\left(v_{1}, v_{2}+s v_{3}\right)=\beta\left(v_{1}, v_{2}\right)+s \beta\left(v_{1}, v_{3}\right)$
for all $v_{1}, v_{2}, v_{3} \in V$ and $s \in k$.
Definition 1.1.2. Matrix associated to a bilinear form: If we fix a basis of a vector space $V$ over $k$ then for any bilinear form, we define a matrix associated to it. Let $\operatorname{dim}(V)=d$ and $\left\{u_{1}, u_{2}, \ldots u_{d}\right\}$ be the basis of $V$ then matrix associated to a bilinear form $\beta$ is $B=$ $\left[\left(\beta\left(u_{i}, u_{j}\right)\right)\right]$.

Definition 1.1.3. Symmetric bilinear form: A bilinear form $\beta$ is called symmetric if $\beta\left(v_{1}, v_{2}\right)=\beta\left(v_{2}, v_{1}\right)$ for all $v_{1}, v_{2} \in V$. In this case if we fix a basis of $V$ then matrix $B$ associated to the symmetric bilinear form $\beta$ satisfies $B^{\boldsymbol{\top}}=B$, where $B^{\boldsymbol{\top}}$ denotes the transpose of matrix $B$.

Definition 1.1.4. Skew symmetric bilinear form: A Bilinear form $\beta$ is called skew symmetric if $\beta\left(v_{1}, v_{2}\right)=-\beta\left(v_{2}, v_{1}\right)$ for all $v_{1}, v_{2} \in V$. In this case if we fix a basis of $V$ then matrix $B$ associated to this skew symmetric bilinear form $\beta$ satisfies $B^{\top}=-B$, where $B^{\top}$ matrix is the transpose matrix of $B$.

Definition 1.1.5. Non-degenerate bilinear form: $A$ bilinear form $\beta$ is called Nondegenerate bilinear form if its associated matrix $B$ has non-zero determinant.

Definition 1.1.6. Degenerate bilinear form: A bilinear form $\beta$ is called Degenerate bilinear form if determinant of associated matrix $B$ is equal to zero.

Definition 1.1.7. Classical Group: Let $V$ be a finite dimensional vector space defined over the field of real numbers $\mathbb{R}$, or the field of complex numbers $\mathbb{C}$. A classical group is a group which preserves a bilinear form defined over vector space $V$.

Now let $\beta$ be a non-degenerate bilinear form defined on a vector space $V$, and $M$ is the matrix associated to the bilinear form $\beta$, then the Classical group $G$ is defined as follows:

$$
G:=\left\{A \in M_{n}(k) \mid A^{\top} M A=M\right\}
$$

where $M_{n}(k)$ denotes the set of $n \times n$ invertible matrices defined over finite field $k$.

### 1.2 Examples of Classical Groups

Let $k$ be a finite field with $\operatorname{char}(k) \neq 2$. The following groups are some examples of classical groups.

Definition 1.2.1. General Linear Group $G L_{n}(k)$ : The set of $n \times n$ invertible matrices $M_{n}(k)$ forms a group under the operation of matrix multiplication. This group is called General Linear group $G L_{n}(k)$. This means if $A \in G L_{n}(k)$ then $\operatorname{det}(A) \neq 0$.

Definition 1.2.2. Special Linear Group $S L_{n}(k)$ : Special Linear Group $S L_{n}(k)$ is a subgroup of $G L_{n}(k)$ which contains all $n \times n$ invertible matrices which have determinant equal to 1 .

$$
S L_{n}(k):=\left\{A \in G L_{n}(k) \mid \operatorname{det}(A)=1\right\}
$$

$S L_{n}(k)$ is a normal Subgroup of $G L_{n}(k)$. As $\forall M \in G L_{n}(k), \forall N \in S L_{n}(k)$ we can see that $\operatorname{det}\left(M N M^{-1}\right)=\operatorname{det}(M) \operatorname{det}(N) \operatorname{det}\left(M^{-1}\right)=\operatorname{det}(M) \operatorname{det}(N) \operatorname{det}(M)^{-1}=\operatorname{det}(N)=1$. This shows that $M N M^{-1} \in S L_{n}(k)$.

Definition 1.2.3. Symplectic Group $S p_{n}(k)$ : Let $B$ be a matrix associated to the nondegenerate skew-symmetric bilinear form $\beta$. A matrix $A \in G L_{n}(k)$ is called symplectic matrix if $A^{\top} B A=B$. The group formed by symplectic matrices is called symplectic Group.

Definition 1.2.4. Orthogonal Group $O_{n}(k)$ : Let $B$ be a matrix associated to the nondegenerate symmetric bilinear form $\beta$. A matrix $A \in G l_{n}(k)$ is called Orthogonal if $A^{\top} B A=$ $B$. The group formed by orthogonal matrices is called orthogonal group.

One can see that if $A \in O_{n}(k)$ then $\operatorname{det}(A)= \pm 1$.
Definition 1.2.5. Special Orthogonal Group $S O_{n}(k)$ : The subgroup of Orthogonal Group $O_{n}(k)$ containing matrices of determinant 1 is called special orthogonal group. The group $S O_{n}(k)$ is a normal subgroup of $O_{n}(k)$.

### 1.3 Classical Simple Groups

Definition 1.3.1. Commutator: Let $A, B \in G L_{n}(k)$, then commutator of $A$ and $B$ is defined as follows: $[A, B]=A^{-1} B^{-1} A B$.

Definition 1.3.2. Simple Group: A group which has no non-trivial normal subgroup is called a simple group.

Definition 1.3.3. Centre of a Group: Centre of a group $G$, is the subgroup of $G$ which is defined as follows:

$$
\mathscr{Z}(G)=\{z \in G \quad \mid \forall g \in G ; z g=g z\}
$$

Now following are some examples of Classical Simple Groups:

Definition 1.3.4. Projective Special Linear Group $P S L_{n}(k)$ : The Quotient group $S L_{n}(k) / \mathscr{Z}\left(S L_{n}(k)\right)$ is known as Projective special linear Group PS $L_{n}(k)$, where $\mathscr{Z}\left(S L_{n}(k)\right)$ is the centre of the Special Linear Group $S L_{n}(k)$.

Projective special linear Group $P S L_{n}(k)$ is a simple group for $n \geq 2$ except for the groups $P S L_{2}\left(\mathbb{F}_{2}\right)$ and $P S L_{2}\left(\mathbb{F}_{3}\right)$.

Definition 1.3.5. Projective Symplectic Group $P S p_{n}(k)$ : The Quotient group $S p_{n}(k) / \mathscr{Z}\left(S p_{n}(k)\right)$ is known as Projective symplectic group PSp$(k)$, where $\mathscr{Z}\left(S p_{n}(k)\right)$ is the centre of the symplectic group $S p_{n}(k)$.

Projective Symplectic Group $P S p_{n}(k)$ are simple groups except for the groups $P S p_{2}\left(\mathbb{F}_{2}\right)$, $P S p_{2}\left(\mathbb{F}_{3}\right)$ and $P S p_{4}\left(\mathbb{F}_{2}\right)$.

Definition 1.3.6. Commutator Subgroup of Orthogonal Group $\Omega_{n}(k)$ : The Commutator Subgroup of Orthogonal Group $\Omega_{n}(k)$ is simply defined as $\Omega_{n}(k)=\left[O_{n}(k), O_{n}(k)\right]$.

Now the corresponding projective group $P \Omega_{n}(k)$ are usually simple groups.

## Chapter 2

## History of The Problem

The main problem we are studying is Two generation of classical groups. If a group can be generated by 2 elements, then the group is called two generated and this generation of the group is known as Two-generation.

The aim of this chapter is to give a brief survey of results in the area of two generation of classical groups.

Notation: In this chapter, we denote $q=p^{n}$, where $p$ is a prime number and $n \in \mathbb{N}$.

- $\mathbb{F}_{q}$ : Finite field containing $q$ elements.
- $\mathbb{F}_{q}^{*}$ : Multiplicative group of the finite field $\mathbb{F}_{q}$.


### 2.1 Two generation of finite simple group of Lie type

Groups of Lie type are the subgroups of general linear groups when matrices are taken over a finite field $\mathbb{F}_{q}$. Example of Groups of Lie type are $P S L_{n}\left(\mathbb{F}_{q}\right), P S p_{2 n}\left(\mathbb{F}_{q}\right)$, and $P S U_{n}\left(\mathbb{F}_{q}\right)$ etc.

In [6], Guralnick, Kantor, Kassabov, and Lubotzky proved the following result about finite simple groups of Lie type :

Theorem 2.1.1. [6, Theorem A] All non abelian finite simple groups of Lie type, except the Ree groups are two generated with at most 80 relations.

### 2.2 Two generation of Symmetric Group

Definition 2.2.1. Permutation: A permutation is a bijective map from a set to itself.
Example 1. We take a set containing 3 elements namely $\{1,2,3\}$ then all the permutations on this set are: $(1),(1,2),(1,3),(2,3),(1,2,3),(1,3,2)$.

Example 2. For a set containing $n$ elements has $n$ ! number of permutations.
Definition 2.2.2. Symmetric Group : Let $X$ be a set. The group of all the permutations of set $X$ is called symmetric group. If $|X|=n$ then $\left|S_{n}\right|=n$ !, where $S_{n}$ denotes symmetric group defined on the set $X$.

Now onwards, $S_{n}$ denotes the symmetric group of degree $n$.
Definition 2.2.3. Cycle : A cycle of length $k$ is a permutation in $S_{n}$ which permutes $k$ elements cyclically, where $2 \leq k \leq n$.

Example 3. Permutation $(1,2,3)$ in $S_{n}$, is a cycle of length 3.
Definition 2.2.4. Transposition: In the symmetric group $S_{n}$, a transposition is a cycle of length 2 .

Definition 2.2.5. Even Permutation : An even permutation is a permutation in $S_{n}$, which is product of even number of transpositions.

Example 4. $(1,2,3)=(1,3)(1,2)$, so $(1,2,3)$ is an even permutation.
Definition 2.2.6. Odd Permutation : An odd permutation is a permutation in $S_{n}$, which is product of odd number of transpositions.

Example 5. $(1,2,3,4)=(1,4)(1,3)(1,2)$, so $(1,2,3,4)$ is an odd permutation.

Now, we study two generation of the symmetric Group ([3]).

Theorem 2.2.1. [3, Theorem 2.5] Let $S_{n}$ be a symmetric group defined on the finite set containing $n$ elements and the 2 -cycle $(1,2)$ and the $n$-cycle $(1,2, \ldots ., n) \in S_{n}$. Then $S_{n}$ is generated by cycles $(1,2)$ and $(1,2, \ldots, n)$.

Proof. We know that all the permutations in $S_{n}$ are product of disjoint cycles. Let $\left(v_{1}, v_{2}, \ldots v_{j}\right)$ be a cycle in $S_{n}$ of length $j$, then we can write $\left(v_{1}, v_{2}, \ldots v_{j}\right)=\left(v_{1}, v_{j}\right)\left(v_{1}, v_{j-1}\right) \ldots \ldots\left(v_{1}, v_{2}\right)$. This gives that every element of $S_{n}$ is product of transpositions.

Now take any arbitrary transposition $(i, j)$ in $S_{n}$. Now we prove that $S_{n}$ can be generated by the set $\{(1,2),(2,3), \ldots . .(n-1, n)\}$. To prove this we will use induction on the difference between $i$ and $j$, where $1 \leq i \neq j \leq n$. We consider $j-i=1$, then $(i, j)=(i, i+1)$, which proves the statement. Now assume it's true for $j-i=k-1$. We further consider the case when $j-i=k$, then $(i, j)=((i+1, i)(i+1, j)(i, i+1)$, as $j-i=k$, we have $j-(i+1)=k-1$, by induction hypothesis, we get $(i+1, j)$ can be written in product of elements of type $(u, u+1)$, Therefore from induction we proved that $S_{n}$ can be generated by the set $\{(1,2),(2,3), \ldots .(n-1, n)\}$. We know that, if we have a cycle $\left(u_{1}, u_{2}, \ldots u_{j}\right)$ and an arbitrary permutation $\tau$ in $S_{n}$, then we have $\tau\left(u_{1}, u_{2}, \ldots . u_{j}\right) \tau^{-1}=\left(\tau\left(u_{1}\right), \tau\left(u_{2}\right), \ldots . \tau\left(u_{j}\right)\right)$.

Let $\tau=(1,2, \ldots, n)$ then

$$
\tau(1,2) \tau^{-1}=(\tau(1), \tau(2))=(2,3)
$$

so now take $r=1,2, \ldots, n-2$ then,

$$
\tau^{r}(1,2) \tau^{-r}=\left(\tau^{r}(1), \tau^{r}(2)\right)=(r+1, r+2)
$$

This proves that the symmetric group $S_{n}$ is generated by the 2 -cycle $(1,2)$ and the $n$-cycle $(1,2, \ldots, n)$.

### 2.3 Two generation of Special Linear Group

In this section we will provide some results of two-generation of Special Linear group:

### 2.3.1 (2,3)- generation of the group $S L_{12}\left(\mathbb{F}_{q}\right)$

Definition 2.3.1. (2,3)-generation of a group: A group is called (2,3)-generated if it is generated by an element of order 2 and an element of order 3.

In [13], Marco Antonio Pellegrini proved the following result:
Theorem 2.3.1. [13, Prop 2.3, Corollary 2.5] For a prime number $p$ and $n \in \mathbb{N}$, the group $S L_{12}\left(\mathbb{F}_{p^{n}}\right)$ is $(2,3)$-generated.

Let $V$ be a 12 -dimensional vector space over $\mathbb{F}_{q}$, we consider the standard basis $\mathscr{B}=$ $\left\{u_{1}, u_{2}, \ldots, u_{12}\right\}$ of $V$ over $\mathbb{F}_{q}$. To give sketch of proof of Theorem 2.2.1, we define Alternating group.

Definition 2.3.2. Alternating Group: The group of even permutations of a finite set, is known as Alternating group.

Let $\operatorname{Alt}(\mathscr{B})$ be Alternating group defined on the set $\mathscr{B}$. We know that the matrix $\tau$ corresponding to an element in $\operatorname{Alt}(\mathscr{B})$ has determinant equal to 1 , so we get that $\operatorname{Alt}(\mathscr{B}) \leqslant$ $S L_{12}\left(\mathbb{F}_{q}\right)$.

We define $\omega=\left(u_{1}, u_{2}, u_{3}\right)\left(u_{4}, u_{5}, u_{6}\right)\left(u_{7}, u_{8}, u_{9}\right)\left(u_{10}, u_{11}, u_{12}\right) \in \operatorname{Alt}(\mathscr{B}) \leqslant S L_{12}\left(\mathbb{F}_{q}\right)$, then we compute that $\omega^{2}=\left(u_{1}, u_{3}, u_{2}\right)\left(u_{4}, u_{6}, u_{5}\right)\left(u_{7}, u_{9}, u_{8}\right)\left(u_{10}, u_{12}, u_{11}\right)$ and $\omega^{3}=\left(u_{1}\right) \Longrightarrow \omega$ is an element of order 3 . If $p \neq 5$, then we define a matrix $\phi$ of $S L_{12}\left(\mathbb{F}_{q}\right)$ with respect to the basis $\mathscr{B}$ as following:

- $\phi u_{1}=u_{8}, \phi u_{8}=u_{1}, \phi u_{2}=-u_{2}, \phi u_{5}=u_{5}$
- $\phi u_{3}=u_{4}, \phi u_{6}=u_{7}, \phi u_{4}=u_{3}, \phi u_{7}=u_{6}$
- $\phi u_{9}=u_{10}, \phi u_{10}=u_{9}, \phi u_{11}=u_{11}+t u_{12}, \phi u_{12}=-u_{12} ; t \in \mathbb{F}_{q}$.

It is easy to check that $\phi$ has order 2 , and group $K=<\phi, \omega>\leqslant S L_{12}\left(\mathbb{F}_{q}\right)$. In [13] authors showed that $K=S L_{12}\left(\mathbb{F}_{q}\right)$.

Now we consider the case $p=5$, in this case we define a matrix $\phi^{\prime}$ of $S L_{12}\left(\mathbb{F}_{5^{n}}\right)$ with respect to the basis $\mathscr{B}$ as following:

- $\phi^{\prime} u_{1}=-u_{1}, \phi^{\prime} u_{5}=u_{5}, \phi^{\prime} u_{8}=u_{8}$
- $\phi^{\prime} u_{6}=u_{7}, \phi^{\prime} u_{7}=u_{6}, \phi^{\prime} u_{9}=u_{10}, \phi^{\prime} u_{10}=u_{9}$
- $\phi^{\prime} u_{2}=3 u_{2}+2 u_{3}+3 u_{4}, \phi^{\prime} u_{3}=3 u_{2}+3 u_{3}+u_{4}, \phi^{\prime} u_{4}=2 u_{2}+u_{3}+3 u_{4}$
- $\phi^{\prime} u_{11}=u_{11}+t u_{12}, \phi^{\prime} u_{12}=-u_{12} ; t \in \mathbb{F}_{5^{n}}$

Here again $\phi^{\prime}$ has order 2. In [13] authors proved that $S L_{12}\left(\mathbb{F}_{5^{n}}\right)=<\omega, \phi^{\prime}>$.

### 2.3.2 $(2,3,7)$-generation of the groups $S L_{n}\left(\mathbb{F}_{q}\right)$ and $S L_{n}(\mathbb{Z})$

Recall that $q=p^{n}$,
Definition 2.3.3. Hurwitz Groups: A (2,3,7)-generated group is a group generated by an element of order 2 and an element of order 3, such that order of product of these two elements is 7. A finite $(2,3,7)$-generated group is called Hurwitz Groups.

In [10] , Lucchini, M.C.Tamburini and J.S.Wilson proved the following results:
Theorem 2.3.2. [10, Corollary 1] For all $n \geq 287, S L_{n}\left(\mathbb{F}_{q}\right)$ is Hurwitz Group.
Theorem 2.3.3. [10, Corollary 1] For all $n \geq 287, S L_{n}(\mathbb{Z})$ is $(2,3,7)$-generated.

### 2.4 Two generation of Symplectic Group

In this section we will provide some results of two-generation of Symplectic group :

### 2.4.1 (2,3)-generation of $S p_{6}\left(\mathbb{F}_{q}\right)$ for $q$ even

In [12] , Marco Antonio Pellegrini proved that the group $S p_{6}\left(\mathbb{F}_{q}\right)$, where $q$ is an even number, is $(2,3)$-generated.

Let $t \in \mathbb{F}_{q}$, from now onwards in this chapter, $x_{i j}(t)$ denotes the matrix, whose $(i, j)^{t h}$ entry is equal to $t$ and all other entries are 0 .

Let $\theta, \zeta$ be $6 \times 6$ matrix defined as follows: $\theta=x_{13}(1)+x_{24}(1)+x_{31}(1)+x_{42}(1)+x_{55}(1)+$ $x_{66}(1)+x_{65}(g)$, and
$\zeta=x_{11}(1)+x_{14}(1)+x_{15}(1)+x_{22}(1)+x_{34}(1)+x_{43}(1)+x_{44}(1)+x_{52}(g)+x_{53}(1)+x_{54}(1)+$ $x_{55}(1)+x_{56}(1)+x_{62}(g)+x_{63}(1)+x_{65}(1)$, where $g \in \mathbb{F}_{q}^{*}$. We observe that $\theta^{2}=\zeta^{3}=I_{6}$ and $\theta, \zeta \in S p_{6}\left(\mathbb{F}_{q}\right)$.

In [12], author proved the following result :
Theorem 2.4.1. [12, Theorem 2.5] Let $q$ be an even number and $g \in \mathbb{F}_{q}^{*}$, such that $\mathbb{F}_{q}=$ $\mathbb{F}_{p}[g]$ then $\theta, \zeta$ defined above generates the group $S p_{6}\left(\mathbb{F}_{q}\right)$ i.e. $S p_{6}\left(\mathbb{F}_{q}\right)=<\theta, \zeta>$.

The above result proves that the group $S p_{6}\left(\mathbb{F}_{q}\right)$, where $q$ is an even number, is $(2,3)$ generated.

### 2.4.2 (2,3)-generation of $S p_{10}(\mathbb{Z})$

In [15], Vsemirnov and vasilyev proved the following theorem :
Theorem 2.4.2. [15, Theorem 2.1] The group $S p_{10}(\mathbb{Z})$ is $(2,3)$-generated.

### 2.4.3 Two generation of $S p_{2 n}\left(\mathbb{F}_{q}\right)$ for large $n$

In [9], Lucchini and M.C.Tamburini proved the following result:
Theorem 2.4.3. [9, Theorem 1] For $n \geq 371$, the group $S p_{2 n}\left(\mathbb{F}_{q}\right)$ is Hurwitz group.

### 2.5 Two generation of Special Unitary Group

### 2.5.1 $(2,3)$-generation of $S U_{7}\left(\mathbb{F}_{q^{2}}\right)$

Let $\theta^{\prime}$ and $\zeta^{\prime}$ be $7 \times 7$ matrices defined as follows:
$\theta^{\prime}=x_{12}(1)+x_{21}(1)+x_{17}(h)+x_{27}(h)+x_{34}(1)+x_{43}(1)+x_{56}(1)+x_{57}(-1)+x_{65}(1)+$ $x_{67}(-1)+x_{77}(-1)$, and
$\zeta^{\prime}=x_{11}(1)+x_{13}(-1)+x_{15}(-1)+x_{17}(h+i-1)+x_{23}(-1)+x_{32}(1)+x_{33}(-1)+x_{45}(-1)+$ $x_{54}(1)+x_{55}(-1)+x_{67}(-1)+x_{76}(1)+x_{77}(-1)$, where either $h=i \in \mathbb{F}_{q}$ or $i=h^{q} \in \mathbb{F}_{q^{2}}$.

Theorem 2.5.1. [12, Theorem 3.8] Let $h \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$ and it satisfies

- $h^{2 q}-h^{q+1}+h^{2}+2 h^{q}+2 h+4 \neq 0$;
- $\left(h+h^{q}\right)^{3}-8\left(h+h^{q}-2\right)^{2}-8 h^{q+1} \neq 0$, when $p$ is odd;
- $\mathbb{F}_{q^{2}}=\mathbb{F}_{p}\left[h^{7}\right]$

Then the group $S U_{7}\left(\mathbb{F}_{q^{2}}\right)$ is generated by $\theta^{\prime}$, $\zeta^{\prime}$ i.e. $S U_{7}\left(\mathbb{F}_{q^{2}}\right)=<\theta^{\prime}, \zeta^{\prime}>$.

This proves the $(2,3)$-generation of the group $S U_{7}\left(\mathbb{F}_{q^{2}}\right)$.

### 2.5.2 Two generation of $S U_{2 n+7}\left(\mathbb{F}_{q}\right)$ for large $n$

In [9], Lucchini and M.C.Tamburini also proved the following result:

Theorem 2.5.2. [9, Theorem 2] The group $S U_{2 n+7}\left(\mathbb{F}_{q}\right)$ is Hurwitz group, when $q$ is an odd number and $n \geq 371$.

## $2.6(2,3,7)$-generation of Alternating Group

In [2], Conder proved the following theorem :

Theorem 2.6.1. [2] For $n>167$, the Alternating Group is a Hurwitz Group.

## 2.7 (2, 3, 7)-Generation of Projective Special Linear Group $P S L_{2}\left(\mathbb{F}_{q}\right)$

In [11], Macbeath gives the values of $q$, for which $P S L_{2}\left(\mathbb{F}_{q}\right)$ is $(2,3,7)$-generated group.
Theorem 2.7.1. [11, Theorem 8] The group $P S L_{2}\left(\mathbb{F}_{q}\right)$ is a Hurwitz Group if :

- $q=7$
- $q=p$ where $p$ is a prime and $p \equiv 1$ or $6(\bmod 7)$
- $q=p^{3}$ where $p$ is a prime and $p \equiv 2,3,4$ or $5(\bmod 7)$


### 2.8 Probabilistic methods for $(2,3)$ generation problem

In [8], Martin W. Liebeck and Aner Shalev proved the following result related to $(2,3)$ generation problem:

Theorem 2.8.1. [8, Theorem 1.4] Let $H$ be a finite simple classical group where $H \neq$ PSp $p_{4}\left(\mathbb{F}_{q}\right)$. If we randomly choose an element of order 2 of $H$ and an element of order 3 of $H$, then the probability that these elements generate the group $H$ goes to 1 as cardinality of the group tends to infinity.

### 2.9 Some Negative results towards Two Generation of Classical Groups

In [4], Di Martino, M.C.Tamburini proved that the following classical groups are not Hurwitz Groups:

Theorem 2.9.1. [4, Theorem 3] If $J$ is one of the following groups:

1. When $n=8,9,11$ then
(a) $S p_{n}\left(\mathbb{F}_{q}\right)$, where $q$ is an odd number.
(b) $S U_{n}\left(\mathbb{F}_{q^{2}}\right)$, where $q \neq 27$.
2. $S L_{12}\left(\mathbb{F}_{q}\right)$, if $q \not \equiv 1(\bmod 7)$.
3. $S p_{12}\left(\mathbb{F}_{q}\right)$, where $q$ is an odd number.

Then $J$ is not a Hurwitz group.

## Chapter 3

## Steinberg Generators for Special linear group $S L_{n}(k)$

In this chapter we will prove that the Special linear groups defined over a finite field $k=\mathbb{F}_{q}$, $S L_{n}(k)$ (taking the field $k$ which has $\operatorname{char}(k) \neq 2$ ) can be generated by 2 of its elements. To prove this we will first prove that the special linear group $S L_{n}(k)$ can be generated by its elementary matrices defined in the section 3.1. Then we will prove that we can generate all the elementary matrices from those 2 elements of $S L_{n}(k)$, which will prove the Two Generation of $S L_{n}(k)$. We follow the paper of Steinberg ([14]) here.

Notation: $k=\mathbb{F}_{q}$; a finite field with $q$ elements.

### 3.1 Elementary Matrices in $S L_{n}(k)$

Definition 3.1.1. Elementary matrix of $S L_{n}(k)$ is defined as follows : $\lambda \in k, i \neq j$, $e_{i j}(\lambda)=I_{n}+x_{i j}(\lambda)$ where $x_{i j}(\lambda)$ matrix has the following form : $x_{i j}(\lambda)= \begin{cases}\lambda & \text { at ijth postion } \\ 0 & \text { otherwise }\end{cases}$

In this chapter we are taking $e_{i j}(\lambda)$ as elementary matrices of $S L_{n}(k)$. (In chapter $5, e_{i j}$ are defined in a different manner for the symplectic groups)

Definition 3.1.2. Commutator of 2 matrices $A$ and $B$ is defined as: $[A, B]=A^{-1} B^{-1} A B$.

Theorem 3.1.1. $S L_{n}(k)$ is generated by the following set of Elementary matrices : $\left\{e_{i j}(\lambda)\right.$ , for $i \neq j, 1 \leq i \leq n, 1 \leq j \leq n$ and $\lambda \in k\}$.

Proof. The idea of the proof is to start with a matrix $A \in S L_{n}(k)$ and multiply it with the matrices $e_{i j}(\lambda)$. We notice that it amounts to the row-column operations of first kind. So now to prove this theorem we will use induction on $n$.

## first case when $n=2$ :

Define $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in S L_{2}(k)$ now if (i) $c \neq 0$ then we can simply say that $c^{-1}$ will exist and $A \in S L_{2}(k)$ so $\operatorname{det}(A)=1$ and the way matrix $A$ is $\operatorname{defined}, \operatorname{det}(A)=a d-b c=$ $1 \Longrightarrow b=(a d-1) c^{-1}$ so now $A=\left[\begin{array}{cc}a & \left.(a d-1) c^{-1}\right) \\ c & d\end{array}\right]$ so now multiply $A$ with the matrix $\left[\begin{array}{cc}1 & -(a-1) c^{-1} \\ 0 & 1\end{array}\right]$ then we will have:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
1 & -(a-1) c^{-1} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
a & (a d-1) c^{-1} \\
c & d
\end{array}\right]=\left[\begin{array}{cc}
1 & (d-1) c^{-1} \\
c & d
\end{array}\right] \text { then multiply with the matrix }} \\
& {\left[\begin{array}{cc}
1 & 0 \\
-c & 1
\end{array}\right] \text { we will get }\left[\begin{array}{cc}
1 & 0 \\
-c & 1
\end{array}\right]\left[\begin{array}{cc}
1 & (d-1) c^{-1} \\
c & d
\end{array}\right]=\left[\begin{array}{cc}
1 & (d-1) c^{-1} \\
0 & 1
\end{array}\right] \text { which proves that }} \\
& A=\left[\begin{array}{cc}
1 & (a-1) c^{-1} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-c & 1
\end{array}\right]\left[\begin{array}{cc}
1 & (d-1) c^{-1} \\
0 & 1
\end{array}\right]
\end{aligned}
$$

which shows that $A$ is a product of elementary matrices of $S L_{2}(k)$
(ii) if $b \neq 0$ it will proceed in the same way just that now $b^{-1}$ will exist so

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
(d-1) b^{-1} & 1
\end{array}\right]\left[\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
(a-1) b^{-1} & 1
\end{array}\right]
$$

(iii) now if $b=c=0$ then we have $A=\left[\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right]$. We first multiply $A$ with the matrix

$$
\begin{aligned}
& {\left[\begin{array}{cc}
1 & 0 \\
1-a^{-1} & 1
\end{array}\right] \text { to get, }} \\
& \quad\left[\begin{array}{cc}
1 & 0 \\
1-a^{-1} & 1
\end{array}\right] A=\left[\begin{array}{cc}
a & 0 \\
a-1 & a^{-1}
\end{array}\right]
\end{aligned}
$$

We further compute,

$$
\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
a & 0 \\
a-1 & a^{-1}
\end{array}\right]=\left[\begin{array}{cc}
1 & -a^{-1} \\
a-1 & a^{-1}
\end{array}\right]
$$

Now we multiply $\left[\begin{array}{cc}1 & 0 \\ 1-a & 1\end{array}\right]$ with the matrix $\left[\begin{array}{cc}1 & -a^{-1} \\ a-1 & a^{-1}\end{array}\right]$ and the computation shows that,

$$
\left[\begin{array}{cc}
1 & 0 \\
1-a & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -a^{-1} \\
a-1 & a^{-1}
\end{array}\right]=\left[\begin{array}{cc}
1 & -a^{-1} \\
0 & 1
\end{array}\right]
$$

which eventually gives us,

$$
A=\left[\begin{array}{cc}
1 & 0 \\
a^{-1}-1 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
a-1 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -a^{-1} \\
0 & 1
\end{array}\right]
$$

So the theorem is true for $n=2$. Now assume that theorem is true for $n=m$ and now we prove that the theorem is true for $n=m+1$.

Let's take an $(m+1) \times(m+1)$ matrix $C$,

$$
C=\left[\begin{array}{cccc}
a_{1} & b_{1} & \cdots & b_{m} \\
a_{2} & c_{1} & \cdots & c_{m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m+1} & d_{1} & \cdots & d_{m}
\end{array}\right]
$$

The following cases are possible:
Case 1: $a_{1} \neq 0, a_{i} \neq 0$ for some $i$
In this case we will multiply row $i$ to $\left(1-a_{1}\right) / a_{i}$ and then add row $i$ to row 1 , that will make the first entry one and after that we will multiply $a_{j}$ to row 1 and subtract it from row $j$ to make other entries zero of column 1 for $2 \leq j \leq m+1$.

Case 2: $a_{1}=0, a_{i} \neq 0$ for some $i$
In this case first we will add row $i$ to row 1 and then follow the case 1.
Case 3: $a_{1} \neq 0, a_{i}=0$ for $2 \leq i \leq m+1, b_{j} \neq 0$ for some $j$
In this case we will multiply column $j$ to $\left(1-a_{1}\right) / b_{j}$ and then add column $j$ to column 1 , that will make the first entry 1 in the place of $a_{1}$.

Case 4: $a_{1} \neq 0, a_{i}=0$ for $2 \leq i \leq m+1, b_{j}=0$ for $1 \leq j \leq m$
In this case because $C \in S L_{m+1}(k), a_{1}=1$.
Now from all these possible cases we will get a matrix which will have the form:

$$
D=\left[\begin{array}{cccc}
1 & b_{1}^{\prime} & \cdots & b_{m}^{\prime} \\
0 & c_{1}^{\prime} & \cdots & c_{m}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
0 & d_{1}^{\prime} & \cdots & d_{m}^{\prime}
\end{array}\right]
$$

in all these cases whatever elementary matrices we used they are in $S L_{m+1}(k)$ so if we define $A=\left[\begin{array}{ccc}c_{1}^{\prime} & \cdots & c_{m}^{\prime} \\ \vdots & \ddots & \vdots \\ d_{1}^{\prime} & \cdots & d_{m}^{\prime}\end{array}\right]$ it will be a $m \times m$ matrix and it will be in $S L_{m}(k)$. So from our induction hypothesis $A$ can be written in product of elementary matrices so now $D=$ $\left(\prod e_{i j}\right) E$. Where $e_{i j}$ are elementary matrices in $S L_{m+1}(k)$ defined initially in the chapter and $E=\left[\begin{array}{cccc}1 & b_{1}^{\prime} & \cdots & b_{m}^{\prime} \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1\end{array}\right]$. Now we just have to multiply $b_{k}^{\prime}$ to $(k+1)$-th row and subtract it from row 1 for each $k=1,2,3 \ldots, m$ which reduces $E$ to identity matrix. This proves $C$ can be written as product of elementary matrices in $S L_{m+1}(k)$ which proves the theorem for $n=m+1$.

So in this way by induction our theorem is proved.

### 3.2 Two Generation of $S L_{n}(k)$

Reference for following theorem is [14, 3.11]:
Theorem 3.2.1. $S L_{n}(k)$ is generated by following two elements:

$$
\gamma_{m}=I_{n}-x_{11}(1)-x_{22}(1)+x_{11}(m)+x_{22}\left(m^{-1}\right)
$$

and

$$
s=e_{12}(1) \delta
$$

, where $x_{i j}(\lambda)$ are the matrices defined in Definition 3.1.1 and $m$ is the generator of the multiplicative group of the finite field $k$ such that $m \neq 1, e_{12}(1)$ is the usual elementary matrix in $S L_{n}(k)$ and $\delta=\left[\begin{array}{cccccc}0 & 0 & 0 & \cdots & 0 & (-1)^{n+1} \\ 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & & \\ 0 & 0 & 0 & \cdots & 1 & 0\end{array}\right]$.

Proof. So $s=e_{12}(1) \delta=\left(I_{n}+x_{12}(1)\right)\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)\right)$
$s=x_{11}(1)+(-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)$ in this way we can easily calculate $s^{-1}$ and $s^{-1}=(-1)^{n+1} x_{n 1}(1)-x_{n 2}(1)+x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)$.

Now we will conjugate $\gamma_{m}$ from $s$ and this will define as follows:

$$
\begin{gathered}
\beta=s \gamma_{m} s^{-1}=\left(x_{11}(1)+(-1)^{n+1} x_{1 \mathrm{n}}(1)+x_{21}(1)+x_{32}(1)+\ldots . .+x_{\mathrm{n}, \mathrm{n}-1}(1)\right)\left(I_{\mathrm{n}}-x_{11}(1)-\right. \\
\left.x_{22}(1)+x_{11}(m)+x_{22}\left(m^{-1}\right)\right)\left((-1)^{n+1} x_{\mathrm{n} 1}(1)-x_{\mathrm{n} 2}(1)+x_{12}(1)+x_{23}(1)+\ldots . .+x_{\mathrm{n}-1, \mathrm{n}}(1)\right) . \\
\beta=x_{11}(1)+x_{12}(m-1)+x_{22}(m)+x_{33}\left(m^{-1}\right)+x_{44}(1)+x_{55}(1)+\ldots \ldots .+x_{\mathrm{nn}}(1) .
\end{gathered}
$$

Now take commutator of matrices $\beta$ and $\gamma_{m}$;
$\left[\beta, \gamma_{m}\right]=\beta^{-1} \gamma_{m}^{-1} \beta \gamma_{m}$; we can easily see that $\gamma_{m}^{-1}=I_{\mathrm{n}}-x_{11}(1)-x_{22}(1)+x_{11}\left(m^{-1}\right)+x_{22}(m)$ and $\beta^{-1}=x_{11}(1)+x_{12}\left(m^{-1}-1\right)+x_{22}\left(m^{-1}\right)+x_{33}(m)+x_{44}(1)+x_{55}(1)+\ldots .+x_{n n}(1)$.

> so now $\left[\beta, \gamma_{m}\right]=\left(x_{11}(1)+x_{12}\left(m^{-1}-1\right)+x_{22}\left(m^{-1}\right)+x_{33}(m)+x_{44}(1)+x_{55}(1)+\ldots+\right.$ $\left.x_{n n}(1)\right)\left(I_{n}-x_{11}(1)-x_{22}(1)+x_{11}\left(m^{-1}\right)+x_{22}(m)\right)\left(x_{11}(1)+x_{12}(m-1)+x_{22}(m)+x_{33}\left(m^{-1}\right)+\right.$
$\left.x_{44}(1)+x_{55}(1)+\ldots \ldots .+x_{n n}(1)\right)\left(I_{n}-x_{11}(1)-x_{22}(1)+x_{11}(m)+x_{22}\left(m^{-1}\right)\right)$.
By calculating this matrix multiplication we eventually get $\left[\beta, \gamma_{m}\right]=I_{n}+x_{12}(g)=e_{12}(g)$.
where $e_{12}(g)$ is the usual elementary matrix in $S L_{n}(k)$ and $g=(1-m)\left(1-m^{-2}\right)$ and in the theorem we stated that $m \neq 1$ which implies $g \neq 0$.

Lemma 3.2.2. [14, 3.9] Let $G$ be the subgroup generated by the elements $\left\{\gamma_{m}, s\right\}$ and we proved above that $e_{12}(g) \in G$ where $g \in k^{*}$ and $k^{*}$ is the multiplicative group of the finite field $k$. Then $\gamma_{m}$ and $e_{12}(g)$ will generate $\left\{e_{12}(t), t \in k\right\}$.

Proof. Let's take conjugation by $\gamma_{m}$ on the element $e_{12}(g)$ we will get:
$\gamma_{m} e_{12}(g) \gamma_{m}^{-1}=\left(I_{n}-x_{11}(1)-x_{22}(1)+x_{11}(m)+x_{22}\left(m^{-1}\right)\right)\left(I_{\mathrm{n}}+x_{12}(g)\right)\left(I_{n}-x_{11}(1)-\right.$ $\left.x_{22}(1)+x_{11}\left(m^{-1}\right)+x_{22}(m)\right)=I_{n}+x_{12}\left(g m^{2}\right)=e_{12}\left(g m^{2}\right)$ now if i take
$\gamma_{m} e_{12}\left(g m^{2}\right) \gamma_{m}^{-1}=e_{12}\left(g m^{4}\right)$ so by taking repeated conjugation by $\gamma_{m}$ we will get element of type $\left\{e_{12}\left(g m_{\mathrm{i}}{ }^{2}\right)\right\} \subset G$ where i am taking $m_{\mathrm{i}}{ }^{2}=m^{2 i}$ where $i=1,2,3, \ldots$
now if we multiply all these elements we will get $\left\{e_{12}\left(g \sum_{i} m_{\mathrm{i}}{ }^{2}\right)\right\} \subset G$. Now define a subset of the finite field $k$ as $\mathcal{S}=\left\{g \sum_{i} m_{\mathrm{i}}{ }^{2}: e_{12}\left(g \sum_{i} m_{\mathrm{i}}{ }^{2}\right) \in G\right\} \subseteq k$ which simply says that $\mathcal{S}=\left\{g m_{1}^{2}, g m_{2}^{2}, \ldots . ., g\left(m_{1}^{2}+m_{2}^{2}\right), \ldots ..\right\}$ and $\mathcal{S}$ is closed under addition so that's why it is an additive subgroup of the finite field $k$. Now we have the finite field which has characteristic not equal to 2 so the multiplicative group $k^{*}$ which is a cyclic group will have even order and $m$ is a generator of $k^{*}$ so definitely half the elements of $k$ are in the subgroup $\mathcal{S}$ which are $\left\{g m_{1}^{2}, g m_{2}^{2}, \ldots g m_{\mathrm{i}}{ }^{2}\right\}$ now if we showed that there is at least one more element is in $\mathcal{S}$ then because $\mathcal{S}$ is an additive subgroup, by Lagrange's theorem $\mathcal{S}$ will be the whole field $k$ i.e. $\mathcal{S}=k$.

So now assume that the element $g m_{1}{ }^{2}+g m_{2}{ }^{2}=g m_{\mathrm{j}}{ }^{2}$ for some $j$ but we know that $m_{1}{ }^{2}=m^{2}, m_{2}{ }^{2}=m^{4}$ and $m_{\mathrm{j}}{ }^{2}=m^{2 r}$ for some $r$ so from our assumption $g m^{2}+g m^{4}=$ $g m^{2 r} \Longrightarrow m^{2}+m^{4}=m^{2 r} \Longrightarrow$

$$
\begin{equation*}
1+m^{2}=m^{2(r-1)} \tag{3.1}
\end{equation*}
$$

Now $k=\mathbb{F}_{\mathrm{q}}$ a finite field with $q$ elements where $q$ is a prime power. So then cardinality of $\mathbb{F}_{\mathrm{q}}{ }^{*}$ will be $\left|\mathbb{F}_{\mathrm{q}}{ }^{*}\right|=q-1$ and $m$ is the generator of $\mathbb{F}_{\mathrm{q}}{ }^{*}$, so $m^{q-1}=1$ so if we take power $(q-1) / 2$ both side of the equation 3.1 then $\left(1+m^{2}\right)^{(q-1) / 2}=\left(m^{2(r-1)}\right)^{(q-1) / 2}$ then right hand
side will be equal to 1 but LHS will be $\left(1+m^{2}\right)^{(q-1) / 2}=1+1+\ldots . .=2+\ldots$.
which is greater than 1 which is a contradiction so our assumption that $g m_{1}{ }^{2}+g m_{2}{ }^{2}=$ $g m_{\mathrm{j}}{ }^{2}$ for some $j$ is wrong so $\left(g m_{1}{ }^{2}+g m_{2}{ }^{2}\right)$ is a new element which proves that $\mathcal{S}=k$ and the way $\mathcal{S}$ is defined $\mathcal{S}=k$ shows $\left\{e_{12}(t): t \in k\right\} \subset G$.

Now $\left\{e_{12}(t): t \in k\right\} \subset G$. Now take $\delta e_{12}(t) \delta^{-1}=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots . .+\right.$ $\left.x_{n, n-1}(1)\right)\left(I_{n}+x_{12}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots . .+x_{n-1, n}(1)\right)=\left((-1)^{n+1} x_{1 n}(1)+\right.$ $\left.x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)+x_{22}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)\right)=$ $x_{11}(1)+x_{22}(1)+x_{33}(1)+\ldots \ldots+x_{n, n}(1)+x_{23}(t)=I_{n}+x_{23}(t)=e_{23}(t)$. So $\delta e_{12}(t) \delta^{-1}=$ $e_{23}(t) \Longrightarrow e_{23}(t) \in G$.

So now take $\delta e_{23}(t) \delta^{-1}=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)\right)\left(I_{n}+\right.$ $\left.x_{23}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots . .+x_{n-1, n}(1)\right)=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\right.$ $\left.\ldots \ldots .+x_{n, n-1}(1)+x_{33}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots . .+x_{n-1, n}(1)\right)=I_{n}+x_{34}(t)=$ $e_{34}(t) \Longrightarrow \delta e_{23}(t) \delta^{-1}=e_{34}(t) \in G$.
$\delta e_{34}(t) \delta^{-1}=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots . .+x_{n, n-1}(1)\right)\left(I_{n}+x_{34}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+\right.$ $\left.x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)\right)=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)+\right.$ $\left.x_{44}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)\right)=I_{n}+x_{45}(t)=e_{45}(t) \Longrightarrow e_{45}(t) \in$ $G$.
in this way if we calculate $\delta e_{i, i+1}(t) \delta^{-1}=e_{i+1, i+2}(t)$ for $i=1,2,3, \ldots,(n-2) \Longrightarrow$ $\left\{e_{12}(t), e_{23}(t), e_{34}(t), \ldots \ldots ., e_{n-1, n}(t)\right\} \subset G$.

Now take commutator of $e_{12}(t)$ and $e_{23}\left(t^{\prime}\right)$ where $t, t^{\prime} \in k$ we will get:
$\left[e_{12}(t), e_{23}\left(t^{\prime}\right)\right]=e_{12}^{-1}(t) e_{23}^{-1}\left(t^{\prime}\right) e_{12}(t) e_{23}\left(t^{\prime}\right)=\left(I_{n}-x_{12}(t)\right)\left(I_{n}-x_{23}\left(t^{\prime}\right)\left(I_{n}+x_{12}(t)\right)\left(I_{n}+\right.\right.$ $\left.x_{23}\left(t^{\prime}\right)\right)=\left(I_{n}-x_{12}(t)-x_{23}\left(t^{\prime}\right)+x_{13}\left(t t^{\prime}\right)\right)\left(I_{\mathrm{n}}+x_{12}(t)+x_{23}\left(t^{\prime}\right)+x_{13}\left(t t^{\prime}\right)\right)=I_{\mathrm{n}}+x_{13}\left(t t^{\prime}\right)=$ $e_{13}\left(t t^{\prime}\right) \Longrightarrow\left[e_{12}(t), e_{23}\left(t^{\prime}\right)\right]=e_{13}\left(t t^{\prime}\right)$ where $t$ and $t^{\prime}$ are arbitrary elements of the field $k$ and $t t^{\prime} \in k$ so $t t^{\prime}$ will vary on all over the field $k$ and we will have $\left\{e_{13}(\theta), \theta \in k\right\} \subset G$.

In the same way $\left[e_{13}(t), e_{34}\left(t^{\prime}\right)\right]=e_{14}\left(t t^{\prime}\right)$ so now in general ;

$$
\left[e_{1, j-1}(t), e_{j-1, j}\left(t^{\prime}\right)\right]=e_{1 j}\left(t t^{\prime}\right) \text { for } j=3,4,5, \ldots, n \Longrightarrow\left\{e_{1 j}(\phi): \phi \in k ; j=2,3,4, \ldots, n\right\} \subset
$$ $G$.

Now if we take $\left[e_{23}(t), e_{34}\left(t^{\prime}\right)\right]=e_{24}\left(t t^{\prime}\right)$ and $\left[e_{24}(t), e_{45}\left(t^{\prime}\right)\right]=e_{25}\left(t t^{\prime}\right)$ and as above we saw in this case we will get that $\left\{e_{2 \mathrm{j}}(\phi): \phi \in k ; j=3,4,5, \ldots, n\right\} \subset G$. So by taking these conjugation and commutator we will eventually get that $\left\{e_{\mathrm{ij}}(\phi): \phi \in k ; i<j, 1 \leq i \leq\right.$ $n-1,1 \leq j \leq n\} \subset G$.

Now let's conjugate $\delta$ with the element $e_{1 n}(t)$ so we will have : $\delta e_{1 n}(t) \delta^{-1}=\left((-1)^{n+1} x_{1 n}(1)\right.$ $\left.+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)\right)\left(I_{n}+x_{1 n}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots \ldots+\right.$ $\left.x_{n-1, n}(1)\right)=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)+x_{2 n}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+\right.$ $\left.x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)\right)=I_{n}+x_{21}(t)=e_{21}(t) \Longrightarrow e_{21}(t) \in G$.

Now calculate $\delta e_{21}(t) \delta^{-1}=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+x_{32}(1)+\ldots . .+x_{n, n-1}(1)\right)\left(I_{n}+\right.$ $\left.x_{21}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)\right)=\left((-1)^{n+1} x_{1 n}(1)+x_{21}(1)+\right.$ $\left.x_{32}(1)+\ldots \ldots+x_{n, n-1}(1)+x_{31}(t)\right)\left((-1)^{n+1} x_{n 1}(1)+x_{12}(1)+x_{23}(1)+\ldots \ldots+x_{n-1, n}(1)\right)=$ $I_{n}+x_{32}(t)=e_{32}(t)$. So as previously we did, similarly $\delta e_{i+1, i}(t) \delta^{-1}=e_{i+2, i+1}(t)$ for $i=$ $2,3,4, \ldots . n-2 . \Longrightarrow\left\{e_{21}(t), e_{32}(t), e_{43}(t), \ldots ., e_{n, n-1}(t)\right\} \subset G$.

Now take commutator of $e_{32}(t)$ and $e_{21}\left(t^{\prime}\right) ;\left[e_{32}(t), e_{21}\left(t^{\prime}\right)\right]=e_{32}{ }^{-1}(t) e_{21}{ }^{-1}\left(t^{\prime}\right) e_{32}(t) e_{21}\left(t^{\prime}\right)=$ $\left(I_{n}-x_{32}(t)\right)\left(I_{n}-x_{21}\left(t^{\prime}\right)\right)\left(I_{n}+x_{32}(t)\right)\left(I_{n}+x_{21}\left(t^{\prime}\right)\right)=I_{n}+x_{31}\left(t t^{\prime}\right)=e_{31}\left(t t^{\prime}\right) ; t t^{\prime} \in k$.
$\left[e_{43}(t), e_{32}\left(t^{\prime}\right)\right]=e_{42}\left(t t^{\prime}\right)$ and $\left[e_{42}(t), e_{21}\left(t^{\prime}\right)\right]=e_{41}\left(t t^{\prime}\right)$.
In this way we can see that $\left\{e_{3 j}(\phi): \phi \in k ; j=1,2\right\} \subset G,\left\{e_{4 j}(\phi): \phi \in k ; j=1,2,3\right\} \subset$ $G,\left\{e_{5 j}(\phi): \phi \in k ; j=1,2,3,4\right\} \subset G, \ldots \ldots .,\left\{e_{n j}(\phi): \phi \in k ; j=1,2,3,4, \ldots(n-1)\right\} \subset G$.

This shows that $\left\{e_{i j}(\phi): \phi \in k ; i>j, 1 \leq i \leq n, 1 \leq j \leq n-1\right\} \subset G$.
So we showed that $\left\{e_{i j}(\phi): \phi \in k ; i \neq j, 1 \leq i \leq n, 1 \leq j \leq n\right\} \subset G$.
From Theorem 3.1.1 we can see that $S L_{n}(k)$ is generated by the set $\left\{e_{i j}(\phi): \phi \in k ; i \neq\right.$ $j, 1 \leq i \leq n, 1 \leq j \leq n\}$ so it shows that $S L_{n}(k) \leqslant G$, but $G$ is a group generated by $\left\{\gamma_{m}, s\right\}$ and $\gamma_{m}$ and $s$ both are elements of $S L_{n}(k)$ which implies that $G=<\gamma_{m}, s>\leqslant S L_{n}(k) \Longrightarrow$ $G=<\gamma_{m}, s>=S L_{n}(k)$.

$$
G=<\gamma_{m}, s>=S L_{n}(k)
$$

Which eventually shows that we can generate $S L_{n}(k)$ group by two elements $\gamma_{m}$ and $s$.

## Chapter 4

## Generation of $S L_{n}(\mathbb{Z})$ by Two Jordan Unipotent Matrices

In this chapter we study the generation of $S L_{n}(\mathbb{Z})$ by a Unipotent matrix $\theta$ and its transpose. To study this generation problem first we will study that for a Euclidean Ring $R$ the set which is generated by elementary matrices of $R$ will generate the whole $S L_{n}(R)$. Now $\mathbb{Z}$ is also a Euclidean Ring so then we will use all this above information to prove the desired result, which is Two Generation of $S L_{n}(\mathbb{Z})$.

Notation: $\operatorname{diag}\left(s_{1}, s_{2}, \ldots, s_{n}\right):$ means an $n \times n$ diagonal matrix.

Definition 4.0.1. Unipotent Matrix: A square matrix $M$ is said to be Unipotent Matrix if $M-I$ is nilpotent, where $I$ is an Identity matrix. That is, $(M-I)^{k}=0$ for some positive integer $k$.

Let $\mathbb{Z}$ denote the ring of rational integers and $S L_{n}(\mathbb{Z})$ the group of $n \times n$ invertible matrices with determinant 1 with entries in $\mathbb{Z}$. Let $\theta$ denote the Jordan Unipotent $n \times n$ invertible matrix which has determinant 1 , so $\theta \in S L_{n}(\mathbb{Z})$ and $\phi$ is its transpose means $\phi=\theta^{\top}$ and $\theta$ has following matrix form:
$\theta=\left[\begin{array}{cccccc}1 & 0 & 0 & \cdots & 0 & 0 \\ 1 & 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & & \\ 0 & 0 & 0 & \cdots & 1 & 1\end{array}\right]=I_{\mathrm{n}}+x_{21}(1)+x_{32}(1)+\ldots \ldots+x_{\mathrm{n}, \mathrm{n}-1}(1)$.
where $x_{\mathrm{ij}}(t)$ is defined as follows: $t \in \mathbb{Z}, x_{i j}(t)= \begin{cases}t & \text { at } i j t h \text { postion } \\ 0 & \text { otherwise }\end{cases}$ so $\theta$ and $\phi$ are in $S L_{n}(\mathbb{Z})$

Theorem 4.0.1. [5] For $n \geq 2$ and $n \neq 4$ the elements $\{\theta, \phi\}$ generate the group $S L_{n}(\mathbb{Z})$.
. We will prove this Theorem in following sections.

### 4.1 Generation of the Group $S L_{n}(R)$ by elementary matrices where $R$ is a Euclidean Ring

$G L_{n}(R)$ : The group of $n \times n$ invertible matrices over $R$.

Definition 4.1.1. $A$ ring $R$ is said to be Euclidean Ring, if there exists a norm function $N: R \rightarrow \mathbb{Z}^{\geq 0}$ such that for each $a, b \in R$ with $b \neq 0$ there exists $q, r \in R$ such that $a=b q+r$ with $r=0$ or $N(r)<N(b)$.

Before starting the lemmas we introduce embedding of $G L_{n}(R)$ as a subgroup of $\left.G L_{n+1} R\right)$. $G L_{n}(R)$ sits inside $G L_{n+1}(R)$ as follows :

$$
\begin{aligned}
G L_{n}(R) & \rightarrow G L_{n+1}(R) \\
A & \rightarrow\left[\begin{array}{ll}
A & 0 \\
0 & 1
\end{array}\right]
\end{aligned}
$$

and considering $G L_{1}(R)$ as a subgroup of $G L_{n}(R)$ it consist of $n \times n$ diagonal matrices
with first entry of the diagonal is a unit and other entries are 1 , which means if $a \in R^{*}$ then

$$
a \rightarrow \operatorname{diag}(a, 1, \ldots ., 1) \in G L_{n}(R)
$$

Definition 4.1.2. Unit of $\boldsymbol{a} \operatorname{Ring} \boldsymbol{R}$ : An element $a \neq 0 \in R$ is said to be a unit if there exists an element $b \neq 0 \in R$ such that $a b=1$.

Lemma 4.1.1. [7, Theorem 1.2.10, page 24] If $R$ is a Euclidean Commutative Ring, then for $n \geq 1, G L_{n}(R)=G L_{1}(R) E_{n}(R)$, where $E_{n}(R)$ is the group generated by the set $\left\{e_{i j}(t), i \neq\right.$ $j, 1 \leq i \leq n, 1 \leq j \leq n, t \in R\}$ where $e_{i j}(t)=I_{n}+x_{i j}(t)$ the elementary matrices for $S L_{n}(R)$ as defined in Chapter 3.

Proof. We will prove this lemma by induction on $n$. The lemma is simply true for $n=1$ because $G L_{1}(R)=G L_{1}(R)$, now assume the statement is true for $k=n-1$ which implies that we are assuming that $G L_{n-1}(R)=G L_{1}(R) E_{n-1}(R)$. Now let $\zeta \in G L_{n}(R)$ so we have to just prove that $\exists \Omega$ and $\delta \in E_{n}(R)$ such that $\Omega \zeta \delta \in G L_{n-1}(R)$, let's assume that it is true then we know that $G L_{1}(R)$ normalizes $E_{n}(R)$ because if we take $\operatorname{diag}\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ then $\operatorname{diag}\left(s_{1}, s_{2}, \ldots ., s_{n}\right) e_{\mathrm{ij}}(t) \operatorname{diag}\left(s_{1}, s_{2}, \ldots . s_{n}\right)^{-1}=e_{\mathrm{ij}}\left(s_{i} t s_{j}^{-1}\right)$ and $\operatorname{diag}(s, 1,1, \ldots .1)$ are the elements of $G L_{1}(R)$ when considered as subgroup of $G L_{n}(R)$ so it shows that $G L_{1}(R)$ normalizes $E_{n}(R)$.Now we have $\Omega \zeta \delta \in G L_{n-1}(R)=G L_{1}(R) E_{n-1}(R)$ so let's take that $\Omega \zeta \delta=\sigma \tau$ where $\sigma \in G L_{1}(R)$ and $\tau \in E_{n-1}(R)$ so $\Omega \zeta=\sigma \tau \delta^{-1}$ so $\tau \delta^{-1}=\tau^{\prime} \in E_{n}(R)$ so $\Omega \zeta=\sigma \tau^{\prime}$ which implies that $\sigma^{-1} \Omega \zeta=\tau^{\prime}$ and because $G L_{1}(R)$ normalizes $E_{n}(R) \sigma^{-1} \Omega=t \sigma^{-1}$ where $t \in E_{n}(R)$ so $t \sigma^{-1} \zeta=\tau^{\prime} \Longrightarrow \zeta=\sigma t^{-1} \tau^{\prime}$ where $\sigma \in G L_{1}(R)$ and $t^{-1} \tau^{\prime} \in E_{n}(R)$ so $\zeta \in G L_{1}(R) E_{n}(R)$ which implies that $G L_{n}(R)=G L_{1}(R) E_{n}(R)$.

Now we have to prove that $\exists \Omega$ and $\delta \in E_{n}(R)$ such that $\Omega \zeta \delta \in G L_{n-1}(R)$.So let's define a double coset $E_{n}(R) \zeta E_{n}(R)=\left\{\Omega \zeta \delta: \Omega, \delta \in E_{n}(R)\right\}$.Define a Norm function $N$ as defined in the Definition 4.1.1 and $p \in R$ in such a way so that $N(p)$ is minimum and it is possible in a Euclidean Ring to find such element.If we see the effect of arbitrary $g$ and $g^{\prime} \in E_{n}(R)$ on $\zeta$ they are just elementary row and column operations so there will be an appropriate $g$ and $g^{\prime}$ such that matrix $g \zeta g^{\prime}$ will contain $p$ as an entry.Now if we define a matrix $d_{i j}(t)=e_{i j}(t) e_{j i}\left(-t^{-1}\right) e_{i j}(t)$ where $e_{i j}(t)$ are usual elementary matrices. Then $d_{i j}(1)=e_{i j}(1) e_{j i}(-1) e_{i j}(1)$ and the effect of $d_{i j}(1)$ on the matrix $g \zeta g^{\prime}$ will be simply that it will interchange the $i$ th and $j$ th row and multiply by -1 to the new $j$ th row when it multiplied from the left and it will do the same thing to the columns if it multiplied from the right.So if we multiply $g \zeta g^{\prime}$ by product of these matrices with an appropriate $i$ and $j$
then $\left(\prod_{i, j} d_{i j}(1)\right) g \zeta g^{\prime}\left(\prod_{u, l} d_{u l}(1)\right)$ will contain $p$ at $(n, n)$ position. and Simply $\left.\prod_{i, j} d_{i j}(1)\right) \in$ $E_{n}(R)$, let $b<n$ and in the matrix $\left(\prod_{i, j} d_{i j}(1)\right) g \zeta g^{\prime}\left(\prod_{u, l} d_{u l}(1)\right)$ let's say $q$ is at $(b, n)$ position , then from division algorithm $q$ can be written as $q=a p+r$ where $N(r)<N(p)$.

Now let's take $e_{b, n}(-a)$ and multiply $e_{b, n}(-a)\left(\prod_{i, j} d_{i j}(1)\right) g \zeta g^{\prime}\left(\prod_{u, l} d_{u l}(1)\right)$ then this matrix will have $r$ at its $(b, n)$ position but $N(r)<N(p)$. So $r=0$ so in this way we get a matrix which has 0 at $(b, n)$ position where $b<n$ and $b$ is arbitrary so by varying $b$ and take $\left(\prod_{b<n} e_{b, n}(-a)\right)\left(\prod_{i, j} d_{i j}(1)\right) g \zeta g^{\prime}\left(\prod_{u, l} d_{u l}(1)\right)$ this matrix will have all entries of $n t h$ column as 0 except $p$ at $(n, n)$ position and the same thing we do from right. We will get a matrix which has all entries of $n t h$ row as 0 except $p$ at $(n, n)$ position and $p \in R^{*}$ because the resultant matrix is in $G L_{n}(R)$. So now if we multiply the resultant matrix with $d_{n-1, n}(p) d_{n-1, n}(-1)$ then we will get a matrix which has all entries of $n t h$ row and $n t h$ column as 0 except 1 at $(n, n)$ position.So we get a matrix which is in $G L_{n-1}(R)$ and also in the double coset.

Corollary 4.1.2. [7, Theorem 1.2.11, page 25] If $R$ is a commutative Euclidean ring then $S L_{n}(R)=E_{n}(R)$.

Proof. In a commutative ring R, $E_{n}(R) \leq S L_{n}(R)$ and from Lemma 4.1.1 $S L_{n}(R) \leq$ $G L_{n}(R)=G L_{1}(R) E_{n}(R) \leq E_{n}(R)$ which implies $S L_{n}(R) \leq E_{n}(R) \Longrightarrow S L_{n}(R)=$ $E_{n}(R)$.

Corollary 4.1.3. Because $\mathbb{Z}$ is also a Euclidean Commutative Ring, then from Corollary 4.1.2 $S L_{n}(\mathbb{Z})=E_{n}(\mathbb{Z})$.

Lemma 4.1.4. $S L_{n}(\mathbb{Z})$ is generated by the set $\left\{e_{i j}(1), i \neq j, 1 \leq i \leq n, 1 \leq j \leq n\right\}$.

Proof. From corollary 4.1.3 we have $S L_{n}(\mathbb{Z})=E_{n}(\mathbb{Z})$ which implies that $S L_{n}(\mathbb{Z})$ is generated by the set $\left\{e_{\mathrm{ij}}(t), i \neq j, 1 \leq i \leq n, 1 \leq j \leq n, t \in \mathbb{Z}\right\}$ so now let's take $t \in \mathbb{Z}, i \neq j$ and take $e_{\mathrm{ij}}(t)=e_{\mathrm{ij}}(1)^{t}$ this simply proves the lemma.

### 4.2 Proof Of The Theorem 4.0.1 in the case of $n=2$

In this case $\theta=\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ and $\phi=\theta^{\top}=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ Now take an arbitrary element $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in$ $S L(2, \mathbb{Z})$. Let's say $c \neq 0$ and also let's assume $|a| \geq|c|$ means the lower left entry has lower
absolute value than the upper left entry then by dividing $a$ by $c$ from divison algorithm $a=c q+r$ where $0 \leq r<|c|$. Now if we multiply $\phi^{-q}$ to $\gamma$ from the left side then $\phi^{-q} \gamma=$ $\left[\begin{array}{cc}1 & -q \\ 0 & 1\end{array}\right]\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]=\left[\begin{array}{cc}a-c q & b-q d \\ c & d\end{array}\right]$ but we have $a-c q=r$ so then $\phi^{-q} \gamma=\left[\begin{array}{cc}r & b-q d \\ c & d\end{array}\right]$ now if we take $\phi \theta^{-1} \phi==\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$, define $\phi \theta^{-1} \phi \phi^{-q} \gamma==\left[\begin{array}{cc}c & d \\ -r & q d-b\end{array}\right]$ in this matrix also we have the lower left entry with lower absolute value than the upper left entry. So multiplying by enough copies of $\phi \theta^{-1} \phi$ and powers of $\phi$ we will get the lower left entry zero (because of the divison algorithm) and the resultant matrix will be in $S L_{2}(\mathbb{Z})$ so the determinant of that matrix will be one and the form of the matrix will be as follows: $\left[\begin{array}{cc} \pm 1 & h \\ 0 & \pm 1\end{array}\right]$ for some $h \in \mathbb{Z}$ where the diagonal entries will have the same sign. So the matrix is either $\phi^{h}$ or $-\phi^{-h}$. Now let's define that $H$ the subgroup of $S L_{2}(\mathbb{Z})$ generated by $\theta$ and $\phi$. Then $\exists y \in H$ such that $y \gamma= \pm \phi^{j}$ for some $j \in \mathbb{Z}$. Define $\phi \theta^{-1} \phi=V$ then $V^{2}=-I_{2}$ which shows that $\gamma= \pm y^{-1} \phi^{j} \in H . H$ is the subgroup generated by $\theta$ and $\phi$, and $\gamma$ is an arbitrary element of $S L(2, \mathbb{Z})$ which shows $\theta$ and $\phi$ will generate $S L(2, \mathbb{Z})$. So the theorem is proved for $n=2$.

Now in further section we will take $n \geq 3$. Before going further let's define some elements: First take $H$ is the subgroup of $S L_{n}(\mathbb{Z})$ for $n \geq 3$ generated by $\{\theta, \phi\}$

Let $\left\{u_{1}, \ldots ., u_{n}\right\}$ be the standard generators (written in column vectors) of the free $\mathbb{Z}$ module $\mathbb{Z}^{n}$ of rank n.which means $u_{i}$ is a column vector having entry 1 at $i t h$ place and other place 0 .Now define $\sigma=\theta^{-1} \phi$ and $\omega=\sigma^{-1} \phi \sigma$.

So we can easily see that $\sigma u_{1}=\theta^{-1} \phi u_{1}=\theta^{-1} u_{1}=u_{1}-u_{2}+\ldots .+(-1)^{n-1} u_{n}$ and $\sigma u_{i}=u_{\mathrm{i}-1}$ for $2 \leq i \leq n$.

So $\omega u_{1}=u_{1}-u_{2}+\ldots+(-1)^{n-1} u_{n}, \omega u_{2}=u_{2}$ and $\omega u_{i}=u_{i}+u_{i-1}$ for $3 \leq i \leq n$.
So we can write $\omega$ in the matrix form in following way: $\omega=\left[\begin{array}{cc}1 & 0 \\ f & \phi_{1}\end{array}\right]$ where $f$ is the following column vector: $f=\left(\begin{array}{c}-1 \\ (-1)^{2} \\ \vdots \\ (-1)^{n-1}\end{array}\right)$ and $\phi_{1}$ is the $(n-1) \times(n-1)$ analogue of $\phi$.

### 4.2.1 The Subgroup $\mathscr{C}_{n}$ and the map $\eta$

Let $\mathscr{C}_{n}$ be the subgroup of $S L_{n}(\mathbb{Z})$ consisting of all matrices of the type $\left[\begin{array}{ll}1 & 0 \\ u & a\end{array}\right]$ where $u$ runs over all elements (written in column vectors) in $\mathbb{Z}^{n-1}$ and $a$ runs over all elements in $S L_{n-1}(\mathbb{Z})$. Let's define a map $\eta$ :

$$
\begin{gathered}
\eta: \mathscr{C}_{n} \rightarrow S L_{n-1}(\mathbb{Z}) \\
{\left[\begin{array}{ll}
1 & 0 \\
u & a
\end{array}\right] \rightarrow a}
\end{gathered}
$$

we can easily see that $\eta$ is a group homomorphism considering them as multiplicative groups because if we identify $\mathscr{C}_{n}$ with set of all ordered pairs $(u, a)$ where $u \in \mathbb{Z}^{n-1}$ and $a \in S L_{n-1}(\mathbb{Z})$ and the multiplication will be defined in the following way to these ordered pairs:

$$
\begin{gathered}
(u, a)(v, b)=(u+a v, a b) \\
\eta((u+a v, a b))=\eta((u, a)(v, b))=a b=\eta(u, a) \eta(v, b)
\end{gathered}
$$

and for any arbitrary $a$ in $S L_{n-1}(\mathbb{Z})$ we will always have a matrix $\left[\begin{array}{ll}1 & 0 \\ u & a\end{array}\right] \in \mathscr{C}_{n}$ so $\eta$ is a surjective group homomorphism. Ker $\eta=\mathscr{J}_{n}=\left\{M \in \mathscr{C}_{n}: \eta(M)=I\right\}$ so

$$
\mathscr{J}_{n}=\left\{\left[\begin{array}{ll}
1 & 0 \\
u & I
\end{array}\right]: u \in \mathbb{Z}^{n-1}\right\} . \quad \text { The elements } \theta \text { and } \omega \text { which we defined above clearly we }
$$

can see that they are in $\mathscr{C}_{\mathrm{n}}$ where $\theta=\left(s, \theta_{1}\right)$ where $s=\left(\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right)$ and $\theta_{1}$ is the $(n-1) \times(n-1)$ analogue of $\theta$ and $\omega=\left(f, \phi_{1}\right)$.

Lemma 4.2.1. [5, Lemma 1] If $r$ and $s$ are integers in such a way that $1 \leq s<r \leq n$ then $\phi^{-1} e_{r s}(q) e_{r+1, s}(q) \phi=e_{r+1, s}(q) e_{r+1, s+1}(q)$, where $q$ is a non-zero integer.

Proof. $e_{\mathrm{rs}}(q)=I_{\mathrm{n}}+x_{\mathrm{rs}}(q)$ as defined earlier now we have following thing: $x_{\mathrm{rs}}(q) x_{\mathrm{kl}}(t)=0$ if $s \neq k$, otherwise if $s=k$, then $x_{\mathrm{rs}}(q) x_{\mathrm{sl}}(t)=x_{\mathrm{rl}}(q t)$ and we want to prove

$$
\begin{equation*}
e_{\mathrm{rs}}(q) e_{\mathrm{r}+1, \mathrm{~s}}(q) \phi=\phi e_{\mathrm{r}+1, \mathrm{~s}}(q) e_{\mathrm{r}+1, \mathrm{~s}+1}(q) \tag{4.1}
\end{equation*}
$$

and $\phi=I+x_{12}(1)+x_{23}(1)+\ldots . .+x_{\mathrm{n}-1, \mathrm{n}}(1)$ so LHS of equation 4.1 is : $e_{\mathrm{rs}}(q) e_{\mathrm{r}+1, \mathrm{~s}}(q) \phi=$ $\left(I+x_{\mathrm{rs}}(q)\right)\left(I+x_{\mathrm{r}+1, \mathrm{~s}}(q)\right)\left(I+x_{12}(1)+x_{23}(1)+\ldots .+x_{n-1, n}(1)\right)=I+x_{12}(1)+x_{23}(1)+\ldots . .+$ $x_{n-1, n}(1)+x_{\mathrm{rs}}(q)+x_{\mathrm{r}, \mathrm{s}+1}(q)+x_{\mathrm{r}+1, \mathrm{~s}}(q)+x_{\mathrm{r}+1, \mathrm{~s}+1}(q)$.

Now if we calculate RHS of equation $4.1: \phi e_{\mathrm{r}+1, \mathrm{~s}}(q) e_{\mathrm{r}+1, \mathrm{~s}+1}(q)=I+x_{12}(1)+x_{23}(1)+$ $\ldots . .+x_{n-1, n}(1)+x_{\mathrm{rs}}(q)+x_{\mathrm{r}, \mathrm{s}+1}(q)+x_{\mathrm{r}+1, \mathrm{~s}}(q)+x_{\mathrm{r}+1, \mathrm{~s}+1}(q)$ which implies $L H S=$ RHS.

Lemma 4.2.2. [5, Lemma 2] Let $v=s_{1} u_{1}+s_{2} u_{2}+\ldots . .+s_{n} u_{n}$ be an element of $\mathbb{Z}^{n}$, where $u_{i}$ is the standard basis of $\mathbb{Z}^{n}$. Then if $s_{i} \neq 0$ for some $i$ then the sub-module of $\mathbb{Z}^{n}$ which is generated by the set $\{g u: g \in H\}$, contains $\left(\left|s_{i}\right| \mathbb{Z}\right)^{n}$. So if any $s_{i}$ will have value 1 then the set $\{g u: g \in H\}$ will generate $\mathbb{Z}^{n}$, where $H=<\theta, \phi>$.

Proof. Let $M$ be the submodule of $\mathbb{Z}^{n}$ generated by the set $\{g u: g \in H\}$. We can see that $\theta u_{i}=u_{\mathrm{i}}+u_{\mathrm{i}+1}$ for $1 \leq i \leq n-1$ and $\theta u_{\mathrm{n}}=u_{\mathrm{n}}$, so if we take $\theta v-v=s_{1} u_{2}+s_{2} u_{3}+\ldots . . s_{\mathrm{n}-1} u_{\mathrm{n}} \in$ $M$ and let's define $\theta v-v=m$ then if we take $\theta m-m=s_{1} u_{3}+s_{2} u_{4}+\ldots . s_{\mathrm{n}-2} u_{\mathrm{n}} \in M$ this process will occur upto we got $Q=s_{1} u_{\mathrm{n}-\mathrm{i}+1}+s_{2} u_{\mathrm{n}-\mathrm{i}+2}+\ldots . s_{\mathrm{i}} u_{\mathrm{n}} \in M$. Now we will take $\phi Q-Q=s_{1} u_{\mathrm{n}-\mathrm{i}}+s_{2} u_{\mathrm{n}-\mathrm{i}+1}+\ldots . . s_{\mathrm{i}} u_{\mathrm{n}-1} \in M$ and let's define $\phi Q-Q=Q^{\prime}$ and take $\phi Q^{\prime}-Q^{\prime}=Q^{\prime \prime}=s_{1} u_{\mathrm{n}-\mathrm{i}-1}+s_{2} u_{\mathrm{n}-\mathrm{i}}+\ldots . . s_{\mathrm{i}} u_{\mathrm{n}-2}$ so $Q^{\prime \prime} \in M$ in this way if we do this process we will eventually get that $s_{\mathrm{i}} u_{\mathrm{i}} \in M \forall i$ which means $\left\{s_{1} u_{1}, s_{2} u_{2}, \ldots . . s_{\mathrm{n}} u_{\mathrm{n}}\right\} \in M$. Now let's take $\theta s_{1} u_{1}=s_{1}\left(u_{1}+u_{2}\right) \in M$ which simply implies that $s_{1} u_{2} \in M$ in the same way operating $\theta$ on these elements will give us that $\left\{s_{1} u_{\mathrm{j}} \in M\right.$ for $\left.1 \leq j \leq n\right\}$. In the same way operating $\theta$ on $s_{2} u_{2}$ we will get that $\left\{s_{2} u_{\mathrm{j}} \in M\right.$ for $\left.2 \leq j \leq n\right\}$ and operating $\phi$ on $s_{2} u_{2}$ we will see that $\phi s_{2} u_{2}=s_{2} u_{1}+s_{2} u_{2} \in M$ but it is proved above that $s_{2} u_{2} \in M$ which implies that $s_{2} u_{1} \in M$. So in this way by operating $\theta$ and $\phi$ we will get $\left\{s_{\mathrm{i}} u_{\mathrm{j}} \in M\right.$ for $\left.1 \leq i \leq n, 1 \leq j \leq n\right\}$.

The proof in the following section follows very closely to that of Theorem 1 of [5].

### 4.3 Proof of Theorem 4.0.1 in the case of $n=3$ and $n=5$

Let's take $n=5$, the way $\mathscr{C}_{5}$ is defined it is obvious that $\theta$ and $\omega$ are in the subgroup $\mathscr{C}_{5}$. Now define $\chi=\theta^{-1} \omega$ then $\chi=\left[\begin{array}{ccccc}1 & 0 & 0 & 0 & 0 \\ -2 & 1 & 1 & 0 & 0 \\ 3 & -1 & 0 & 1 & 0 \\ -4 & 1 & 0 & 0 & 1 \\ 5 & -1 & 0 & 0 & 0\end{array}\right]$ so now $\chi^{5}=\left[\begin{array}{cc}1 & 0 \\ \rho_{1} & -I\end{array}\right]$ where $I$ is a $4 \times 4$ identity matrix and $\rho_{1}$ is a column vector $\left[\begin{array}{llll}4 & 4 & 2 & 6\end{array}\right]$ Then the commutator $\left[\theta, \chi^{5}\right]=\theta^{-1} \chi^{-5} \theta \chi^{5}=\left[\begin{array}{cc}1 & 0 \\ \rho_{2} & I\end{array}\right]$ where $\rho_{2}$ is the column vector $\left[\begin{array}{llll}-2 & -2 & -2 & 0\end{array}\right]$. Now we see that from lemma 4.2 .2 , if we define the sub-module $\left\{g \rho_{2}: g \in H\right\}$ of $\mathbb{Z}^{4}$, then this sub-module will contain $(2 \mathbb{Z})^{4}$, now let's define a subgroup $\left\{k\left(\rho_{2}, I\right) k^{-1}: k \in<\theta, \omega>\leqslant\right.$ $H\} \leqslant \mathscr{J}_{5}$ and this subgroup will contain all the elements of the form $\left(\rho_{3}, I\right)$ where $\rho_{3}$ is a column vector in $\mathbb{Z}^{4}$ which has even integers as its components, this we can see because $\mathscr{J}_{5}$ is a Normal Subgroup of $\mathscr{C}_{5}$ so then $\forall g \in \mathscr{C}_{5}$ and $\forall h \in \mathscr{J}_{5}, g h g^{-1} \in \mathscr{J}_{5}$ and the components of $\rho_{3}$ are even integers because let's take $g=\left(c_{1}, a\right) \in \mathscr{C}_{5}$ where $a \in S L_{4}(\mathbb{Z})$ then $g^{-1}=\left(-a^{-1} c_{1}, a^{-1}\right)$, then $g\left[\theta, \chi^{5}\right] g^{-1}=\left(c_{1}, a\right)\left(\rho_{2}, I\right)\left(-a^{-1} c_{1}, a^{-1}\right)=\left(a \rho_{2}, I\right)$ and $\rho_{2}$ has even integers as components which implies $a \rho_{2}$ will also have only even integers as components. That's why the components of $\rho_{3}$ are even integers and $\left(\rho_{3}, I\right) \in H$. So which shows $e_{\mathrm{i} 1}(2) \in H$ for $2 \leq i \leq 5$. Now we will show that $e_{\mathrm{ij}}(2) \in H$ for $j<i$.

We will use induction on $j$ to prove that $e_{\mathrm{ij}}(2) \in H$ for $1 \leq j<i \leq 5$.
For $j=1$ it is proved above, now assume it is true for $1 \leq j<i \leq 5$ we will prove it for $1 \leq j+1<i+1 \leq 5$. From lemma 4.2.1 we know that $\phi^{-1} e_{\mathrm{ij}}(2) e_{\mathrm{i}+1, \mathrm{j}}(2) \phi=e_{\mathrm{i}+1, \mathrm{j}}(2) e_{\mathrm{i}+1, \mathrm{j}+1}(2)$ , now we know that $\phi^{-1} e_{\mathrm{ij}}(2) e_{\mathrm{i}+1, \mathrm{j}}(2) \phi \in H$ from induction hypothesis and $e_{\mathrm{i}+1, \mathrm{j}}(2) \in H$ which simply says that $e_{i+1, j+1}(2) \in H$ which proves our statement from induction. So we proved that $e_{\mathrm{ij}}(2) \in H$ for $j<i$. Now let's take $\theta^{4}=\left[\begin{array}{ccccc}1 & 0 & 0 & 0 & 0 \\ 4 & 1 & 0 & 0 & 0 \\ 6 & 4 & 1 & 0 & 0 \\ 4 & 6 & 4 & 1 & 0 \\ 1 & 4 & 6 & 4 & 1\end{array}\right] \in H$. Which
states that $\theta^{4}=e_{21}(2)^{2} e_{31}(2)^{3} e_{41}(2)^{2} e_{51}(1) e_{32}(2)^{2} e_{42}(2)^{3} e_{52}(2)^{2} e_{43}(2)^{2} e_{53}(2)^{3} e_{54}(2)^{2} \in H$, and we proved that $e_{\mathrm{ij}}(2), j<i \in H$ which shows that $e_{51}(1) \in H$. Now $e_{51}(1)=\left[\begin{array}{cc}1 & 0 \\ \rho_{4} & I\end{array}\right]$ where $\rho_{4}$ is the column vector $\left[\begin{array}{llll}0 & 0 & 0 & 1\end{array}\right]$ so from lemma 4.2.2 if we define the sub-module $\left\{g \rho_{4}: g \in H\right\}$ of $\mathbb{Z}^{4}$ then this sub-module will generate the whole $\mathbb{Z}^{4}$ and now define a set $\left\{g\left(\rho_{4}, I\right) g^{-1}: g \in\langle\theta, \omega\rangle\right\}$ and this set will be a subgroup of $\mathscr{J}_{5}$ and in this case from lemma 4.2.2 $\left\{g\left(\rho_{4}, I\right) g^{-1}: g \in<\theta, \omega>\right\}=\mathscr{J}_{5}$. This implies that $e_{i 1}(1) \in H$ for $2 \leq i \leq 5$. Now as above we proved by using lemma 4.2.1 that $e_{\mathrm{ij}}(2) \in H$ for $j<i$ similarly we can prove that $e_{\mathrm{ij}}(1) \in H$ for $j<i$. So now $\phi$ is the transpose of $\theta$ so if we use $\phi$ instead of $\theta$ in this proof we will get that $e_{\mathrm{ij}}(1) \in H$ for $j>i$ because $H=<\theta, \phi>$. This shows that that the set $\left\{e_{\mathrm{ij}}(1), i \neq j, 1 \leq i, j \leq 5\right\} \in H$ and $H$ is the subgroup of $S L_{5}(\mathbb{Z})$ but now from Lemma 4.1.4, $S L_{5}(\mathbb{Z}) \subseteq H$ which implies that $H=<\theta, \phi>=S L_{5}(\mathbb{Z})$.

Now take the case for $n=3$, similarly define $\chi=\theta^{-1} \omega=\left[\begin{array}{ccc}1 & 0 & 0 \\ -2 & 1 & 1 \\ 3 & -1 & 0\end{array}\right]$ then $\chi^{3}=$ $\left[\begin{array}{ccc}1 & 0 & 0 \\ 2 & -1 & 0 \\ 4 & 0 & -1\end{array}\right]$ So $\left[\theta, \chi^{3}\right]=\theta^{-1} \chi^{-3} \theta \chi^{3}=\left[\begin{array}{ccc}1 & 0 & 0 \\ -2 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]=e_{21}(-2)$ which implies $e_{21}(-2) \in H$ which further implies $e_{21}(2) \in H$ because they are inverse of each other and $H$ is a group.we can see that $e_{21}(2)=\left[\begin{array}{cc}1 & 0 \\ \rho_{5} & I\end{array}\right]$ where $I$ is a $2 \times 2$ identity matrix and $\rho_{5}$ is a column vector $\left[\begin{array}{ll}2 & 0\end{array}\right]$ so we can use lemma 4.2 .2 as we use in the case of $n=5$ it will give us that $e_{\mathrm{i} 1}(2) \in H$ for $i=2,3$ and similarly using lemma 4.2.1 we will get that $e_{\mathrm{ij}}(2) \in H$ for $j<i$. Now $\theta^{2}==\left[\begin{array}{lll}1 & 0 & 0 \\ 2 & 1 & 0 \\ 1 & 2 & 1\end{array}\right]=e_{21}(2) e_{32}(2) e_{31}(1)$ which implies that $e_{31}(1) \in H$ now use the same argument which we used in the case of $n=5$ we will eventually get that $e_{\mathrm{ij}}(1) \in H$ for $j<i$ and same as in $n=5$ we will get $\left\{e_{\mathrm{ij}}(1), i \neq j, 1 \leq i, j \leq 3\right\} \in H$ which shows that $H=<\theta, \phi>=S L_{3}(\mathbb{Z})$.

### 4.4 Generation of $S L_{n}(\mathbb{Z})$ for $n \geq 6$

Definition 4.4.1. Perfect Group: Perfect group is a group in which the commutator subgroup of the group is exactly equal to the group i.e. if $G$ is a Perfect group then $[G, G]=G$.

Lemma 4.4.1. $S L_{n}(\mathbb{Z})$ is a Perfect group for $n \geq 3$.

Proof. To prove this we will use the commutator relation among elementary matrices of $S L_{n}(\mathbb{Z})$.If we take $i, j, l$ in such a way that $i \neq j \neq l$ then $\left[e_{\mathrm{ij}}(1), e_{\mathrm{jl}}(1)\right]=e_{\mathrm{il}}(1)$ other than this if we have $\left[e_{\mathrm{ij}}(1), e_{\mathrm{kl}}(1)\right]=I$ where $j \neq k$. We know that $\left[S L_{n}(\mathbb{Z}), S L_{n}(\mathbb{Z})\right]$ is always a subgroup of $S L_{n}(\mathbb{Z})$, so let's take an arbitrary element $\gamma \in S L_{n}(\mathbb{Z})$ we will prove that $\gamma \in\left[S L_{n}(\mathbb{Z}), S L_{n}(\mathbb{Z})\right]$ then from lemma 4.1.4 we can write $\gamma$ as $\gamma=\prod_{i, j} e_{i j}(1)$ so now for each $e_{\mathrm{ij}}(1) \mathrm{i}$ can choose an $l$ in such a way that $i \neq j \neq l$ and $e_{\mathrm{ij}}(1)=\left[e_{\mathrm{il}}(1), e_{\mathrm{lj}}(1)\right]$ then each element of product is in the commutator subgroup and $S L_{n}(\mathbb{Z})$ is a multiplicative group so then it simply proves that $\gamma \in\left[S L_{n}(\mathbb{Z}), S L_{n}(\mathbb{Z})\right]$ and $\gamma$ is an arbitrary element of $S L_{n}(\mathbb{Z})$ so it proves that $S L_{n}(\mathbb{Z})=\left[S L_{n}(\mathbb{Z}), S L_{n}(\mathbb{Z})\right]$ for $n \geq 3$, which at last proves that $S L_{n}(\mathbb{Z})$ is a perfect group for $n \geq 3$.

Lemma 4.4.2. [5, Lemma 3] The group $\mathscr{C}_{n}$ is perfect for $n \geq 4$.

Proof. We earlier saw that $\mathscr{C}_{n}$ contains a Normal subgroup $\mathscr{J}_{n}$ which simply we can see that it is isomorphic to $\mathbb{Z}^{n-1}$ and $\mathscr{C}_{n} / \mathscr{J}_{n}$ is isomorphic to $S L_{n-1}(\mathbb{Z})$ (from first isomorphism Theorem of groups applied on the map $\eta$ ) and we proved the fact that $S L_{n}(\mathbb{Z})$ is a perfect group for $n \geq 3$ which implies that $S L(n-1, \mathbb{Z})$ is a perfect group for $n \geq 4$. So $\mathscr{C}_{\mathrm{n}} / \mathscr{J}_{\mathrm{n}}$ is a Perfect group for $n \geq 4$. This means that $\left[\mathscr{C}_{\mathrm{n}} / \mathscr{J}_{\mathrm{n}}, \mathscr{C}_{\mathrm{n}} / \mathscr{J}_{\mathrm{n}}\right]=\mathscr{C}_{\mathrm{n}} / \mathscr{J}_{\mathrm{n}}$ so now if i take an element $M \in \mathscr{C}_{n}$ and define $\left[\mathscr{C}_{n}, \mathscr{C}_{\mathrm{n}}\right]=\mathscr{C}_{n}^{\prime}$. Now $M \in \mathscr{C}_{\mathrm{n}}$ that's why $M \mathscr{J}_{\mathrm{n}} \in \mathscr{C}_{\mathrm{n}} / \mathscr{J}_{\mathrm{n}}$ and we have the fact that $\mathscr{C}_{n} / \mathscr{J}_{n}$ is a perfect group for $n \geq 4$ which means $\exists P \mathscr{J}_{n}$ and $Q \mathscr{J}_{n}$ such that $\left[P \mathscr{J}_{n}, Q \mathscr{J}_{n}\right]=M \mathscr{J}_{n}$. This implies that $P^{-1} Q^{-1} P Q \mathscr{J}_{n}=M \mathscr{J}_{n}$ which means $M^{-1} P^{-1} Q^{-1} P Q \in \mathscr{J}_{n}$ so we can take an element $j_{n} \in \mathscr{J}_{n}$ so that $j_{n}=$ $M^{-1} P^{-1} Q^{-1} P Q \quad \Longrightarrow \quad M=P^{-1} Q^{-1} P Q j_{n}^{-1}$ which says $M=[P, Q] j_{n}^{-1}$ and $M$ was an arbitrary element of $\mathscr{C}_{n}$ that proves that $\mathscr{C}_{n}=\left[\mathscr{C}_{n}, \mathscr{C}_{n}\right] \mathscr{J}_{n} \Longrightarrow \mathscr{C}_{n}=\mathscr{C}_{n}^{\prime} \mathscr{J}_{n}$. Now if we prove that $\mathscr{J}_{n}$ is a subgroup of $\mathscr{C}_{n}^{\prime}$ then we are done. As we previously state that we can write elements of $\mathscr{C}_{n}$ as ordered pairs $(u, a)$ where $u \in \mathbb{Z}^{n-1}$ and $a \in S L_{n-1}(\mathbb{Z})$. Now we have $(u, I)^{-1}\left(0, a^{-1}\right)(u, I)(0, a)=\left(a^{-1} u-u, I\right)$. So let's take $u_{1}, u_{2}, \ldots \ldots, u_{n-1}$ are free generators
of $\mathscr{J}_{n}$ so let's take $u$ to be $u_{1}$ where $u_{1}=\left[\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right]$ and $a^{-1}$ to be $e_{i 1}(1)$ where $2 \leq i \leq n-1$. Then $\left(u_{1}, I\right)^{-1}\left(0, e_{i 1}(1)\right)\left(u_{1}, I\right)\left(0, e_{i 1}(-1)\right)=\left(u_{i}, I\right)$ for $2 \leq i \leq n-1$ which also shows that $\left(u_{i}, I\right) \in \mathscr{C}_{n}^{\prime}$ for $2 \leq i \leq n-1$. Now if we take $u=u_{2}$ and $a^{-1}=e_{12}(1)$ then it shows that $\left(u_{1}, I\right)$ is also a commutator, but $\left(u_{i}, I\right)$ for $1 \leq i \leq n-1$ generates $\mathscr{J}_{n}$ and that proves $\mathscr{J}_{n}$ is a subgroup of $\mathscr{C}_{n}^{\prime}$ which states that $\mathscr{C}_{n}=\mathscr{C}_{n}^{\prime}=\left[\mathscr{C}_{n}, \mathscr{C}_{n}\right]$ which shows that $\mathscr{C}_{\mathrm{n}}$ is a perfect group for $n \geq 4$.

### 4.4.1 Proof Of Theorem 4.0.1 when $n \geq 6$

The proof in the following section follows very closely to that of Theorem 2 of [5].
We will proceed by induction on $n$, so the theorem is true for $n=5$ by previous section and assume the theorem is true for $k=n-1$. Intially we defined the surjection $\eta: \mathscr{C}_{n} \rightarrow$ $S L_{n-1}(\mathbb{Z})$ given by $\eta(u, a)=a$ and $\operatorname{ker} \eta=\mathscr{J}_{n}$. Let $\mathscr{K}_{n}$ be the subgroup of $\mathscr{C}_{n}$ generated by $\theta$ and $\omega$ So the way $\theta$ and $\omega$ are defined in previous sections we can clearly see that $\eta(\theta)$ and $\eta(\omega)$ are the elements of $S L_{n-1}(\mathbb{Z})$ that are the $(n-1) \times(n-1)$ analogue of $\theta$ and $\phi$. So from induction hypothesis $\eta(\theta)$ and $\eta(\omega)$ will generate $S L_{n-1}(\mathbb{Z})$ and thus $\eta\left(\mathscr{K}_{n}\right)=\eta\left(\mathscr{C}_{n}\right)$. Now we prove the following lemma:

Lemma 4.4.3. $\mathscr{J}_{n} \mathscr{K}_{n}=\mathscr{C}_{n}$

Proof. So we know that $\mathscr{J}_{n} \mathscr{K}_{n} \subseteq \mathscr{C}_{n}$. Now let's take an element $(v, a) \in \mathscr{C}_{n}$ we will prove that $(v, a) \in \mathscr{J}_{n} \mathscr{K}_{n}$ so to prove this we can write $(v, a)=\left(v_{1}, I\right)\left(v_{2}, a\right)$ and the way the multiplication of these ordered pairs are defined we have to choose our $v_{2}$ in such a way so that $v_{1}+v_{2}=v$ and $\left(v_{2}, a\right) \in \mathscr{K}_{n}$ and we know that $a \in S L_{n-1}(\mathbb{Z})$ and from induction hypothesis $S L_{n-1}(\mathbb{Z})$ is generated by $\eta(\theta)$ and $\eta(\omega)$ so $a=\eta(\theta)^{i} \eta(\omega)^{j}$ so $\left(v_{2}, a\right)=\left(v_{2}, \eta(\theta)^{i} \eta(\omega)^{j}\right)$ and in section 4.2.1 we saw that $\theta=\left(s, \theta_{1}\right)=(s, \eta(\theta))$ and $\omega=\left(f, p h i_{1}\right)=(f, \eta(\omega))$ so let's take the element $\theta^{i} \omega^{j}=\prod_{n=1}^{n=i}\left(s, \eta(\theta)^{n}\right) \prod_{m=1}^{m=j}\left(f, \eta(\omega)^{m}\right)=\left(s+\eta(\theta) s+\eta(\theta)^{2} s+\ldots . .+\eta(\theta)^{i-1} s, \eta(\theta)^{i}\right)(f+$ $\left.\eta(\omega) f+\eta(\omega)^{2} f+\ldots \ldots+\eta(\omega)^{j-1} f, \eta(\omega)^{j}\right)$.
which implies that $\theta^{i} \omega^{j}=\left(s+\eta(\theta) s+\eta(\theta)^{2} s+\ldots . .+\eta(\theta)^{i-1} s+\eta(\theta)^{i}\left(f+\eta(\omega) f+\eta(\omega)^{2} f+\right.\right.$
$\left.\left.\ldots \ldots+\eta(\omega)^{j-1} f\right), \eta(\theta)^{i} \eta(\omega)^{j}\right)$.
so we will choose our $v_{2}$ as $v_{2}=s+\eta(\theta) s+\eta(\theta)^{2} s+\ldots . .+\eta(\theta)^{i-1} s+\eta(\theta)^{i}(f+\eta(\omega) f+$ $\left.\eta(\omega)^{2} f+\ldots \ldots+\eta(\omega)^{j-1} f\right)$ taking this vector as $v_{2}$ it will give us that $\left(v_{2}, a\right)=\theta^{i} \omega^{j}$ which implies that $\left(v_{2}, a\right) \in \mathscr{K}_{n}$ because $\mathscr{K}_{n}=<\theta, \omega>$ and $v_{1}=v-v_{2}$ and $\left(v_{1}, I\right) \in \mathscr{J}_{n} \Longrightarrow$ $(v, a) \in \mathscr{J}_{n} \mathscr{K}_{n}$ which implies that $\mathscr{C}_{n} \subseteq \mathscr{J}_{n} \mathscr{K}_{n}$ which ultimately shows that $\mathscr{C}_{n}=\mathscr{J}_{n} \mathscr{K}_{n}$.

Now Let $\mathscr{C}_{n-1}$ be the subgroup of $S L_{n-1}(\mathbb{Z})$ same as $\mathscr{C}_{n}$ subgroup of $S L_{n}(\mathbb{Z})$. Now let $\mathscr{E}_{n}$ be the preimage of $\mathscr{C}_{n-1}$ in $\mathscr{K}_{n}$ which implies that $\mathscr{E}_{n} \leqslant \mathscr{K}_{n}$, now the preimage of $\mathscr{C}_{n-1}$ under the map $\eta$ in $\mathscr{C}_{n}$ will contain in a subgroup $\mathscr{T}$ of $\mathscr{C}_{n}$ which will have elements of the type $\left[\begin{array}{cc}G(b) & 0 \\ J & R\end{array}\right]$ where $b \in \mathbb{Z}, G(b)$ is a $2 \times 2$ matrix and $G(b)=e_{21}(b), J$ is a $(n-2) \times 2$ matrix and $R \in S L_{n-2}(\mathbb{Z})$. Now as we saw earlier that $\eta\left(\mathscr{K}_{n}\right)=\eta\left(\mathscr{C}_{n}\right)$ similarly, the way $\mathscr{E}_{n}$ and $\mathscr{T}$ defined and because $\eta$ is onto that's why we will have $\eta\left(\mathscr{E}_{n}\right)=\eta(\mathscr{T})=\mathscr{C}_{n-1}$. Now if we see the group $\mathscr{J}_{n}$ is in the group $\mathscr{T}$ means $\mathscr{J}_{n} \leqslant \mathscr{T}$ with $R=I$. So then from lemma 4.4.3, $\mathscr{T}=\mathscr{J}_{n} \mathscr{E}_{n}$.

Now Let's define a map, $\beta: \mathscr{T} \rightarrow \mathbb{Z}$

$$
\left[\begin{array}{cc}
G(b) & 0 \\
J & R
\end{array}\right] \rightarrow b
$$

the map $\beta$ is a surjective homomorphism considering $\mathscr{T}$ as a multiplicative group and $\mathbb{Z}$ as an additive group which means $\beta(d e)=\beta(d)+\beta(e)$. Now take the commutator $[\mathscr{T}, \mathscr{T}] \leqslant \mathscr{T}$ and let's say $t \in \mathscr{T}$ then we can easily see that $\beta([t, t])=0$ and we have that $\mathscr{E}_{n} \leqslant \mathscr{T}$ so it says that $\left[\mathscr{E}_{n}, \mathscr{E}_{n}\right] \leqslant[\mathscr{T}, \mathscr{T}] \leqslant \operatorname{ker} \beta$ and $\eta\left(\left[\mathscr{E}_{n}, \mathscr{E}_{n}\right]\right)=\left[\eta\left(\mathscr{E}_{n}\right), \eta\left(\mathscr{E}_{n}\right)\right]=\left[\mathscr{C}_{n-1}, \mathscr{C}_{n-1}\right]$ but from lemma 4.4.2 we have that $\mathscr{C}_{n}$ is a perfect group for $n \geq 4$ so $\left[\mathscr{C}_{n-1}, \mathscr{C}_{n-1}\right]=\mathscr{C}_{n-1}$. Let's denote $\left[\mathscr{C}_{n}, \mathscr{C}_{n}\right]=\mathscr{C}_{n}^{\prime}$ then $\eta\left(\mathscr{E}_{n}^{\prime \prime}\right)=\mathscr{C}_{n-1}$ and then it follows that $\mathscr{T}=\mathscr{J}_{n} \mathscr{E}_{n}^{\prime}$.

Now $\theta \in \mathscr{T}$ with $b=1$ so $\beta(\theta)=1$ and let's say $\exists y \in \mathscr{J}_{n}$ and $q \in \mathscr{E}_{n}^{\prime}$ so that $\theta=y q$ and $\beta(\theta)=\beta(y q)=\beta(y)+\beta(q)$ but $q \in \mathscr{E}_{n}^{\prime}$ and that's why $\beta(q)=0$ which implies $\beta(y)=1$ and $\theta \in \mathscr{K}_{n}$ and $q \in \mathscr{E}_{n}^{\prime} \leqslant \mathscr{E}_{n} \leqslant \mathscr{K}_{n}$, which implies $y \in \mathscr{J}_{n} \cap \mathscr{K}_{n}$ so $y \in \mathscr{J}_{n}$ such that $\beta(y)=1$ so this says that $y=(z, I)$ where $z \in \mathbb{Z}^{n-1}$ and $z=[1, \ldots]^{\prime}$ so from lemma 4.2.2 the sub-module $\left\{g z: g \in \mathscr{K}_{n}\right\}$ will generate module $\mathbb{Z}^{n}$ and the set $\left\{g y g^{-1}: g \in \mathscr{K}_{n}\right\}$ is a subgroup of $\mathscr{K}_{n}$ because $y \in \mathscr{K}_{n}$ and also subgroup of $\mathscr{J}_{n}$ but because of lemma 4.2.2
this subgroup will generate $\mathscr{J}_{n}$ so that implies $\mathscr{J}_{n} \leqslant \mathscr{K}_{n}$. From the map $\eta$ and from first isomorphism theorem of groups we have $\mathscr{K}_{n} / \mathscr{J}_{n} \cap \mathscr{K}_{n} \cong S L_{n-1}(\mathbb{Z})$ but $\mathscr{J}_{n} \cap \mathscr{K}_{n}=\mathscr{J}_{n}$ so we have $\mathscr{K}_{n} / \mathscr{J}_{n} \cong S L_{n-1}(\mathbb{Z})$ but we also have $\mathscr{C}_{n} / \mathscr{J}_{n} \cong S L_{n-1}(\mathbb{Z})$ this implies that $\mathscr{C}_{n}=\mathscr{K}_{n}$.

Which says that $\mathscr{C}_{n}=<\theta, \omega>\leqslant H$. Now the way $\mathscr{C}_{n}$ is defined it contains all the elementary matrices of the form $e_{i 1}(1)$ for $2 \leq i \leq n$ which implies that $e_{i 1}(1) \in H$ for $2 \leq i \leq n$ and then from lemma 4.2.1 we can see that $e_{i j}(1) \in H$ for $i>j$. Now $H=<$ $\theta, \phi>$ and we have $\phi=\theta^{\top}$, so the group $H$ will contain all the transpose of its elements which implies that $\left\{e_{i j}(1), 1 \leq i, j \leq n, i \neq j\right\} \in H$ so from lemma 4.1.4 we can see that $H=<\theta, \phi>=S L_{n}(\mathbb{Z})$ for $n \geq 6$.

So in this way we proved Theorem 4.0.1.

### 4.5 The group generated by $\theta$ and $\phi$ when $n=4$

When we stated Theorem 4.0.1 we stated that $\theta$ and $\phi$ will generate the whole $S L_{n}(\mathbb{Z})$ except the case of $n=4$ so in this section we will see which type of subgroup of $S L_{4}(\mathbb{Z}), \theta$ and $\phi$ will generate, what are the properties of that subgroup.

Lemma 4.5.1. [5, Lemma 4] In the case of $n=4$, the set $\left\{e_{i j}(2), 1 \leq i \neq j \leq 4\right\} \in H$, where $H$ is the subgroup of $S L_{4}(\mathbb{Z})$ generated by $\theta$ and $\phi$.

Proof. In this case also let's define $\chi=\theta^{-1} \omega=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ -2 & 1 & 1 & 0 \\ 3 & -1 & 0 & 1 \\ -4 & 1 & 0 & 0\end{array}\right]$ now $\chi^{4}$ has the form:

$$
\chi^{4}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-6 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
6 & 0 & 0 & 1
\end{array}\right]
$$

$\Longrightarrow \chi^{4}=(v, I) \in \mathscr{C}_{4}$ where $v$ is the column vector $\left[\begin{array}{ccc}-6 & 0 & 6\end{array}\right]$ so similarly as we got in section 4.3 using lemma 4.2 .2 we will get that $\left(\rho_{6}, I\right) \in H$ where vector $\rho_{6}$ will have
integers divisible by 6 as its components. Which implies $e_{i 1}(6) \in H$ for $2 \leq i \leq 4$ and then using lemma 4.2.1, $e_{i j}(6) \in H$ for $i>j$. Now take $\theta^{12}=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 12 & 1 & 0 & 0 \\ 66 & 12 & 1 & 0 \\ 220 & 66 & 12 & 1\end{array}\right] \Longrightarrow$ $\theta^{12}=e_{21}(6)^{2} e_{31}(6)^{11} e_{32}(6)^{2} e_{41}(6)^{37} e_{41}(-2) e_{42}(6)^{11} e_{43}(6)^{2} \in H$. We proved that $e_{i j}(6)$ for $i>j \in H \Longrightarrow e_{41}(-2) \in H$,then $e_{41}(2) \in H$. Then from lemma 4.2.2, $e_{i 1}(2) \in H$ for $2 \leq i \leq 4$ and in the same way as we did in previous sections from lemma 4.2.1, $e_{i j}(2) \in H$ for $i>j$ and $H=<\theta, \phi>$ and $\phi=\theta^{\top}$ so if $M \in H$ then $M^{\top} \in H$ so it implies that $e_{i j}(2) \in H$ for $i<j$ which implies the set $\left\{e_{i j}(2), i \neq j, 1 \leq i, j \leq 4\right\} \in H$.

Define a map $\psi_{2}: S L_{4}(\mathbb{Z}) \rightarrow S L_{4}(\mathbb{Z} / 2 \mathbb{Z})$ which is just sending to the matrix of $S L_{4}(\mathbb{Z})$ to its equivalence class in $S L_{4}(\mathbb{Z} / 2 \mathbb{Z})$. This map is clearly surjective so now if we talk about the kernel of this map it will be :
$\operatorname{Ker} \psi_{2}=\left\{M \in S L_{4}(\mathbb{Z}) \quad \mid \quad \psi_{2}(M)=I\right\}$ so if $M \in \operatorname{Ker} \psi_{2}$, then $M$ will have following matrix form:

$$
M_{i j}=\left\{\begin{array}{ll}
1 & \text { when } i=j \\
2 a & \text { otherwise }
\end{array} \text { where } a \in \mathbb{Z}\right.
$$

So if we take $e_{i j}(2)$ for $i \neq j$ will contain in $\operatorname{Ker} \psi_{2}$ and also if we take any arbitrary element of $\operatorname{Ker} \psi_{2}$ that can be written as product of powers of $e_{i j}(2)$ which simply implies that $\operatorname{Ker} \psi_{2}=<e_{i j}(2), 1 \leq i \neq j \leq 4>\Longrightarrow \operatorname{Ker} \psi_{2} \leqslant H$. So it means that $\operatorname{Ker} \psi_{2}$ is contained in $H$ which is the subgroup of $S L_{4}(\mathbb{Z})$ generated by $\theta$ and $\phi$.

Theorem 4.5.2. [5, Theorem 3] The subgroup $H$ of $S L_{4}(\mathbb{Z})$ which is generated by $\theta$ and $\phi$ has index 8 in $S L_{4}(\mathbb{Z})$.

Proof. We know that $\operatorname{Ker} \psi_{2} \leqslant H \leqslant S L_{4}(\mathbb{Z})$ and from first isomorphism theorem of Groups we have that $S L_{4}(\mathbb{Z}) / \operatorname{Ker} \psi_{2} \cong S L_{4}(\mathbb{Z} / 2 \mathbb{Z})$. So index of $\operatorname{Ker} \psi_{2}$ in $S L_{4}(\mathbb{Z})$ is the cardinality of $S L_{4}(\mathbb{Z} / 2 \mathbb{Z})$ and that will be $\left(2^{4}-1\right)\left(2^{4}-2\right)\left(2^{4}-2^{2}\right)\left(2^{4}-2^{3}\right)$ and we have a fact that $H / \operatorname{Ker} \psi_{2} \cong A_{7}$ where $A_{7}$ is the alternating group which is the subgroup of symmetric group $S_{7}$ and it has cardinality $\frac{7!}{2}$ So $\left[S L_{4}(\mathbb{Z}): H\right]=\frac{\left[S L_{4}(\mathbb{Z}): K e r \psi_{2}\right]}{\left[H: K e r \psi_{2}\right]}$

Which implies that $\left[S L_{4}(\mathbb{Z}): H\right]=\frac{15 \times 14 \times 12 \times 8 \times 2}{7!}=8$

Which proves that the subgroup $H$ of $S L_{4}(\mathbb{Z})$ which is generated by $\theta$ and $\phi$ has index 8 in $S L_{4}(\mathbb{Z})$.

## Chapter 5

## Steinberg Generators for Symplectic Group $S p(2 l, k)$

In this chapter we will study two generation of the Symplectic Group $S p(2 l, k)(\operatorname{char}(k) \neq 2)$. It means that 2 elements can generate $S p(2 l, k)$. For this first we will define all the elementary matrices of $S p(2 l, k)$ and then we will show that those elementary matrices will generate $S p(2 l, k)$. Then we will prove the Two Generation of $S p(2 l, k)$.

Notation: $k=\mathbb{F}_{q}$; a finite field with $q$ elements.

### 5.1 Symplectic Group $S p(2 l, k)$

We defined Symplectic Group in Chapter 1 ,so now in this section we will define Symplectic Group with $B=\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]$ where $B$ is the matrix associated to the non-degenerate skewsymmetric Bilinear form $\beta$ as defined in Chapter 1.

So now as defined in the Chapter 1, let's take the dimension of the Vector space $V$, an odd number then the matrix associated to $\beta$ which is $B$ will also have an odd order and we know that $B$ is skew-symmetric and an odd order skew-symmetric matrix will have determinant 0 . So if $\beta$ is skew-symmetric and non-degenerate then the $\operatorname{dim} V$ has to be even ,so let's take $\operatorname{dim}(V)=2 l$, then size of the matrix will also be $(2 l \times 2 l)$ and let's denote the first $l$ rows
and $l$ columns as $\{1,2,3, \ldots ., l\}$ and $l+1$ to $2 l$ rows and columns as $\{-1,-2, \ldots-l\}$.
Then let's fix the basis of $V$ as standard basis $\left\{u_{1}, u_{2}, \ldots . . u_{l}, u_{-1}, u_{-2}, \ldots . u_{-l}\right\}$ where basis vector $u_{i}$ is defined as follows:

$$
u_{i}= \begin{cases}1 & \text { at ith postion } \\ 0 & \text { otherwise }\end{cases}
$$

then with respect to this basis we can always find the matrix associated to skew-symmetric and non-degenerate bilinear form $\beta$ as $B=\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]$ where $B$ is a $(2 l \times 2 l)$ matrix and $I_{l}$ is a $l \times l$ identity matrix.

Definition 5.1.1. Symplectic Group $S p(2 l, k)$ : Symplectic Group defined with the $B=$ $\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]$ over a finite field $k$ is denoted as $\operatorname{Sp}(2 l, k)$.

In this chapter we will just deal with this Symplectic Group $S p(2 l, k)$.
For section 5.2 and 5.3 Reference is [1].

### 5.2 Elementary Matrices of $S p(2 l, k)$

We are denoting rows by $1,2, \ldots ., l,-1,-2, \ldots,-l$. Now take $l \geq 2, t \in k$
Then in this chapter we are defining $e_{i, j}$ (a $2 l \times 2 l$ matrix) as follows:

$$
e_{i, j}= \begin{cases}1 & \text { at } i j t h \text { postion } \\ 0 & \text { otherwise }\end{cases}
$$

. Now following are the elementary matrices of $S p(2 l, k)$ where, $1 \leq i \leq l, 1 \leq j \leq l$ :

$$
\begin{gathered}
\Psi_{i, j}(t)=I+t\left(e_{i, j}-e_{-j,-i}\right), i \neq j \\
\Psi_{i,-j}(t)=I+t\left(e_{i,-j}+e_{j,-i}\right), i<j
\end{gathered}
$$

$$
\begin{gathered}
\Psi_{-i, j}(t)=I+t\left(e_{-i, j}+e_{-j, i}\right), i<j \\
\Psi_{i,-i}(t)=I+t e_{i,-i} \\
\Psi_{-i, i}(t)=I+t e_{-i, i}
\end{gathered}
$$

So if we write them in matrix form using block diagonal notations, there will be following Elementary matrices :

Q1: $\left[\begin{array}{cc}S & 0 \\ 0 & \left(S^{\top}\right)^{-1}\end{array}\right]$ where $S=I+t e_{i j} ; \quad i \neq j$ and $S$ is a $l \times l$ matrix.
$Q 2:\left[\begin{array}{cc}I & S \\ 0 & I\end{array}\right]$ where $S$ is either $t\left(e_{i j}+e_{j i}\right) ; i<j$ or $t e_{i, i}$
$Q 3:\left[\begin{array}{ll}I & 0 \\ S & I\end{array}\right]$ where $S$ is either $t\left(e_{i j}+e_{j i}\right) ; i<j$ or $t e_{i, i}$

### 5.2.1 Elementary Operation for $S p(2 l, k)$

In this section we will see how the above defined elementary matrices of $S p(2 l, k)$ will effect an arbitrary element of $S p(2 l, k)$.

Now let $h=\left[\begin{array}{cc}M & N \\ T & P\end{array}\right] \in S p(2 l, k)$ where $M, N, T, P$ all are $l \times l$ matrices.Elementary Operations are:

ER1: $\left[\begin{array}{cc}S & 0 \\ 0 & \left(S^{\top}\right)^{-1}\end{array}\right]\left[\begin{array}{cc}M & N \\ T & P\end{array}\right]=\left[\begin{array}{cc}S M & S N \\ \left(S^{\top}\right)^{-1} T & \left(S^{\top}\right)^{-1} P\end{array}\right]$
EC1: $\left[\begin{array}{cc}M & N \\ T & P\end{array}\right]\left[\begin{array}{cc}S & 0 \\ 0 & \left(S^{\top}\right)^{-1}\end{array}\right]=\left[\begin{array}{cc}M S & N\left(S^{\top}\right)^{-1} \\ T S & P\left(S^{\boldsymbol{\top}}\right)^{-1}\end{array}\right]$
ER2: $\left[\begin{array}{cc}I & S \\ 0 & I\end{array}\right]\left[\begin{array}{cc}M & N \\ T & P\end{array}\right]=\left[\begin{array}{cc}M+S T & N+S P \\ T & P\end{array}\right]$
$\mathrm{EC} 2:\left[\begin{array}{cc}M & N \\ T & P\end{array}\right]\left[\begin{array}{cc}I & S \\ 0 & I\end{array}\right]=\left[\begin{array}{cc}M & M S+N \\ T & T S+P\end{array}\right]$

ER3: $\left[\begin{array}{ll}I & 0 \\ S & I\end{array}\right]\left[\begin{array}{ll}M & N \\ T & P\end{array}\right]=\left[\begin{array}{cc}M & N \\ S M+T & S N+P\end{array}\right]$
EC3: $\left[\begin{array}{cc}M & N \\ T & P\end{array}\right]\left[\begin{array}{ll}I & 0 \\ S & I\end{array}\right]=\left[\begin{array}{cc}M+N S & N \\ T+P S & P\end{array}\right]$

### 5.3 Generation of $S p(2 l, k)$ by Elementary Matrices:

Theorem 5.3.1. [1, 4.1] Symplectic Group $\operatorname{Sp}(2 l, k)$ is generated by the elementary matrices $\left\{\Psi_{i, j}(t) ; i \neq j, \Psi_{i,-j}(t) ; i<j, \Psi_{-i, j}(t) ; i<j, \Psi_{i,-i}(t), \Psi_{-i, i}(t) \mid t \in k\right\}$.

Proof. Now let's take $h=\left[\begin{array}{cc}M & N \\ T & P\end{array}\right] \in S p(2 l, k)$ so it's a $2 l \times 2 l$ matrix. We will prove that $h$ which is an arbitrary element of $S p(2 l, k)$ is product of the elementary matrices defined in section 5.1. We also note that the inverse of an elementary matrix is also an elementary matrix.

First Step: $h$ will be converted into $h_{1}=\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1} & P_{1}\end{array}\right]$ by elementary matrices:
So let's see the effect of ER1 and EC1 on the block M.It changes $M$ to $S M$ where $S=I+t e_{i j}$. There are 2 cases, first if $M$ is invertible $l \times l$ matrix and second is that $M$ is not an invertible matrix.So take the first case:
(i)Block $M$ is Invertible: In this case we will prove that by multiplying $S$ to $M$ for different $i, j$ we will get a matrix $M_{1}$ which will have the following form: $M_{1}=\operatorname{diag}(1,1,1, \ldots ., \mu)$ where $\mu \neq 0$.

Lemma 5.3.2. $\prod_{i, j} S M=M_{1}$ where $M_{1}=\operatorname{diag}(1,1,1, \ldots . ., \mu)$.

Proof. We know that $M$ is a $l \times l$ matrix and we will prove the lemma by applying induction on $l$ so let's take $l=2$, then $M=\left[\begin{array}{ll}a_{1} & a_{2} \\ b_{1} & b_{2}\end{array}\right]$ and in this case $S=I+t e_{i j}$ where $1 \leq i \leq$ $2,1 \leq j \leq 2, i \neq j$
so let's take $S_{1}=I+\left(-a_{1} b_{1}^{-1}\right) e_{12}$ then $S_{1} M=\left[\begin{array}{cc}0 & a_{2}-a_{1} b_{2} b_{1}^{-1} \\ b_{1} & b_{2}\end{array}\right]$ we can take $a_{2}-$
$a_{1} b_{2} b_{1}^{-1}=\mu_{1} \in k$ then $S_{1} M=\left[\begin{array}{cc}0 & \mu_{1} \\ b_{1} & b_{2}\end{array}\right]$. Now take $S_{2}=I+\left(-b_{2} \mu_{1}^{-1}\right) e_{21}$ then $S_{2} S_{1} M=$ $\left[\begin{array}{cc}0 & \mu_{1} \\ b_{1} & 0\end{array}\right]$.Now let's take $S_{3}=\left(I+e_{21}\right)\left(I-e_{12}\right)\left(I+e_{21}\right)=e_{21}-e_{12}=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$ then $S_{3} S_{2} S_{1} M=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]\left[\begin{array}{cc}0 & \mu_{1} \\ b_{1} & 0\end{array}\right]=\left[\begin{array}{cc}-b_{1} & 0 \\ 0 & \mu_{1}\end{array}\right]$ Now take $S_{4}=\left(I-b_{1}^{-1} e_{12}\right)\left(I+b_{1} e_{21}\right)(I-$ $\left.b_{1}^{-1} e_{21}\right)\left(I-e_{12}\right)\left(I+e_{21}\right)\left(I-e_{12}\right)=\left[\begin{array}{cc}-b_{1}^{-1} & 0 \\ 0 & -b_{1}\end{array}\right]$. So now $S_{4} S_{3} S_{2} S_{1} M=\left[\begin{array}{cc}1 & 0 \\ 0 & -b_{1} \mu_{1}\end{array}\right]$ and we can take $-b_{1} \mu_{1}=\mu$, so then; $S_{4} S_{3} S_{2} S_{1} M=\left[\begin{array}{cc}1 & 0 \\ 0 & \mu\end{array}\right]$
which shows our statement is true for $l=2$.
Assume the lemma is true for $l-1$. Now take the case when $M$ is a $l \times l$ matrix then $M=\left[\begin{array}{cccc}a_{1} & a_{2} & \cdots & a_{l} \\ \vdots & \vdots & \ddots & \vdots \\ l_{1} & l_{2} & \cdots & l_{l}\end{array}\right]$ now if we apply $S=I+t e_{i j}$ on $M$ with the condition that $1 \leq i, j \leq l-1$ then it is equivalent to applying on a $l-1 \times l-1$ matrix and then from induction hypothesis these operations will change $M$ to $M^{\prime}=\left[\begin{array}{ccccc}1 & 0 & \cdots & 0 & a_{l} \\ 0 & 1 & \cdots & 0 & b_{l} \\ \vdots & \vdots & \ddots & \vdots & \\ 0 & 0 & \cdots & \mu_{1} & k_{l} \\ l_{1} & l_{2} & \cdots & l_{l-1} & l_{l}\end{array}\right]$. Now
Take $S_{1}=I-l_{1} e_{l, 1}$ and $S_{1} M^{\prime}=\left[\begin{array}{ccccc}1 & 0 & \cdots & 0 & a_{l} \\ 0 & 1 & \cdots & 0 & b_{l} \\ \vdots & \vdots & \ddots & \vdots & \\ 0 & 0 & \cdots & \mu_{1} & k_{l} \\ 0 & l_{2} & \cdots & l_{l-1} & l_{l}-a_{l} l_{1}\end{array}\right]$
Now take $S_{i}=I-l_{1} e_{l, i}$ for $1 \leq i \leq l-1$ and
evaluate $\prod_{i=1}^{i=l-1} S_{i} M^{\prime}=\left[\begin{array}{ccccc}1 & 0 & \cdots & 0 & a_{l} \\ 0 & 1 & \cdots & 0 & b_{l} \\ \vdots & \vdots & \ddots & \vdots & \\ 0 & 0 & \cdots & \mu_{1} & k_{l} \\ 0 & 0 & \cdots & 0 & \mu^{\prime}\end{array}\right]$ where $\mu^{\prime}=l_{l}-a_{l} l_{1}-b_{l} l_{2}-\ldots \ldots-k_{l} l_{l-1}$.

In the same way we can make $a_{l}, b_{l}, \ldots k_{l}$ all entries zero by appropriate elementary operations and we will get:

$$
M^{\prime \prime}=\left[\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \\
0 & 0 & \cdots & \mu_{1} & 0 \\
0 & 0 & \cdots & 0 & \mu^{\prime}
\end{array}\right]=\operatorname{diag}\left(1,1, \ldots ., \mu_{1}, \mu^{\prime}\right)
$$

now take $S=\left(I+\mu_{1}^{-1} e_{l-1, l}\right)\left(I-\mu_{1} e_{l, l-1}\right)\left(I+\mu_{1}^{-1} e_{l-1, l}\right)\left(I-e_{l-1, l}\right)\left(I+e_{l, l-1}\right)\left(I-e_{l-1, l}\right)=$ $\operatorname{diag}\left(1,1, \ldots, \mu_{1}^{-1}, \mu_{1}\right)$. So $S M^{\prime \prime}=\operatorname{diag}\left(1,1, \ldots 1, \mu_{1} \mu^{\prime}\right) ;$ so we can take $\mu_{1} \mu^{\prime}=\mu \neq 0$ which implies $S M^{\prime \prime}=\operatorname{diag}(1,1, \ldots, \mu)=M_{1}$ which proved our lemma.

Now because we are observing the effect of ER1 and EC1 on $h$ so it will also affect the block $T$ because it will change $T$ to $\left(S^{\top}\right)^{-1} T$. Now we will prove that these elementary operations will change $T$ to $T_{1}$ where $T_{1}=\left[\begin{array}{ll}T_{11} & T_{12} \\ T_{21} & T_{22}\end{array}\right]$ where $T_{11}$ is a $l-1 \times l-1$ symmetric matrix and $T_{12}=\mu T_{21}^{\mathrm{T}}$. To prove this we will prove following lemma:

Lemma 5.3.3. [1, Lemma 4.1] If $A=\operatorname{diag}(1,1, \ldots, 1, \mu, \mu, \ldots \mu)$ is a matrix of size $l$ and number of 1 s equal to $m<l$ and $\mu \neq 0$. Then let's say we have a matrix $X$ such that AX is symmetric then $X=\left[\begin{array}{ll}X_{11} & X_{12} \\ X_{21} & X_{22}\end{array}\right]$ where $X_{11}$ will be a $m \times m$ symmetric matrix and $X_{12}=\mu X_{21}^{\top}$.

Proof. Now $A X=\left[\begin{array}{cc}X_{11} & X_{12} \\ \mu X_{21} & \mu X_{22}\end{array}\right]$, but $A X$ is symmetric so $(A X)^{\top}=A X \Longrightarrow\left[\begin{array}{ll}X_{11}^{\top} & \mu X_{21}^{\top} \\ X_{12}^{\top} & \mu X_{22}^{\top}\end{array}\right]=$ $\left[\begin{array}{ll}X_{11} & X_{12} \\ X_{21} & X_{22}\end{array}\right]$ so $X_{11}^{\top}=X_{11}$ which shows that $X_{11}$ is symmetric
and $X_{12}=\mu X_{21}^{\top}$.
Now in The first step we wrote that we will get $h_{1}=\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1} & P_{1}\end{array}\right]$ from $h$ and $h_{1} \in$ $S p(2 l, k)$ so from the definition of $S p(2 l, k)$ we will have $h_{1}^{\top} B h_{1}=B$ so which implies that $\left[\begin{array}{cc}M_{1}^{\top} & T_{1}^{\top} \\ N_{1}^{\top} & P_{1}^{\top}\end{array}\right]\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1} & P_{1}\end{array}\right]=\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right] ; \quad$ after solving this matrix equation
we will get $M_{1}^{\top} T_{1}=T_{1}^{\top} M_{1}$ but we get $M_{1}=\operatorname{diag}(1,1, \ldots, \mu)$ so $M_{1}^{\top}=M_{1} \quad$ so we will get $M_{1} T_{1}=T_{1}^{\top} M_{1}^{\top} \Longrightarrow M_{1} T_{1}=\left(M_{1} T_{1}\right)^{\top}$ which shows that $M_{1} T_{1}$ is symmetric and $M_{1}=\operatorname{diag}(1,1, \ldots, \mu)$. So from lemma 5.2.3 we will get that $T_{1}=\left[\begin{array}{ll}T_{11} & T_{12} \\ T_{21} & T_{22}\end{array}\right]$ where $T_{11}$ is a $l-1 \times l-1$ symmetric matrix and $T_{12}=\mu T_{21}^{\top}$.

So in the First Step $(i)$ we got $h_{1}=\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1} & P_{1}\end{array}\right]$ where $M_{1}=\operatorname{diag}(1,1, \ldots, \mu)$ where $\mu \neq 0$ and $T_{1}=\left[\begin{array}{cc}T_{11} & \mu T_{21}^{\top} \\ T_{21} & T_{22}\end{array}\right]$ where $T_{11}$ is a $l-1 \times l-1$ symmetric matrix.
(ii) Block $M$ is not invertible: In this case also we will apply ER1 and EC1 on $h$ in the same way as in the case $(i)$ but because $M$ is not invertible so there will be some rows and columns which will be linearly dependent on other rows or columns so when we will apply these elementary operations on $M$, then that many rows will become zero and that number will depend upon the rank and let's say $\operatorname{rank}(M)=m$ then in this case $M_{1}$ will be $M_{1}=\operatorname{diag}(1,1, \ldots, 1,0,0, \ldots, 0)$ where no of $1 s$ will be $m<l$.

In this case also $M_{1} T_{1}$ is symmetric and let's say $T_{1}=\left[\begin{array}{ll}T_{11} & T_{12} \\ T_{21} & T_{22}\end{array}\right]$ then $M_{1} T_{1}=\left(M_{1} T_{1}\right)^{\top} \Longrightarrow$ $\left[\begin{array}{cc}T_{11} & T_{12} \\ 0 & 0\end{array}\right]=\left[\begin{array}{ll}T_{11}^{\top} & 0 \\ T_{12}^{\top} & 0\end{array}\right]$ which says that $T_{11}$ is a $m \times m$ symmetric matrix and $T_{12}=0$ so $T_{1}=\left[\begin{array}{cc}T_{11} & 0 \\ T_{21} & T_{22}\end{array}\right]$ where $T_{11}$ is a $m \times m$ symmetric matrix.

So in the First Step (ii) we got $h_{1}=\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1} & P_{1}\end{array}\right]$ where $M_{1}=\operatorname{diag}(1,1, . ., 1,0,0, \ldots, 0)$ where no of $1 s$ equal to $m<l$ and $T_{1}=\left[\begin{array}{cc}T_{11} & 0 \\ T_{21} & T_{22}\end{array}\right]$ where $T_{11}$ is a $m \times m$ symmetric matrix.

Second Step: $h_{1}$ will be converted into $h_{2}=\left[\begin{array}{cc}M_{2} & N_{2} \\ 0 & \left(M_{2}^{\top}\right)^{-1}\end{array}\right]$ by elementary matrices $;$ where $M_{2}=\operatorname{diag}\left(1,1, \ldots, 1, \mu^{\prime \prime}\right)$ :
(i) When $M_{1}=\operatorname{diag}(1,1, \ldots, \mu)$ and $T_{1}=\left[\begin{array}{cc}T_{11} & \mu T_{21}^{\top} \\ T_{21} & T_{22}\end{array}\right]$ We will observe the effect of

ER3 on the block $T_{1}$, because ER3: $\left[\begin{array}{ll}I & 0 \\ S & I\end{array}\right]\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1} & P_{1}\end{array}\right]=\left[\begin{array}{cc}M_{1} & N_{1} \\ S M_{1}+T_{1} & S N_{1}+P_{1}\end{array}\right]$ so let's see the effect on $T_{1}$ it changes it into $S M_{1}+T_{1}$ where $S=t\left(e_{i, j}+e_{j, i}\right) ; i<j$ or $t e_{i, i}$ and $M_{1}=\operatorname{diag}(1,1, \ldots, \mu)$. Let's define $T_{11}=\left[\begin{array}{ccc}a_{1} & \cdots & a_{l-1} \\ b_{1} & \cdots & b_{l-1} \\ \vdots & \ddots & \vdots \\ k_{1} & \cdots & k_{l-1}\end{array}\right]$ a $l-1 \times l-1$ symmetric matrix and $T_{21}=\left[\begin{array}{lll}\lambda_{1} & \cdots & \lambda_{l-1}\end{array}\right]$; then $T_{12}=\mu T_{21}^{\top}$ then $T_{1}=\left[\begin{array}{cccc}a_{1} & \cdots & a_{l-1} & \mu \lambda_{1} \\ b_{1} & \cdots & b_{l-1} & \mu \lambda_{2} \\ \vdots & \ddots & \vdots & \vdots \\ k_{1} & \cdots & k_{l-1} & \mu \lambda_{l-1} \\ \lambda_{1} & \cdots & \lambda_{l-1} & d\end{array}\right]$ let's take $S=\left(-a_{1}\right) e_{1,1}$ then $S M_{1}+T_{1}=\left[\begin{array}{cccc}0 & \cdots & a_{l-1} & \mu \lambda_{1} \\ b_{1} & \cdots & b_{l-1} & \mu \lambda_{2} \\ \vdots & \ddots & \vdots & \vdots \\ k_{1} & \cdots & k_{l-1} & \mu \lambda_{l-1} \\ \lambda_{1} & \cdots & \lambda_{l-1} & d\end{array}\right]$ so now in this way we can do multiply by these elementary matrices and change $T_{1}$ to $T_{1}^{\prime}=\left[\begin{array}{cccc}0 & \cdots & 0 & \mu \lambda_{1} \\ 0 & \cdots & 0 & \mu \lambda_{2} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & \mu \lambda_{l-1} \\ 0 & \cdots & 0 & 0\end{array}\right]$ now take $S=\left(-\lambda_{1}\right) e_{1, l}$ then $S M_{1}+T_{1}^{\prime}=\left[\begin{array}{cccc}0 & \cdots & 0 & 0 \\ 0 & \cdots & 0 & \mu \lambda_{2} \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & \mu \lambda_{l-1} \\ 0 & \cdots & 0 & 0\end{array}\right]$
in this way we will eventually change $T_{1}$ into zero matrix that means $T_{1}$ changes into $T_{2}=0$ so $h_{1}$ converted into $h_{2}=\left[\begin{array}{cc}M_{2} & N_{2} \\ 0 & P_{2}\end{array}\right]$ where $M_{2}=\operatorname{diag}\left(1,1, \ldots, 1, \mu^{\prime \prime}\right)$ where in this case $\mu^{\prime \prime}=\mu$ and $h_{2} \in S p(2 l, k)$ so if we use the fact that $h_{2}^{\top} B h_{2}=B$ where $B=\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]$ where $I_{l}$ is a $l \times l$ identity matrix. Then we will get that $P_{2}=\left(M_{2}^{\top}\right)^{-1}$
then $h_{2}=\left[\begin{array}{cc}M_{2} & N_{2} \\ 0 & \left(M_{2}^{\top}\right)^{-1}\end{array}\right]$.
(ii) When $M_{1}=\operatorname{diag}(1,1, \ldots, 1,0, \ldots, 0)$ where no of $1 s$ is $m<l$ and $T_{1}=\left[\begin{array}{cc}T_{11} & 0 \\ T_{21} & T_{22}\end{array}\right]$ : where $T_{11}$ is a $m \times m$ symmetric matrix. Now in the same way as we did in the Second Step (i) we will observe the effect of ER3 on the block $T_{1}$, let's say $T_{11}=\left[\begin{array}{ccc}a_{1} & \cdots & a_{m} \\ b_{1} & \cdots & b_{m} \\ \vdots & \ddots & \vdots \\ m_{1} & \cdots & m_{m}\end{array}\right]$ is a $m \times m ; m<l$ symmetric matrix and in this case $T_{21}$ is a $l-m \times m$ matrix. So now the way $M_{1}$ is defined in this case and by using appropriate $S=t\left(e_{i, j}+e_{j, i}\right) ; i<j$ by doing $S M_{1}+T_{1}$ similarly as the case (i) we can easily make $T_{11}$ matrix as zero matrix. Now $T_{1}$ changes into $T_{1}^{\prime}=\left[\begin{array}{cc}0 & 0 \\ T_{21} & T_{22}\end{array}\right]$. So now ER3 will not change $M_{1}$ and $N_{1}$ so upto now $h_{1}$ is changed into $h_{1}^{\prime}=\left[\begin{array}{cc}M_{1} & N_{1} \\ T_{1}^{\prime} & P_{2}^{\prime}\end{array}\right] ; h_{1}^{\prime}$ being a $2 l \times 2 l$ matrix and element of $S p(2 l, k)$. So now in the matrix $h_{1}^{\prime}$ the block $M_{1}$ has 0 as an entry from $(m+1)$ th row to $l t h$ row. and the block $T_{1}^{\prime}$ has 0 as an entry from $(-1)$ row to $(-m)$ th row.

Now let's define a matrix for $1 \leq i \leq l ; \omega_{i,-i}=\Psi_{i,-i}(1) \Psi_{-i, i}(-1) \Psi_{i,-i}(1)=I_{2 l}+e_{i,-i}-$ $e_{-i, i}-e_{i, i}-e_{-i,-i} \in S p(2 l, k)$ where $I_{2 l}$ is a $2 l \times 2 l$ identity matrix. When this matrix $\omega_{i,-i}$ multiplied to the matrix $h_{1}^{\prime}$ it will interchange the $i t h$ and $(-i)$ th row and it will multiply one of these rows by $(-1)$. So we will use these matrices to interchange the rows of $h_{1}^{\prime}$ to make $T_{1}^{\prime}$ a zero matrix.

So $\prod_{i=m+1}^{i=l} \omega_{i,-i} h_{1}^{\prime}=\left[\begin{array}{cc}M_{1}^{\prime} & N_{1}^{\prime} \\ 0 & P_{1}^{\prime}\end{array}\right]$. Now all the rows which was zero in the block $M_{1}$ is interchanged in $h_{1}^{\prime}$ as we saw above so now we can follow the same proof as we did in the case First Step (i) means we can use ER1 and EC1 to make $M_{1}^{\prime}$ diagonal so then the block $M_{1}^{\prime}$ will change into $M_{2}=\operatorname{diag}\left(1,1, \ldots, 1, \mu^{\prime \prime}\right)$ and $\prod_{i=m+1}^{i=l} \omega_{i,-i} h_{1}^{\prime}$ will change into $h_{2}=\left[\begin{array}{cc}M_{2} & N_{2} \\ 0 & P_{2}\end{array}\right]$ and now using the fact that $h_{2} \in S p(2 l, k)$ gives us that $P_{2}=\left(M_{2}^{\top}\right)^{-1}$.

So now we got our desired matrix which is $h_{2}=\left[\begin{array}{cc}M_{2} & N_{2} \\ 0 & \left(M_{2}^{\top}\right)^{-1}\end{array}\right]$ where $M_{2}=\operatorname{diag}(1,1, \ldots, 1, \mu)$ and $\mu \neq 0$.

Third Step: $h_{2}$ will be converted into $h_{3}=\left[\begin{array}{cc}M_{2} & 0 \\ 0 & \left(M_{2}^{\top}\right)^{-1}\end{array}\right]$ by elementary matrices ; where $M_{2}=\operatorname{diag}(1,1, \ldots, 1, \mu)$ : To prove this we will first prove following lemma: Lemma 5.3.4. [1, Corollary 4.3] Let $Q=\left[\begin{array}{cc}C & D \\ 0 & C^{-1}\end{array}\right] \in \operatorname{Sp}(2 l, k)$ where $C=\operatorname{diag}(1,1, \ldots, \mu)$ then $D$ will have following form $D=\left[\begin{array}{cc}D_{11} & \mu^{-1} D_{21}^{\top} \\ D_{21} & D_{22}\end{array}\right]$ where $D_{11}$ is a $l-1 \times l-1$ symmetric matrix .

Proof. Now because $Q \in S p(2 l, k)$ then $Q^{\boldsymbol{\top}} B Q=B$
which implies that $\left[\begin{array}{cc}C^{\top} & 0 \\ D^{\top} & \left(C^{-1}\right)^{\top}\end{array}\right]\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]\left[\begin{array}{cc}C & D \\ 0 & C^{-1}\end{array}\right]=\left[\begin{array}{cc}0 & I_{l} \\ -I_{l} & 0\end{array}\right]$ after solving this matrix equation we will get $D^{\top} C^{-1}=\left(C^{-1}\right)^{\top} D$ but $C^{\top}=C$ so we have $D^{\top}\left(C^{-1}\right)^{\top}=$ $C^{-1} D \Longrightarrow\left(C^{-1} D\right)^{\top}=C^{-1} D$ which says that $C^{-1} D$ is symmetric.

Now $C^{-1} D=\left[\begin{array}{cc}D_{11} & D_{12} \\ \mu^{-1} D_{21} & \mu^{-1} D_{22}\end{array}\right]=\left[\begin{array}{ll}D_{11}^{\top} & \mu^{-1} D_{21}^{\top} \\ D_{12}^{\top} & \mu^{-1} D_{22}^{\top}\end{array}\right]$ which implies that $D_{11}^{\top}=D_{11}$ which says that $D_{11}$ is a symmetric matrix and $D_{12}=\mu^{-1} D_{21}^{\top}$.

Now in our case $Q=h_{2}, C=M_{2}, D=N_{2}$ so from Lemma 5.2.4 $N_{2}=\left[\begin{array}{cc}N_{11} & \mu^{-1} N_{21}^{\top} \\ N_{21} & N_{22}\end{array}\right]$ where $N_{11}$ is a $l-1 \times l-1$ symmetric matrix. Now this matrix has the same form as $T_{1}$ had in the First Step and now if we observe the effect of ER2 on the block $N_{2}$ is same as effect of ER3 on the block $T_{1}$ in the Second step and from that elementary operations we made $T_{1}$ into a zero matrix, so similarly here we can make $N_{2}$ into a zero matrix.and ER2 doesn't change the block $M_{2}$. so we got $h_{3}=\left[\begin{array}{cc}M_{2} & 0 \\ 0 & \left(M_{2}^{\top}\right)^{-1}\end{array}\right]$.

Fourth Step: Now $h_{3}=\operatorname{diag}\left(1,1, \ldots, \mu, 1,1, \ldots, \mu^{-1}\right)$ will be converted into $h_{4}=I_{2 l}$ where $I_{2 l}$ is a $2 l \times 2 l$ identity matrix: To prove this we just have to prove that $h_{3}$ is a product of elementary matrices in $S p(2 l, k)$.
earlier we defined the element $\omega_{l,-l}(\mu)=\Psi_{l,-l}(\mu) \Psi_{-l, l}\left(-\mu^{-1}\right) \Psi_{l,-l}(\mu)=I_{2 l}-e_{l, l}-e_{-l,-l}+$ $\mu e_{l,-l}-\mu^{-1} e_{-l, l}$
so now take,$\omega_{l,-l}(\mu) \omega_{l,-l}(-1)=\Psi_{l,-l}(\mu) \Psi_{-l, l}\left(-\mu^{-1}\right) \Psi_{l,-l}(\mu) \Psi_{l,-l}(-1) \Psi_{-l, l}(1) \Psi_{l,-l}(-1)=$
$\left(I+\mu e_{l,-l}\right)\left(I-\mu^{-1} e_{-l, l}\right)\left(I+\mu e_{l,-l}\right)\left(I-e_{l,-l}\right)\left(I+e_{-l, l}\right)\left(I-e_{l,-l}\right)=I_{2 l}-e_{l, l}-e_{-l,-l}+\mu e_{l, l}+$ $\mu^{-1} e_{-l,-l}=\operatorname{diag}\left(1,1, \ldots, \mu, 1,1, \ldots \mu^{-1}\right)=h_{3}$
so $\quad \omega_{l,-l}(-1)^{-1} \omega_{l,-l}(\mu)^{-1} h_{3}=I_{2 l}=h_{4}$.
So in this way we proved that elementary matrices of $S p(2 l, k)$ will generate $S p(2 l, k)$.

### 5.4 Two Generation of $S p(2 l, k)$

Reference for the following theorem is $[14,3.11]$.
Theorem 5.4.1. $S p(2 l, k)$ is generated by following two elements:
$\alpha_{j}=I_{2 l}-e_{1,1}-e_{2,2}-e_{-1,-1}-e_{-2,-2}+j e_{1,1}+j^{-1} e_{2,2}+j^{-1} e_{-1,-1}+j e_{-2,-2}$ and $r=\Psi_{1,2}(1) \Gamma$. Where $j$ is the generator of the multiplicative group $k^{*}$ of the finite field $k$ such that $j \neq 1$. $\Psi_{1,2}(1)=I+e_{1,2}-e_{-2,-1}$ is an elementary matrix of $S p(2 l, k)$ and $\Gamma=e_{1,-l}-e_{-1, l}-e_{2,1}-$ $e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}$.

Proof. To prove that $\left\{\alpha_{j}, r\right\}$ will generate the group $\operatorname{Sp}(2 l, k)$ we will prove that these two elements will generate the elementary matrices of $S p(2 l, k)$ and then from theorem 5.3.1, we have that the elementary matrices of $S p(2 l, k)$ will generate the group $S p(2 l, k)$. So in this way we will prove that $\left\{\alpha_{j}, r\right\}$ will generate the group $\operatorname{Sp}(2 l, k)$. Now $r=\Psi_{1,2}(1) \Gamma=$ $\left(I_{2 l}+e_{1,2}-e_{-2,-1}\right)\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)=$ $\Gamma-e_{1,1}+e_{-2, l} \Longrightarrow r=\Gamma-e_{1,1}+e_{-2,1}$. Now define $r^{-1}=e_{-l, 1}-e_{-l, 2}-e_{1,2}-e_{2,3}-\ldots$. $e_{l-1, l}-e_{l,-1}-e_{-1,-1}-e_{-1,-2}-e_{-2,-3}-\ldots . e_{-(l-1),-l}$.

Now define $P$ be the subgroup of $S p(2 l, k)$ generated by $\alpha_{j}$ and $r \Longrightarrow P=<\alpha_{j}, r>\leqslant$ $S p(2 l, k)$. Now let's take $\rho=r \alpha_{j} r^{-1}=\left(\Gamma-e_{1,1}+e_{-2, l}\right)\left(I_{2 l}-e_{1,1}-e_{2,2}-e_{-1,-1}-e_{-2,-2}+\right.$ $\left.j e_{1,1}+j^{-1} e_{2,2}+j^{-1} e_{-1,-1}+j e_{-2,-2}\right) r^{-1}=\left(r+e_{2,1}-j e_{2,1}+e_{-2,-1}-j^{-1} e_{-2,-1}+e_{3,2}-j^{-1} e_{3,2}+\right.$ $\left.e_{-3,-2}-j e_{-3,-2}+e_{1,1}-j e_{1,1}\right) r^{-1}=\left(r+\left((1-j)\left(e_{2,1}+e_{-3,-2}+e_{1,1}\right)+\left(1-j^{-1}\right)\left(e_{-2,-1}+\right.\right.\right.$ $\left.\left.e_{3,2}\right)\right) r^{-1}=I_{2 l}+\left((1-j)\left(e_{2,1}+e_{-3,-2}+e_{1,1}\right)+\left(1-j^{-1}\right)\left(e_{-2,-1}+e_{3,2}\right)\right)\left(e_{-l, 1}-e_{-l, 2}-e_{1,2}-\right.$ $\left.e_{2,3}-\ldots-e_{l-1, l}-e_{l,-1}-e_{-1,-1}-e_{-1,-2}-e_{-2,-3}-\ldots .-e_{-(l-1),-l}\right)=I_{2 l}-e_{2,2}-e_{3,3}-$ $e_{-2,-2}-e_{-3,3}+(j-1) e_{1,2}+j e_{2,2}+j^{-1} e_{3,3}+(j-1) e_{-2,-1}+j^{-1} e_{-2,-2}+j e_{-3,-3} \Longrightarrow \rho=$ $I_{2 l}-e_{2,2}-e_{3,3}-e_{-2,-2}-e_{-3,3}+(j-1) e_{1,2}+j e_{2,2}+j^{-1} e_{3,3}+(j-1) e_{-2,-1}+j^{-1} e_{-2,-2}+j e_{-3,-3}$.

Let's take commutator of $\rho$ and $\alpha_{j} ;\left[\rho, \alpha_{j}\right]=\rho^{-1} \alpha_{j}^{-1} \rho \alpha_{j}=\left(I_{2 l}-e_{2,2}-e_{3,3}-e_{-2,-2}-\right.$

$$
\begin{aligned}
& \left.e_{-3,-3}+\left(j^{-1}-1\right) e_{1,2}+j^{-1} e_{2,2}+j e_{3,3}+(j-1) e_{-2,-1}+j e_{-2,-2}+j^{-1} e_{-3,-3}\right)\left(I_{2 l}-e_{1,1}-e_{2,2}-e_{-1,-1}-\right. \\
& \left.e_{-2,-2}+j^{-1} e_{1,1}+j e_{2,2}+j e_{-1,-1}+j^{-1} e_{-2,-2}\right)\left(I_{2 l}-e_{2,2}-e_{3,3}-e_{-2,-2}-e_{-3,3}+(j-1) e_{1,2}+j e_{2,2}+\right. \\
& \left.j^{-1} e_{3,3}+\left(j^{-1}-1\right) e_{-2,-1}+j^{-1} e_{-2,-2}+j e_{-3,-3}\right)\left(I_{2 l}-e_{1,1}-e_{2,2}-e_{-1,-1}-e_{-2,-2}+j e_{1,1}+j^{-1} e_{2,2}+\right. \\
& \left.j^{-1} e_{-1,-1}+j e_{-2,-2}\right)=\left(I_{2 l}-e_{1,1}-e_{3,3}-e_{-1,-1}-e_{-3,-3}+j^{-1} e_{1,1}+(1-j) e_{1,2}+j e_{3,3}+j e_{-1,-1}+\right. \\
& \left.\left(j^{2}-j\right) e_{-2,-1}+j^{-1} e_{-3,-3}\right)\left(I_{2 l}-e_{1,1}-e_{3,3}-e_{-1,-1}-e_{-3,-3}+j e_{1,1}+\left(1-j^{-1}\right) e_{1,2}+j^{-1} e_{3,3}+\right. \\
& \left.j^{-1} e_{-1,-1}+\left(j^{-2}-j^{-1}\right) e_{-2,-1}+j e_{-3,-3}\right)=I_{2 l}+\left(1-j+j^{-1}-j^{-2}\right) e_{1,2}-\left(1-j+j^{-1}-j^{-2}\right) e_{-2,-1}= \\
& I_{2 l}+(j-1)\left(j^{-2}-1\right)\left(e_{1,2}-e_{-2,-1}\right)=\Psi_{1,2}\left((j-1)\left(j^{-2}-1\right)\right) .
\end{aligned}
$$

So we have $\left[\rho, \alpha_{j}\right]=\Psi_{1,2}\left((j-1)\left(j^{-2}-1\right)\right)$, now as in the statement of the theorem we have $j \neq 1 \Longrightarrow(j-1)\left(j^{-2}-1\right) \neq 0$, let's say $(j-1)\left(j^{-2}-1\right)=f \neq 0$ then $\left[\rho, \alpha_{j}\right]=\Psi_{1,2}(f) \in P$ where $f \neq 0$ and $\Psi_{1,2}(t)$ is a elementary matrix of $S p(2 l, k)$.

Lemma 5.4.2. [14, 3.9] We have $P=<\alpha_{j}, r>$ and $\Psi_{1,2}(f) \in P$ where $f \in k^{*}$ where $k^{*}$ is the multiplicative group of the finite field $k$. Then $\alpha_{j}$ and $\Psi_{1,2}(f)$ will generate the set $\left\{\Psi_{1,2}(d) ; d \in k\right\}$ which will further imply that $\left\{\Psi_{1,2}(d) ; d \in k\right\} \subset P$.

Proof. Let's take conjugate of $\Psi_{1,2}(f)$ with $\alpha_{j}$, then $\alpha_{j} \Psi_{1,2}(f) \alpha_{j}^{-1}=\left(I_{2 l}-e_{1,1}-e_{2,2}-\right.$ $\left.e_{-1,-1}-e_{-2,-2}+j e_{1,1}+j^{-1} e_{2,2}+j^{-1} e_{-1,-1}+j e_{-2,-2}\right)\left(I_{2 l}+f\left(e_{1,2}-e_{-2,-1}\right)\right)\left(I_{2 l}-e_{1,1}-e_{2,2}-\right.$ $\left.e_{-1,-1}-e_{-2,-2}+j^{-1} e_{1,1}+j e_{2,2}+j e_{-1,-1}+j^{-1} e_{-2,-2}\right)=I_{2 l}+j^{2} f\left(e_{1,2}-e_{-2,-1}\right)=\Psi_{1,2}\left(j^{2} f\right)$. Now if we take $\alpha_{j} \Psi_{1,2}\left(j^{2} f\right) \alpha_{j}^{-1}$ it will be equal to $\Psi_{1,2}\left(j^{4} f\right)$, in this way if we repeatedly do this conjugation we will get that $\left\{\Psi_{1,2}\left(j^{2} f\right), \Psi_{1,2}\left(j^{4} f\right), \Psi_{1,2}\left(j^{6} f\right), \ldots, \Psi_{1,2}\left(j^{2 i} f\right)\right\} \subset P$ so if we take product of these elements that will also be in the subgroup $P$ which means that $\left\{\Psi_{1,2}\left(\left(\sum_{i} j^{2 i}\right) f\right)\right\} \subset P$.

So now let's define the subset $\mathscr{Q}$ of the finite field $k$ as follows: $\mathscr{Q}=\left\{\left(\sum_{i} j^{2 i}\right) f\right.$ : $\left.\Psi_{1,2}\left(\left(\sum_{i} j^{2 i}\right) f\right) \in P\right\}$ which means $\mathscr{Q}=\left\{j^{2} f, j^{4} f, \ldots .,\left(j^{2}+j^{4}\right) f, \ldots.\right\} \subseteq k$ and $j$ is the generator of $k^{*}$ and $j \neq 1$. Now we can prove that $\mathscr{Q}=k$ by using lemma 3.2.2 in chapter 3 , which simply proves that $\left\{\Psi_{1,2}(d): d \in k\right\} \subset P$.

Now let's take $\Gamma \Psi_{1,2}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-\right.$ $\left.e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{1,2}-e_{-2,-1}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=$ $\left(\Gamma-d e_{2,2}+d e_{-3,-1}\right) \Gamma^{-1}=I_{2 l}+d e_{2,3}-d e_{-3,-2}=I_{2 l}+d\left(e_{2,3}-e_{-3,-2}\right)=\Psi_{2,3}(d) \Longrightarrow$ $\Gamma \Psi_{1,2}(d) \Gamma^{-1}=\Psi_{2,3}(d)$. Which simply says that $\Psi_{2,3}(d) \in P$. Now in the same way if we calculate $\Gamma \Psi_{2,3}(d) \Gamma^{-1}=\Psi_{3,4}(d)$. So just following this procedure we will get that for any $d \in k ; \quad\left\{\Psi_{2,3}(d), \Psi_{3,4}(d), \Psi_{4,5}(d), \ldots, \Psi_{l-1, l}(d)\right\} \subset P$.

Now let's take $d, u \in k$ and calculate commutator of $\Psi_{1,2}(d)$ and $\Psi_{2,3}(u),\left[\Psi_{1,2}(d), \Psi_{2,3}(u)\right]$ $=\Psi_{1,2}(d)^{-1} \Psi_{2,3}(u)^{-1} \Psi_{1,2}(d) \Psi_{2,3}(u)=\left(I_{2 l}-d\left(e_{1,2}-e_{-2,-1}\right)\right)\left(I_{2 l}-u\left(e_{2,3}-e_{-3,-2}\right)\right)\left(I_{2 l}+d\left(e_{1,2}-\right.\right.$ $\left.\left.e_{-2,-1}\right)\right)\left(I_{2 l}+u\left(e_{2,3}-e_{-3,-2}\right)\right)=\left(I_{2 l}-u e_{2,3}+u e_{-3,-2}-d e_{1,2}+d u e_{1,3}+d e_{-2,-1}\right)\left(I_{2 l}+u e_{2,3}-\right.$ $\left.u e_{-3,-2}+d e_{1,2}+d u e_{1,3}-d e_{-2,-1}\right)=I_{2 l}+(d u)\left(e_{1,3}-e_{-3,-1}\right)=\Psi_{1,3}(d u) \Longrightarrow\left[\Psi_{1,2}(d), \Psi_{2,3}(u)\right]=$ $\Psi_{1,3}(d u)$ and $d u$ will vary over all the elements of the field $k$ so which says that for any $t \in k ;\left\{\Psi_{1,3}(t)\right\} \subset P$. So in general let's take $2 \leq i \leq l-1$ then $\left[\Psi_{1, i}(d), \Psi_{i, i+1}(u)\right]=$ $\Psi_{1, i}(d)^{-1} \Psi_{i, i+1}(u)^{-1} \Psi_{1, i}(d) \Psi_{i, i+1}(u)=\Psi_{1, i+1}(d u)$ which implies that $\left\{\Psi_{1, i+1}(t)\right\} \subset P$ for $3 \leq i+1 \leq l \Longrightarrow\left\{\Psi_{1,3}(t), \Psi_{1,4}(t), \ldots, \Psi_{1, l}(t)\right\} \subset P ; \forall t \in k$. Now in the same way if we calculate for $3 \leq i \leq l-1$, $\left[\Psi_{2, i}(d), \Psi_{i, i+1}(u)\right]=\Psi_{2, i}(d)^{-1} \Psi_{i, i+1}(u)^{-1} \Psi_{2, i}(d) \Psi_{i, i+1}(u)=$ $I_{2 l}+(d u)\left(e_{2, i+1}-e_{-(i+1),-2}\right)=\Psi_{2, i+1}(d u) \Longrightarrow\left\{\Psi_{2,4}(t), \Psi_{2,5}(t), \ldots, \Psi_{2, l}(t)\right\} \subset P ; \forall t \in k$.

So in this way, we can do this calculation and we will get that $\left\{\Psi_{3, i}(t) ; 3<i\right\}$, $\left\{\Psi_{4, i}(t) ; 4<i\right\}, \ldots,\left\{\Psi_{l-1, i}(t) ; l-1<i\right\}$ will contain in the group $P$. So it shows that $\left\{\Psi_{i, j}(t) ; i<j ; t \in k\right\} \subset P$.

$$
\left\{\Psi_{i, j}(t) ; i<j ; t \in k\right\} \subset P=<\alpha_{j}, r>
$$

Now we have that $\Psi_{l-1, l}(d) \in P$; so let's take $\Gamma \Psi_{l-1, l}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-\right.$ $\left.e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{l-1, l}-e_{-l,(l-1)}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-\right.$ $\left.e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=\left(\Gamma-d e_{1,-(l-1)}-d e_{l, l}\right) \Gamma^{-1}=I_{2 l}+d e_{1,-l}-d e_{l,-1}=$ $I_{2 l}+d\left(e_{1,-l}+e_{l,-1}\right)=\Psi_{1,-l}(d) ;$ so for any $d \in k ;\left\{\Psi_{1,-l}(d)\right\} \subset P$.

Now take $\Gamma \Psi_{1,-l}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-\right.$ $\left.e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{1,-l}+e_{l,-1}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-\right.$ $\left.e_{-(l-1),-l}\right)=\left(\Gamma-d e_{2,-l}-d e_{-1,-1}\right) \Gamma^{-1}=I_{2 l}-d e_{2,1}+d e_{-1,-2}=I_{2 l}-d\left(e_{2,1}-e_{-1,-2}\right)=$ $\Psi_{2,1}(-d) \Longrightarrow \Psi_{2,1}(-d) \in P$. Now $\Psi_{2,1}(d)$ is inverse of $\Psi_{2,1}(-d) \Longrightarrow \Psi_{2,1}(d) \in P$. Now $\Gamma \Psi_{2,1}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)\left(I_{2 l}+\right.$ $\left.d\left(e_{2,1}-e_{-1,-2}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=$ $I_{2 l}+d\left(e_{3,2}-e_{-2,-3}\right)=\Psi_{3,2}(d) \Longrightarrow \Gamma \Psi_{2,1}(d) \Gamma^{-1}=\Psi_{3,2}(d)$. So as previously we did, in the same way we will get that $\left\{\Psi_{3,2}(d), \Psi_{4,3}(d), \ldots, \Psi_{l, l-1}(d)\right\} \subset P$. Now $\left[\Psi_{3,2}(d), \Psi_{2,1}(u)\right]=$ $\Psi_{3,2}(d)^{-1} \Psi_{2,1}(u)^{-1} \Psi_{3,2}(d) \Psi_{2,1}(u)=\left(I_{2 l}-d\left(e_{3,2}-e_{-2,-3}\right)\right)\left(I_{2 l}-u\left(e_{2,1}-e_{-1,-2}\right)\right)\left(I_{2 l}+d\left(e_{3,2}-\right.\right.$ $\left.\left.e_{-2,-3}\right)\right)\left(I_{2 l}+u\left(e_{2,1}-e_{-1,-2}\right)=\left(I_{2 l}-u e_{2,1}+u e_{-1,-2}-d e_{3,2}+d u e_{3,1}+d e_{-2,-3}\right)\left(I_{2 l}+u e_{2,1}-\right.\right.$ $\left.u e_{-1,-2}+d e_{3,2}+d u e_{3,1}-d e_{-2,-3}\right)=I_{2 l}+(d u)\left(e_{3,1}-e_{-1,-3}\right)=\Psi_{3,1}(d u) \Longrightarrow \Psi_{3,1}(d u) \in P$ and $d u$ will vary over all the elements of the field $k$; so $\Psi_{3,1}(t) \in P$. Now as we previously did, we will have $\left\{\Psi_{i, j}(t) ; i>j ; t \in k\right\} \subset P$. We previously proved that $\left\{\Psi_{i, j}(t) ; i<\right.$
$j ; t \in k\} \subset P \Longrightarrow\left\{\Psi_{i, j}(t) ; i \neq j ; t \in k\right\} \subset P$

$$
\left\{\Psi_{i, j}(t) ; i \neq j ; t \in k\right\} \subset P
$$

Now calculate $\Gamma \Psi_{l, 1}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-\right.$ $\left.e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{l, 1}-e_{-1,-l}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-\right.$ $\left.e_{-(l-1),-l}\right)=\left(\Gamma-d e_{-1,1}+d e_{-2,-l}\right) \Gamma^{-1}=I_{2 l}+d\left(e_{-1,2}+e_{-2,1}\right)=\Psi_{-1,2}(d)$, which implies that $\Psi_{-1,2}(d) \in P$. Now take $\Gamma \Psi_{1, l}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-\right.$ $\left.e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{1, l}-e_{-l,-1}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=$ $\left(\Gamma-d e_{2, l}-d e_{1,-1}\right) \Gamma^{-1}=I_{2 l}+d\left(e_{1,-2}+e_{2,-1}\right)=\Psi_{1,-2}(d) \Longrightarrow \Psi_{1,-2}(d) \in P$.

Now let's take $\Gamma \Psi_{1,-2}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-\right.$ $\left.e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{1,-2}+e_{2,-1}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=$ $\left(\Gamma-d e_{2,-2}-d e_{3,-1}\right) \Gamma^{-1}=I_{2 l}+d\left(e_{2,-3}+e_{3,-2}\right)=\Psi_{2,-3}(d)$. Now if we follow this procedure as we did previously we will get that $\left\{\Psi_{2,-3}(d), \Psi_{3,-4}(d), \Psi_{4,-5}(d), \ldots, \Psi_{l-1,-l}(d) ; d \in k\right\} \subset P$. Now take the commutator of $\Psi_{1,2}(d)$ and $\Psi_{2,-3}(u) ;\left[\Psi_{1,2}(d), \Psi_{2,-3}(u)\right]=\Psi_{1,2}(d)^{-1} \Psi_{2,-3}(u)^{-1}$ $\Psi_{1,2}(d) \Psi_{2,-3}(u)=\left(I_{2 l}-d\left(e_{1,2}-e_{-2,-1}\right)\right)\left(I_{2 l}-u\left(e_{2,-3}+e_{3,-2}\right)\right)\left(I_{2 l}+d\left(e_{1,2}-e_{-2,-1}\right)\right)\left(I_{2 l}+\right.$ $\left.u\left(e_{2,-3}+e_{3,-2}\right)\right)=I_{2 l}+(d u)\left(e_{1,-3}+e_{3,-1}\right)=\Psi_{1,-3}(d u)$ so this says that $\Psi_{1,-3}(t) \in P$. Now we can see $\left[\Psi_{1,3}(d), \Psi_{3,-4}(u)\right]=\Psi_{1,-4}(d u)$; in this way if we calculate $\left[\Psi_{1,3}(d), \Psi_{3,-4}(u)\right]$, $\left[\Psi_{1,4}(d), \Psi_{4,-5}(u)\right], \ldots \ldots . .,\left[\Psi_{1, l-1}(d), \Psi_{l-1,-l}(u)\right]$ we will get that $\left\{\Psi_{1,-4}(t), \Psi_{1,-5}(t), \ldots . ., \Psi_{1,-l}(t)\right.$ $; t \in k\} \subset P$. In the same way if we calculate for $3 \leq i \leq l-1 ; \quad\left[\Psi_{2, i}(d), \Psi_{i,-(i+1)}(u)\right]$ it will be equal to $\Psi_{2,-(i+1)}(d u) \Longrightarrow\left\{\Psi_{2,-4}(t), \Psi_{2,-5}(t), \ldots \ldots, \Psi_{2,-l}(t) ; t \in k\right\} \subset P$. Similarly if we take $\left[\Psi_{3, i}(d), \Psi_{i,-(i+1)}(u)\right]=\Psi_{3,-(i+1)}(d u)$ for $4 \leq i \leq l-1$. Then we get that $\left\{\Psi_{3,-5}(t), \Psi_{3,-6}(t), \ldots \ldots, \Psi_{3,-l}(t) ; t \in k\right\} \subset P$. Now just following this procedure we will get that $\left\{\Psi_{i,-j}(d) ; i<j ; d \in k\right\} \subset P$.

$$
\left\{\Psi_{i,-j}(d) ; i<j ; d \in k\right\} \subset P
$$

Now let's take conjugate of $\Psi_{-1,2}(d)$ with $\Gamma ; \Gamma \Psi_{-1,2}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-\right.$ $\left.e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{-1,2}+e_{-2,1}\right)\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-\right.$ $\left.e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=\left(\Gamma-d e_{-2,2}-d e_{-3,1}\right) \Gamma^{-1}=I_{2 l}+d\left(e_{-2,3}+e_{-3,2}\right)=\Psi_{-2,3}(d)$. Now in general let's take $1 \leq i \leq l-2$, and evaluate $\Gamma \Psi_{-i, i+1}(d) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-\right.$ $\left.e_{2,1}-e_{-2,-1}-e_{3,2}-e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)\left(I_{2 l}+d\left(e_{-i, i+1}+e_{-(i+1), i}\right)\right)\left(e_{-l, 1}-e_{l,-1}-\right.$ $\left.e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-e_{-(l-1),-l}\right)=\left(\Gamma-d e_{-(i+1), i+1}-d e_{-(i+2), i}\right) \Gamma^{-1}=$ $I_{2 l}+d\left(e_{-(i+1),(i+2)}+e_{-(i+2),(i+1)}\right)=\Psi_{-(i+1),(i+2)}(d)$. Which shows that $\left\{\Psi_{-2,3}(d), \Psi_{-3,4}(d), \ldots\right.$, ,
$\left.\Psi_{-(l-1), l}(d)\right\} \subset P$. Now $\left[\Psi_{-1,2}(d), \Psi_{2,3}(u)\right]=\Psi_{-1,2}(d)^{-1} \Psi_{2,3}(u)^{-1} \Psi_{-1,2}(d) \Psi_{2,3}(u)=\left(I_{2 l}-\right.$ $\left.d\left(e_{-1,2}+e_{-2,1}\right)\right)\left(I_{2 l}-u\left(e_{2,3}-e_{-3,-2}\right)\right)\left(I_{2 l}+d\left(e_{-1,2}+e_{-2,1}\right)\right)\left(I_{2 l}+u\left(e_{2,3}-e_{-3,-2}\right)\right)=\left(I_{2 l}-\right.$ $\left.u e_{2,3}+u e_{-3,-2}-d e_{-1,2}+d u e_{-1,3}-d e_{-2,1}\right)\left(I_{2 l}+u e_{2,3}-u e_{-3,-2}+d e_{-1,2}+d u e_{-1,3}+d e_{-2,1}\right)=I_{2 l}+$ $d u\left(e_{-1,3}+e_{-3,1}\right)=\Psi_{-1,3}(d u) \Longrightarrow \Psi_{-1,3}(t) \in P$. Now $\left[\Psi_{-1,3}(d), \Psi_{3,4}(u)\right]=\Psi_{-1,4}(d u), \ldots .$, $\left[\Psi_{-1, l-1}(d), \Psi_{l-1, l}(u)\right]=\Psi_{-1, l}(d u) \Longrightarrow\left\{\Psi_{-1,4}(t), \Psi_{-1,5}(t), \ldots, \Psi_{-1, l}(t) ; t \in k\right\} \subset P$.

Now if we take $\left[\Psi_{-2, i}(d), \Psi_{i, i+1}(u)\right]$ for $3 \leq i \leq l-1$; it will be equal to $\Psi_{-2, i+1}(d u)$, which states that $\left\{\Psi_{-2,4}(t), \Psi_{-2,5}(t), \ldots, \Psi_{-2, l}(t)\right\} \subset P$. We can repeat this procedure for $j=3, \ldots, l-1$ and we will get that $\left\{\Psi_{-i, j}(d) ; i<j ; d \in k\right\} \subset P$.

$$
\left\{\Psi_{-i, j}(d) ; i<j ; d \in k\right\} \subset P
$$

We earlier proved that $\Psi_{-1, l}(d), \Psi_{l, 1}(d) \in P$, now $\left[\Psi_{-1, l}(d), \Psi_{l, 1}(u)\right]=\Psi_{-1, l}(d)^{-1} \Psi_{l, 1}(u)^{-1}$ $\Psi_{-1, l}(d) \Psi_{l, 1}(u)=\left(I_{2 l}-d\left(e_{-1, l}+e_{-l, 1}\right)\right)\left(I_{2 l}-u\left(e_{l, 1}-e_{-1,-l}\right)\right)\left(I_{2 l}+d\left(e_{-1, l}+e_{-l, 1}\right)\right)\left(I_{2 l}+u\left(e_{l, 1}-\right.\right.$ $\left.\left.e_{-1,-l}\right)\right)=\left(I_{2 l}-u\left(e_{l, 1}-e_{-1,-l}\right)-d e_{-1, l}+d u e_{-1,1}-d e_{-l, 1}\right)\left(I_{2 l}+u\left(e_{l, 1}-e_{-1,-l}\right)+d e_{-1, l}+d u e_{-1,1}+\right.$ $\left.d e_{-l, 1}\right)=I_{2 l}+(2 d u) e_{-1,1}=\Psi_{-1,1}(2 d u) \Longrightarrow\left[\Psi_{-1, l}(d), \Psi_{l, 1}(u)\right]=\Psi_{-1,1}(2 d u)$. Because $d u$ vary over all the elements of the finite field $k$ so we proved that for any $t \in k, \Psi_{-1,1}(2 t) \in P$. To prove that $\left\{\Psi_{-1,1}(t) ; t \in k\right\} \in P$, we will prove the following lemma:

Lemma 5.4.3. If $k$ is a finite field with characteristic not equal to 2 then the following map:

$$
\begin{gathered}
g: k \rightarrow k \\
t \rightarrow 2 t
\end{gathered}
$$

is a bijective map.

Proof. $k$ is a finite set so if i prove that $g$ is injective then that will imply it is surjective which implies that $g$ is bijective. So we will show that $g$ is injective,let's take $t_{1}, t_{2} \in k$ such that $g\left(t_{1}\right)=g\left(t_{2}\right) \Longrightarrow 2 t_{1}=2 t_{2} \Longrightarrow 2\left(t_{1}-t_{2}\right)=0$ and let's say $t_{1}-t_{2}=t^{\prime}$ then $2 t^{\prime}=0$ and $t^{\prime}$ is arbitrary and field $k$ has characteristic not equal to 2 which implies $t^{\prime}=0 \Longrightarrow t_{1}-t_{2}=0 \Longrightarrow t_{1}=t_{2}$ which shows that $g$ is an injective map which further implies that $g$ is bijective, because $k$ is a finite set.

So from lemma 5.4.3 if we have that $\Psi_{-1,1}(2 t) \in P \Longrightarrow\left\{\Psi_{-1,1}\left(t^{\prime}\right) ; t^{\prime} \in k\right\} \subset P$. So now let's take $1 \leq i \leq l-1$ and calculate $\Gamma \Psi_{-i, i}(t) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-\right.$
$\left.e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)\left(I_{2 l}+t e_{-i, i}\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots .\right.$. $\left.e_{l-1, l}-e_{-(l-1),-l}\right)=\left(\Gamma-t e_{-(i+1), i}\right) \Gamma^{-1}=I_{2 l}+t e_{-(i+1), i+1}=\Psi_{-(i+1), i+1}(t)$, and we proved that $\Psi_{-1,1}(t) \in P \Longrightarrow\left\{\Psi_{-2,2}(t), \Psi_{-3,3}(t), \ldots . . \Psi_{-l, l}(t)\right\} \subset P$. So which shows that

$$
\left\{\Psi_{-i, i}(t) ; 1 \leq i \leq l ; t \in k\right\} \subset P
$$

We have that $\Psi_{-l, l}(t) \in P$, so now take $\Gamma \Psi_{-l, l}(t) \Gamma^{-1}=\left(e_{1,-l}-e_{-1, l}-e_{2,1}-e_{-2,-1}-e_{3,2}-\right.$ $\left.e_{-3,-2}-\ldots . .-e_{l, l-1}-e_{-l,-(l-1)}\right)\left(I_{2 l}+t e_{-l, l}\right)\left(e_{-l, 1}-e_{l,-1}-e_{1,2}-e_{-1,-2}-e_{2,3}-e_{-2,-3}-\ldots . .-e_{l-1, l}-\right.$ $\left.e_{-(l-1),-l}\right)=\left(\Gamma+t e_{1, l}\right) \Gamma^{-1}=I_{2 l}-t e_{1,-1}=\Psi_{1,-1}(-t)=\Psi_{1,-1}(t)^{-1} \quad \Longrightarrow \quad \Gamma \Psi_{-l, l}(t) \Gamma^{-1}=$ $\Psi_{-1,1}(t)^{-1} \Longrightarrow \Psi_{1,-1}(t) \in P$. Now for $1 \leq i \leq l-1, \Gamma \Psi_{i,-i}(t) \Gamma^{-1}=\Psi_{i+1,-(i+1)}(t) \Longrightarrow$ $\left\{\Psi_{2,-2}(t), \Psi_{3,-3}(t), \ldots . . \Psi_{l,-l}(t)\right\} \subset P$. We also proved that $\Psi_{1,-1}(t) \in P \Longrightarrow$

$$
\left\{\Psi_{i,-i}(t) ; 1 \leq i \leq l ; t \in k\right\} \subset P
$$

$P=<\alpha_{j}, r>\leqslant S p(2 l, k)$ and we showed that all the elementary matrices of $S p(2 l, k)$ defined in the section 5.2,will contain in the subgroup $P$. But from theorem 5.3.1 the group $S p(2 l, k)$ is generated by the elementary matrices of $S p(2 l, k)$ which shows that $S p(2 l, k) \leqslant P \Longrightarrow$ $P=S p(2 l, k)$.

$$
P=<\alpha_{j}, r>=S p(2 l, k)
$$

It proves the two generation of $S p(2 l, k)$ i.e. $S p(2 l, k)$ is generated by 2 elements $\left\{\alpha_{j}, r\right\}$.
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