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## Abstract

Given $s, t \in \mathbb{N}$ such that $\operatorname{gcd}(s, t)=d, \operatorname{lcm}(s, t)=m$, an $s$-core $\sigma$, and a $t$-core $\tau$, we write $N_{\sigma, \tau}(k)$ for the number of $m$-cores of length no greater than $k$ whose $s$-core is $\sigma$ and $t$-core is $\tau$. In this thesis we prove that, for $k \gg 0, N_{\sigma, \tau}(k)$ is a quasi-polynomial of quasi-period $m$ and degree $\frac{1}{d}(s-d)(t-d)$.
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"The unusual nature of these coincidences might lead us to suspect that some sort of witchcraft is operating behind the scene."

- Donald Knuth


## Introduction

The study of integer partitions by visualizing them as Young diagrams was first introduced in [14] and has led to many new insights. The concepts of hooks and hook lengths associated to the Young diagram of a partition has been discussed in [8] and used to prove the hook length formula for the degree of an irreducible representation of $S_{n}$. The theory of cores has applications in Representation theory of $S_{n}$ : Character formulas, mod p theory, and Ramanujan congruences. It also has been used to prove an effective upper bound on $p(n)$ using purely combinatorial methods [15].

For a partition $\lambda$, there is a notion of 'a remainder of $\lambda$ upon division by $s$ ' called the $s$-core of $\lambda$ and an $s$-quotient whose total number of nodes is equal to the number of $s$-hooks removed to obtain the $s$-core. A partition $\lambda$ can be recovered from its $s$-core and $s$-quotient. It is known that

$$
|\lambda|=s\left(\left|\operatorname{quot}_{s} \lambda\right|\right)+\left|\operatorname{core}_{s} \lambda\right|
$$

where the modulus denotes the total number of nodes. This is an analogue of division for partitions and by this we can say that $\operatorname{core}_{s} \lambda$ is a kind of remainder. So we look at the Chinese remainder theorem for partitions.

In the first Chapter, we give some preliminaries on the theory of cores. Then we count $s$-cores of given length using an $s$-abacus. It is much more difficult to count the $s$-cores of given size [10].

Polytopes are the higher dimensional versions of polygons. Many counting problems can be translated into the language of polytopes. In Chapter 2, we recall the theory of Ehrhart polynomials for counting integer points in a $k$-dilated polytope. Using this and the concepts of totally unimodular matrices (matrices with sub-determinants $+1,-1$ or 0 ), we provide a variant of Ehrhart theory for some special kind of polytopes defined by totally unimodular
matrices. This will help us in counting integer points in certain transportation polytopes which are formed by the set of all non-negative real matrices having fixed row sum and column sum.

Let $N_{\sigma, \tau}(k)$ be the number of $m$-cores of length no greater than $k$ whose $s$-core is $\sigma$ and $t$-core is $\tau$ where $m=\operatorname{lcm}(s, t)$. In the third Chapter, we see how finding the asymptotics of $N_{\sigma, \tau}(k)$ translates into the problem of counting integer points in certain transportation polytopes. Then we use the variant of Ehrhart theory developed in Chapter 2 to prove our main result.

A function $f: \mathbb{N} \rightarrow \mathbb{N}$ is a quasi-polynomial of degree $d$ and quasi-period $p$ if its restriction to each coset $p \mathbb{N}+j$ is a polynomial of degree $d$ ([13], Section 4.4).

Write $V\left(\frac{\mathbf{s}}{\mathbf{d}}, \frac{\mathbf{t}}{\mathbf{d}}\right)$ for the relative volume ([13], page 565) of the transportation polytope for row margins $(\underbrace{\frac{s}{d}, \ldots, \frac{s}{d}}_{\frac{t}{d} \text { times }})$ and column margins $(\underbrace{\frac{t}{d}, \ldots, \frac{t}{d}}_{\frac{s}{d} \text { times }})$. We prove that

Theorem 0.0.1. For $k \gg 0, N_{\sigma, \tau}(k)$ is a quasi-polynomial of quasi-period $m=\operatorname{lcm}(s, t)$ and degree $\frac{1}{d}(s-d)(t-d)$, with leading coefficient $\left(V\left(\frac{s}{d}, \frac{t}{d}\right)\right)^{d}$.

## Chapter 1

## Introduction to Core Partitions

### 1.1 Preliminaries

For $n \in \mathbb{N}$, a partition of $n$ is a non-increasing sequence of positive integers $\lambda=$ $\left(a_{1}, a_{2}, \ldots, a_{\ell}\right)$ satisfying $a_{1}+a_{2}+\ldots+a_{\ell}=n$. The positive integers $a_{i}$ are called the parts of $\lambda$ and the total number of parts, denoted as $\ell(\lambda)$, is called the length of $\lambda$. We write $\Lambda$ for the set of all partitions.

### 1.1.1 The Young diagram of a partition

A partition $\lambda$ of $n$ can be visualized as a Young diagram (also known as Ferrers graph), $Y(\lambda)$, consisting of a collection of $n$ boxes arranged in $\ell(\lambda)$ rows which are left justified with $a_{i}$ boxes in the $i$ th row.
For example, when $\lambda=(5,4,3,1), Y(\lambda)$ is as follows.


The $j$ th box in the $i$ th row of $Y(\lambda)$ is called the $(i, j)$-node. We associate a hook and a hook length to the $(i, j)$-node. Let

$$
Y(\lambda)=\left\{(i, j) \in \mathbb{N} \times \mathbb{N} \mid 1 \leq i \leq \ell(\lambda), 1 \leq j \leq a_{i}\right\}
$$

Then the $(i, j)$-hook is given by

$$
H_{i j}(\lambda)=\left\{\left(i^{\prime}, j^{\prime}\right) \in Y(\lambda) \mid i^{\prime}=i \text { and } j^{\prime} \geq j \text { or } j^{\prime}=j \text { and } i^{\prime}>i\right\}
$$

The $(i, j)$-hook consists of the $(i, j)$-node and all the nodes to the right and below it. The total number of nodes in the $(i, j)$-hook is called the hook length of the $(i, j)$-node. If a hook is of length $h_{i j}$, then it is also called an $h_{i j}$-hook.
The (1,2)- hook of the partition $(5,4,3,1)$ of hook length six is shown as shaded boxes in the figure below.


An $(i, j)$-node is called a rim node if there is no $(i+1, j+1)$-node in the Young diagram. All such nodes in $Y(\lambda)$ form the $\operatorname{rim}$ of $\lambda$ given by

$$
R(\lambda)=\left\{\left(i^{\prime}, j^{\prime}\right) \in Y(\lambda) \mid\left(i^{\prime}+1, j^{\prime}+1\right) \notin Y(\lambda)\right\} .
$$

The rim of $(5,4,3,1)$ consists of the shaded boxes in the figure below.


The $(i, j)$-rim hook is a portion of the rim given by

$$
R_{i j}(\lambda)=\left\{\left(i^{\prime}, j^{\prime}\right) \in R(\lambda) \mid i^{\prime} \geq i \text { and } j^{\prime} \geq j\right\}
$$

The (1,2)-rim hook of $(5,4,3,1)$ is shaded in the figure below.


### 1.1.2 The s-core of a partition

Rim hooks are removable in the sense that, removal of a rim hook results in another Young diagram. Given $Y(\lambda)$, we remove rim $s$-hooks successively until no $s$-hook remains in the Young diagram. It turns out that the resulting Young diagram does not depend on the sequence in which rim $s$-hooks are removed (this will be clear from the abacus method for finding $s$-cores which is discussed in section 1.2.4). The resulting partition is called the $s$-core of $\lambda$.

Example 1. Let $\lambda=(5,4,3,1)$ and $s=6$.


Therefore $\operatorname{core}_{6}(5,4,3,1)=(1)$.

An $s$-core is a partition having no $s$-hook in its Young diagram. Write $C_{s}$ for the set of all $s$-cores and $C_{s}^{k}$ for those of length no greater than $k$. We define the map core $s: \Lambda \rightarrow C_{s}$ as $\operatorname{core}_{s}(\lambda)=\operatorname{core}_{s} \lambda$ where core ${ }_{s} \lambda$ denotes the $s$-core of $\lambda$.

Example 2. The 2-cores are the staircase partitions,


Proposition 1.1.1. Removing $R_{i j}(\lambda)$ from $Y(\lambda)$ is equivalent to removing $H_{i j}(\lambda)$ and rearranging the nodes accordingly.

For example, when $\lambda=(5,4,3,1)$, removing the ( 1,2 )-rim hook gives $(5,2)$.


Removing 1,2-hook and rearranging also gives (5, 2).


Proposition 1.1.2. If $d \mid s$,

$$
\operatorname{core}_{d} \operatorname{core}_{s} \lambda=\operatorname{core}_{d} \lambda .
$$

Thus a d-core is also an s-core.

### 1.1.3 Beta sets of a partition

We encode a partition in certain subsets of non-negative integers called beta sets. They can be thought of as a generalization of the set of first column hook lengths of the partition. Beta sets are very useful in characterizing and dealing with the core partitions as we will see in later sections.

The Young diagram of a partition can be reconstructed from its first column hook lengths. Suppose $H(\lambda)=\left\{h_{1}, h_{2}, \ldots, h_{\ell}\right\}$ where $h_{1}>h_{2}>\ldots>h_{\ell}$ is the set of first column hook lengths of $\lambda$. Then the partition $\lambda$ can be recovered as

$$
\begin{equation*}
\lambda=\left(h_{1}-\ell+1, h_{2}-\ell+2, \ldots, h_{\ell}\right) \tag{1.1}
\end{equation*}
$$

Let $\mathcal{H}$ be the set of all finite subsets of $\mathbb{N}$. The map $H: \Lambda \rightarrow \mathcal{H}$ taking a partition $\lambda$ to its first column hook lengths set $H(\lambda)$ is a bijection.

Let $\mathcal{H}^{*}$ be the set of all finite subsets of $\mathbb{N} \cup\{0\}$. Define the map $S: \mathcal{H}^{*} \rightarrow \mathcal{H}^{*}$ as

$$
\left\{h_{1}, h_{2}, \ldots, h_{\ell}\right\} \mapsto\left\{h_{1}+1, h_{2}+1, \ldots, h_{\ell}+1,0\right\} .
$$

Given $H \in \mathcal{H}^{*}$, there exists a unique $H_{0} \in \mathcal{H}$ and $j \geq 0$ such that $S^{j}\left(H_{0}\right)=H$. For $j \geq 0, S^{j}(H(\lambda))$ is called the beta set of $\lambda$ of length $\ell(\lambda)+j$. We will use the notation $H_{\lambda}^{k}$ for the beta set of $\lambda$ of length $k$. By this notation, $H_{\lambda}^{\ell(\lambda)}=H(\lambda)$.

Example 3. Let $\lambda=(5,4,3,1), \ell(\lambda)=4$.
Then $H(\lambda)=\{5+(4-1), 4+(4-2), 3+(4-3), 1+(4-4)\}=\{8,6,4,1\}$.
The next beta set of length 5 is,
$S\left(H_{\lambda}^{4}\right)=H_{\lambda}^{5}=\{8+1,6+1,4+1,1+1,0\}=\{9,7,5,2,0\}$.
Now $\lambda$ can be retrieved from $H_{\lambda}^{5}$ as,
$H_{\lambda}^{5}=\{9,7,5,2,0\} \rightsquigarrow\{9-(5-1), 7-(5-2), 5-(5-3), 2-(5-4), 0-(5-5)\}$ $=(5,4,3,1,0) \rightsquigarrow \lambda=(5,4,3,1)$.

Lemma 1.1.3 ([9, Lemma 2.7.13]). Suppose $H(\lambda)=\left\{h_{1}, h_{2}, \ldots, h_{\ell}\right\}$. Then a beta set of the partition $\lambda \backslash R_{i j}$, obtained by removing the $(i, j)$-rim hook of $\lambda$ is given by

$$
\left\{h_{1}, \ldots, h_{i-1}, h_{i}-k, h_{i+1}, \ldots, h_{\ell}\right\} .
$$

### 1.1.4 Abacus

An $s$-abacus has $s$-runners numbered from 0 to $s-1$. The $i$ th runner is numbered vertically as $i, i+s, i+2 s$ and so on. More details can be found in Section 2.7 of [9].

$$
\begin{array}{cccc}
\overline{0} & \overline{1} & \ldots & \overline{s-1} \\
\hline 0 & 1 & \cdots & s-1 \\
s & s+1 & \cdots & 2 s-1 \\
\vdots & \vdots & \vdots & \vdots
\end{array}
$$

A beta set of a partition can be displayed on an $s$-abacus by placing beads on the numbers which are elements of the beta set. A bead is shown as • and a space without a bead is shown as $\circ$. For instance, let $s=3$ and $H(\lambda)=\{8,6,4,1\}$. Then the 3 -abacus display of $H(\lambda)$ is as follows.

| $\overline{0}$ | $\overline{1}$ | $\overline{2}$ |
| :--- | :--- | :--- |
| $\circ$ | $\bullet$ | $\circ$ |
| $\circ$ | $\bullet$ | $\circ$ |
| $\bullet$ | $\circ$ | $\bullet$ |

## Finding $s$-core on $s$-abacus

The following proposition provides a quick method to find the $s$-core of a partition using the $s$-abacus display of its beta set.

Proposition 1.1.4. [15, page 3] The s-hooks in $Y(\lambda)$ correspond to beads with a space above them in the s-abacus display of a beta set of $\lambda$. An abacus display for the partition obtained by removing a given s-hook is achieved by sliding the corresponding bead one position up its runner.

This follows from Lemma 1.1.3.
Hence, to find the $s$-core of $\lambda$ we consider the abacus display of a beta set of $\lambda$ and move all the beads to their highest possible position. This gives a beta set of core ${ }_{s} \lambda$ from which we can retrieve $\operatorname{core}_{s} \lambda$.

Example 4. Let $\lambda=(5,4,3,1)$ and $s=6$. Move the beads to their highest possible position on the 6 -abacus display of $H(\lambda)=\{8,6,4,1\}$.


Therefore $H_{\text {core }_{6} \lambda}^{4}=\{4,2,1,0\} \rightsquigarrow \operatorname{core}_{6}(5,4,3,1)=(1)$.

### 1.2 Arithmetic of core partitions

Let $\lambda$ be a partition of length no greater than $k$. Then define

$$
H_{\lambda, s}^{k}= \begin{cases}h \quad \bmod s & \left.h \in H_{\lambda}^{k}\right\} \in\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)\end{cases}
$$

where $\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)$ denotes the $k$ element multisets on $\mathbb{Z} / s \mathbb{Z}$.
For $H \in\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)$, write $H(r)$ for the multiplicity of $r$ in the multiset $H$. Note that, $H_{\lambda, s}^{k}(r)$ is the number of beads on the $r^{t h}$ runner when $H_{\lambda}^{k}$ is displayed on an $s$ abacus.

Lemma 1.2.1. For $i \geq \ell(\lambda)$ and $k \in \mathbb{N}$,

$$
H_{\lambda, s}^{i+s k}(r)=H_{\lambda, s}^{i}(r)+k
$$

Proof. From the definition of a length $i+s k$ beta set of $\lambda$ it follows that,

$$
H_{\lambda}^{i+s k}=\left\{h+s k \mid h \in H_{\lambda}^{i}\right\} \cup\{s k-1, s k-2, \ldots, 0\} .
$$

Hence, $H_{\lambda, s}^{i+s k}=H_{\lambda, s}^{i} \cup\left\{0^{k}, 1^{k}, \ldots,(s-1)^{k}\right\}$ which implies $H_{\lambda, s}^{i+s k}(r)=H_{\lambda, s}^{i}(r)+k$.

Lemma 1.2.2. Let $\lambda, \mu$ be partitions of length no greater than $k$. Then $\operatorname{core}_{s}(\lambda)=\operatorname{core}_{s}(\mu)$ if and only if $H_{\lambda, s}^{k}=H_{\mu, s}^{k}$.

Proof. We know that $\operatorname{core}_{s}(\lambda)=\operatorname{core}_{s}(\mu)$ if and only if $H_{\operatorname{core}_{s}(\lambda), s}^{k}=H_{\operatorname{core}_{s}(\mu), s}^{k}$.
$H_{\text {cores }_{s}(\lambda), s}^{k}=H_{\lambda, s}^{k}$ since $H_{\lambda, s}^{k}(r)$ is the number of beads on the $r^{t h}$ runner when $H_{\lambda}^{k}$ is displayed on an $s$ abacus. Similarly, $H_{\operatorname{core}_{s}(\mu), s}^{k}=H_{\mu, s}^{k}$. Thus the result follows.

Proposition 1.2.3. The map $\mathscr{A}_{s}: C_{s}^{k} \rightarrow\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)$ defined as $\sigma \mapsto H_{\sigma, s}^{k}$ is a bijection.

Proof. Injectivity of the map follows from Lemma 1.2.1. For surjectivity, given any $H \in$ $\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)$ place $H(r)$ beads on the $r$ th runner of an $s$-abacus. This gives an abacus display of a beta set of some $s$-core $\sigma$ such that $H_{\sigma, s}^{k}=H$, from which we get $H_{\sigma}^{k}$ and thus $\sigma$.

### 1.2.1 Counting s-core partitions

The $s$-core partitions of length $\ell$ can be counted easily on an $s$ abacus. For $a, b \in \mathbb{N}$,
 $x_{1}+x_{2}+\ldots+x_{b}=a$.

Proposition 1.2.4 ([16, Theorem 2.3]). The number of s-cores of length $\ell$ is

$$
\left(\binom{\ell}{s-1}\right)=\binom{\ell+s-2}{\ell} .
$$

Proof. We have that the $s$-core partitions correspond to $s$-abacus displays with no beads on the 0th runner and no sliding up possible. The number of beads is the length of the partition. Therefore, the number of $s$-cores of length $\ell$ is same as the number of ways to distribute $\ell$ beads on on $s-1$ runners. By applying "stars and bars" method [2] we get that $\left(\binom{\ell}{s-1}\right)=\binom{\ell+s-2}{\ell}$.

Proposition 1.2.5. The maximum size of an $s$-core of length $\ell$ is $(s-1)\binom{\ell+1}{2}$.

Proof. We will find the maximum size of a beta set of cardinality $\ell$, from which we obtain the maximum size of an $s$-core of length $\ell$. We need to place all $\ell$ beads on the last runner of the $s$-abacus on their highest possible position to get the beta set with maximum size. Hence, $\{\ell s-1,(\ell-1) s-1, \ldots, s-1\}$ is the beta set of maximum size and the corresponding $s$-core is, $(\ell s-1,(\ell-1) s-(\ell-1), \ldots, \ell-1)$. Therefore, the maximum size of an $s$-core of length $\ell$ is,

$$
\sum_{i=1}^{\ell} i s-i=(s-1)\binom{\ell+1}{2}
$$

### 1.2.2 Fibres of the map from st-cores to s-cores

As a warm up to the CRT for partitions, let us consider the map core ${ }_{s}$ : $C_{s t} \rightarrow C_{s}$ taking an $s t$-core to its $s$-core. Given $\sigma \in C_{s}$, let

$$
N_{\sigma}(k)=\left\{\lambda \in C_{s t} \mid \operatorname{core}_{s} \lambda=\sigma, \ell(\lambda) \leq k\right\} .
$$

In other words, $N_{\sigma}(k)$ is the cardinality of the fibre of core $_{s}: C_{s t}^{k} \rightarrow C_{s}^{k}$ over $\sigma$. Now we define the $\operatorname{map} \mathscr{S}_{s}:\left(\binom{\mathbb{Z} / s t \mathbb{Z}}{k}\right) \rightarrow\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)$ as

$$
F \mapsto F_{s}=\{f \quad \bmod s \mid f \in F\} .
$$

From the definition of the map $\mathscr{S}_{s}$ it follows that,

$$
\begin{equation*}
F_{s}(a \bmod s)=\sum_{m=0}^{t-1} F(a+m s \quad \bmod s t) \tag{1.2}
\end{equation*}
$$

Proposition 1.2.6. The following diagram commutes,


Proof. Let $\sigma \in C_{s t}^{k}$, then $\mathscr{A}_{s t}(\sigma)=H_{\sigma, s t}^{k}$ and $\mathscr{A}_{s}\left(\operatorname{core}_{s} \sigma\right)=H_{\text {core }_{s} \sigma, s}^{k}$. We will show that

$$
\mathscr{S}_{s}\left(H_{\sigma, s t}^{k}\right)=H_{\text {core }_{s} \sigma, s}^{k} .
$$

We have,

$$
H_{\sigma, s t}^{k}=\left\{h \quad \bmod s t \mid h \in H_{\sigma}^{k}\right\}
$$

Then

$$
\begin{aligned}
\mathscr{S}_{s}\left(H_{\sigma, s t}^{k}\right) & =\left\{\begin{array}{ll}
g & \bmod s \mid g \in H_{\sigma, s t}^{k}
\end{array}\right\} \\
& =\left\{\left(\begin{array}{ll}
(h & \bmod s t) \quad \bmod s \mid h \in H_{\sigma}^{k}
\end{array}\right\}\right. \\
& =\left\{\begin{array}{ll}
h & \bmod s \mid h \in H_{\sigma}^{k}
\end{array}\right\} \\
& =H_{\sigma, s}^{k}=H_{\text {core }_{s} \sigma, s}^{k} .
\end{aligned}
$$

By Proposition 1.2.6, $N_{\sigma}(k)$ is also the cardinality of the fibre of $\mathscr{S}_{s}$ over $H_{\sigma, s}^{k}$.

## Quasi-polynomials

A function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that

$$
f(x)=c_{d}(x) x^{d}+c_{d-1}(x) x^{d-1}+\cdots+c_{0}(x)
$$

where $c_{i}(x)$ are periodic functions is called a quasi-polynomial. Let $p$ be a common period of $c_{0}, \cdots, c_{d}$, then $f(x)=f_{i}(x)$ for $n \equiv i \bmod p$ where $f_{i}$ s are polynomials and $p$ is called a quasi-period of $f$. In other words, a function $f: \mathbb{N} \rightarrow \mathbb{N}$ is a quasi-polynomial of degree $d$ and quasi-period $p$ if its restriction to each coset $p \mathbb{N}+j$ is a polynomial of degree $d$.

Example 5. For $d \in \mathbb{N}, f(k)=\left\lfloor\frac{k}{d}\right\rfloor$ is a quasi-polynomial of degree 1 and quasi-period $d$.
Theorem 1.2.7. For $k \geq \ell(\sigma), N_{\sigma}(k)$ is a quasi-polynomial of degree $s(t-1)$ and quasi-period s.

Proof. Given $F_{s} \in\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right)$, by 1.2 the number of $F \in\left(\binom{\mathbb{Z} / s t \mathbb{Z}}{k}\right)$ such that $\mathscr{S}_{s}(F)=F_{s}$ is

$$
\prod_{j=0}^{s-1}\left(\binom{F_{s}(j)}{t}\right)
$$

where $\left(\binom{F_{s}(j)}{t}\right)$ is the number of ways to distribute $F_{s}(j)$ beads on $t$ runners.
Therefore for $i \geq \ell(\sigma)$,

$$
\begin{aligned}
N_{\sigma}(i+s k) & =\prod_{j=0}^{s-1}\left(\left({\left.\left.\underset{t}{H_{\sigma, s}^{i+s k}(j)}\right)\right)}^{i}\right)\right. \\
& =\prod_{j=0}^{s-1}\left(\left(H_{\sigma, s}^{i}(j)+k\right)\right)
\end{aligned}
$$

Then the theorem follows from the formula for $\left.\binom{a}{b}\right)$.

## Chapter 2

## Introduction to Polytopes

The enumeration of integer points in a bounded region of the Euclidean space is a common problem which appears in various fields of mathematics disguised in different forms. The Frobenius coin exchange problem well explained in [1], Section 1.2, is a beautiful example of this. Our main goal is to enumerate the fibres of the Chinese remainder theorem map. We will see that this is equivalent to counting integer points in certain polytopes. In this Chapter, we develop the necessary machinery required for this task.

### 2.1 Preliminaries

A polytope is a higher dimensional analogue of a polygon in two dimensions. In this section, we recall some basic concepts and define polytopes more carefully.

Definition 2.1.1. A set $X$ is said to be convex if for every $x, y \in X, t x+(1-t) y \in X$ for all $t \in(0,1)$.

Definition 2.1.2. The convex hull of a set $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ is the smallest convex set which contains $X$ given by

$$
\operatorname{conv}(X)=\left\{\sum_{i=1}^{k} \lambda_{i} x_{i} \mid \lambda_{i} \geq 0, \sum_{i=1}^{k} \lambda_{i}=1\right\}
$$

Now we give the "vertex description" of a polytope.
Definition 2.1.3. A convex polytope $P$ in $\mathbb{R}^{n}$ is defined as

$$
P=\operatorname{conv}\left(\left\{v_{1}, v_{2}, \ldots, v_{m}\right\}\right)
$$

for some $\left\{v_{1}, v_{2}, \ldots, v_{m}\right\} \subset \mathbb{R}^{n}$ called the vertices of $P$.

If all vertices of $P$ are integer points in $\mathbb{R}^{n}$, then it is called a lattice polytope. The dimension of $P$ is the vector space dimension of the subspace, $\operatorname{span}\left(\left\{v_{2}-v_{1}, \ldots, v_{m}-v_{1}\right\}\right)$. A $d$ dimensional polytope is called a $d$-polytope. We will be considering only convex polytopes in this thesis and henceforth we will refer to them as just polytopes. Polytopes can also be defined as a bounded intersection of finitely many half spaces. We discuss some preliminaries for this drawn from [7].

Hyperplanes are subspaces of dimension one less than its ambient vector space. Let $\mathbf{a} \in \mathbb{R}^{1 \times n}$ and $b \in \mathbb{R}$. A hyperplane defined as

$$
H=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathrm{ax}=b\right\}
$$

separates the ambient vector space into two halfspaces,

$$
H^{+}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{a x} \geq b\right\}, \quad H^{-}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{a x} \leq b\right\} .
$$

These are called the closed halfspaces bounded by $H$.
Definition 2.1.4. A hyperplane $H$ is called a supporting hyperplane of a closed convex set $K \subset \mathbb{R}^{n}$ if $K \cap H \neq \emptyset$ and $K \subset H^{-}$or $K \subset H^{+}$.

If $K \subset H^{-}$, then $H^{-}$is called a supporting halfspace of $K$. Now we are ready to give the "hyperplane description" of a polytope.

Definition 2.1.5. A bounded intersection of $k$ halfspaces given by

$$
P=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{a}_{i} \mathbf{x} \leq b_{i}, 1 \leq i \leq k\right\}
$$

where $\mathbf{a}_{i} \in \mathbb{R}^{1 \times n}$ and $b_{i} \in \mathbb{R}$ is called a polytope.

Note that, since an equality of the form $\mathbf{a}_{i} \mathbf{x}=b_{i}$ can be replaced by two inequalities $\mathbf{a}_{i} \mathbf{x} \leq b_{i}$ and $-\left(\mathbf{a}_{i} \mathbf{x}\right) \leq-b_{i}$, the constraints defining a polytope can include both equalities and inequalities. The equivalence of vertex description and hyperplane description can be found in Appendix A of [1]. If the condition of boundedness is removed from the definition of a polytope then it is called a polyhedron.

### 2.2 Counting integer points in polytopes

For a polytope $P$ in $\mathbb{R}^{n}$ let

$$
L_{P}(k)=\#\left(k P \cap \mathbb{Z}^{n}\right)
$$

be the number of integer points in the $k$-dilated polytope of $P$. Suppose $P$ is a lattice polygon. Then by Pick's theorem

$$
L_{P}(k)=A(P) k^{2}+\frac{1}{2} B(P) k+1,
$$

where $A(P)$ is the area of $P$ and $B(P)$ is the number of integer points on the boundary of $P$ (11], Theorem 5.11). Ehrhart's theorem is an extension of Pick's theorem in higher dimensions.

Theorem 2.2.1 ([11, Theorem 13.4]). Let $P$ be a lattice d-polytope in $\mathbb{R}^{n}$. Then $L_{P}(k)$ is a polynomial in $k$ of degree $d$.

Let $P^{\prime}$ be the projection of $P$ on to the $d$-dimensional space $\mathbb{R}^{d}$. The volume of $P^{\prime}$ is said to be the relative volume of $P([13]$, page 565$)$. For example, the triangle in $\mathbb{R}^{3}$

$$
T=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}_{\geq 0}^{3} \mid x_{1}+x_{2}+x_{3}=1\right\}
$$

can be projected on to $\mathbb{R}^{2}$ to get the triangle

$$
T^{\prime}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}_{\geq 0}^{2} \mid x_{1}+x_{2} \leq 1\right\}
$$

The relative volume of $T$ is the area of $T^{\prime}$.
Proposition 2.2.2 ([13, Proposition 4.6.13]). Let $P$ be a lattice d-polytope in $\mathbb{R}^{n}$. Then the leading coefficient of $L_{P}(k)$ is $V(P)$, the relative volume of $P$.

There is a more general version of Ehrhart's theorem for counting integer points in polytopes with rational vertices.

Theorem 2.2.3 ([1, Theorem 3.23]). Let $P$ be a d-dimensional polytope with rational vertices. Then $L_{P}(k)$ is a quasi-polynomial in $k$ of degree $d$ and its quasi-period dividing the least common multiple of the denominators of the vertices of $P$.

Example 6. The closed interval $P=\left\lfloor\frac{a}{b}, \frac{c}{d}\right\rfloor$ is a one dimensional polytope, where $\frac{a}{b}, \frac{c}{d}$ are in their lowest terms.

$$
L_{P}(k)=\left\lfloor\frac{k c}{d}\right\rfloor-\left\lfloor\frac{k a-1}{b}\right\rfloor .
$$

From example 5 we know that $\left\lfloor\frac{k}{d}\right\rfloor$ is a quasi-polynomial of quasi-period $d$. Hence in this case, $L_{P}(k)$ is a quasi-polynomial with quasi-period $\operatorname{lcm}(b, d)$.

Ehrhart's theorem is proved using the following lemma which uses the theory of generating functions.

Lemma 2.2.4 ([1, Lemma 3.24]). Suppose the generating function of $f$ is given as,

$$
\sum_{k \geq 0} f(k) x^{k}=\frac{g(x)}{h(x)}
$$

Then $f$ is a quasi-polynomial of degree $d$ with period dividing $p$ if and only if $g$ and $h$ are polynomials where $\operatorname{deg}(g)<\operatorname{deg}(h)$, all roots of $h$ are $p^{\text {th }}$ roots of unity of multiplicity at most $d+1$, and there is a root of multiplicity equal to $d+1$ (assuming $\frac{g}{h}$ is reduced to lowest terms).

Now we discuss some special kind of polytopes relevant to our problem.

### 2.3 Polytopes of totally unimodular matrices

Definition 2.3.1. An $m \times n$ matrix $A$ is said to be totally unimodular if the determinant of any square submatrix of $A$ is $+1,-1$ or 0 .

Given a totally unimodular $m \times n$ matrix $A$ and a vector $\mathbf{b} \in \mathbb{R}^{m}$, suppose

$$
P(A, \mathbf{b})=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid A \mathbf{x} \leq \mathbf{b}\right\}
$$

is a bounded closed subset of $\mathbb{R}^{n}$. Then $P(A, \mathbf{b})$ is said to be the polytope associated to the totally unimodular matrix $A$ and vector $\mathbf{b}$.

Proposition 2.3.1 ([12, Corollary 19.2 a]). Let $A$ be an integer matrix. Then $A$ is totally unimodular if and only if for each integer vector $\boldsymbol{b}$ the polyhedron $\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid A \boldsymbol{x} \leq \boldsymbol{b}\right\}$ has integer vertices.

### 2.3.1 Transportation polytopes

Let $\mathbf{r} \in \mathbb{R}^{s}$ and $\mathbf{c} \in \mathbb{R}^{t}$ be positive real vectors and $\mathbf{x}=\left(x_{i j}\right)_{1 \leq i \leq s, 1 \leq j \leq t}$ be an $s \times t$ matrix. The constraints on row sums and column sums of $\mathbf{x}$ are specified as

$$
\begin{equation*}
\sum_{j=1}^{t} x_{i j}=r_{i}, 1 \leq i \leq s, \quad \sum_{i=1}^{s} x_{i j}=c_{j}, 1 \leq j \leq t \tag{2.1}
\end{equation*}
$$

If $\sum_{i=1}^{s} r_{i} \neq \sum_{j=1}^{t} c_{j}$, there does not exist a matrix $\mathbf{x}$ satisfying the above conditions. Hence we assume that the vectors $\mathbf{r}$ and $\mathbf{c}$ have equal sums. The feasible solutions of (2.1) forms a polytope, called the transportation polytope for margins $\mathbf{r}$ and $\mathbf{c}$, denoted by $P(\mathbf{r}, \mathbf{c})$. By viewing the $s \times t$ matrix $\mathbf{x}$ as an $s t$-vector the transportation polytope can be given as

$$
P(\mathbf{r}, \mathbf{c})=\left\{\mathbf{x} \in \mathbb{R}^{s t} \mid A \mathbf{x}=\mathbf{b}, \mathbf{x} \geq 0\right\}
$$

for some matrix $A$ and vector $b$ where $A \mathbf{x}=b$ is the constraints (2.1).

Proposition 2.3.2 ([3, Theorem 8.1.1]). The dimension of the transportation polytope $P(\boldsymbol{r}, \boldsymbol{c})$ is $(s-1)(t-1)$.

Lemma 2.3.3 ([3, Corollary 8.1.4]). The transportation polytope $P(\boldsymbol{r}, \boldsymbol{c})$ is a lattice polytope if $\boldsymbol{r} \in \mathbb{Z}^{s}$ and $\boldsymbol{c} \in \mathbb{Z}^{t}$.

Proposition 2.3.4. The transportation polytope $P(\boldsymbol{r}, \boldsymbol{c})$ is of the form

$$
\left\{\boldsymbol{x} \in \mathbb{R}^{s t} \mid A \boldsymbol{x}=\boldsymbol{b}, \boldsymbol{x} \geq 0\right\}
$$

for some totally unimodular $(s+t) \times$ st matrix $A$ and vector $\boldsymbol{b}$.

Proof. The row and column sum conditions defining $P(\mathbf{r}, \mathbf{c})$ can be given as

$$
\sum_{j=1}^{t} x_{i j}=r_{i}, 1 \leq i \leq s, \quad \quad \sum_{i=1}^{s} x_{i j}=c_{j}, 1 \leq j \leq t
$$

These $s+t$ constraints can be written in matrix form as $A \mathbf{x}=\mathbf{b}$ where $\mathbf{x}$ is the column vector $\left(x_{11}, \ldots, x_{1 t}, x_{21}, \ldots, x_{2 t}, \ldots, x_{s 1}, \ldots, x_{s t}\right)$ and $\mathbf{b}=\left(r_{1}, r_{2}, \ldots, r_{s}, c_{1}, c_{2}, \ldots, c_{t}\right)$.

The constraint matrix $A$ is the vertex-edge incidence matrix of the complete bipartite graph $K_{s, t}$ ([5], page 3). Hence $A$ is totally unimodular ([12], page 273).

Since $P(\mathbf{r}, \mathbf{c})$ is an $(s-1)(t-1)$-polytope, it can be projected onto $\mathbb{R}^{(s-1)(t-1)}$. Let the constraints

$$
\begin{aligned}
& r_{i}-c_{t} \leq \sum_{j=1}^{t-1} x_{i j} \leq r_{i}, \quad 1 \leq i \leq s-1, \\
& c_{j}-r_{s} \leq \sum_{i=1}^{s-1} x_{i j} \leq c_{j}, \quad 1 \leq j \leq t-1 .
\end{aligned}
$$

in matrix form be written as $A^{\prime} \mathbf{x}^{\prime} \leq \mathbf{b}^{\prime}$ for some matrix $A^{\prime}$ and vector $\mathbf{b}^{\prime}$. Then the polytope

$$
P^{\prime}(\mathbf{r}, \mathbf{c})=\left\{\mathbf{x}^{\prime} \in \mathbb{R}^{(s-1)(t-1)} \mid A^{\prime} \mathbf{x}^{\prime} \leq \mathbf{b}^{\prime}, \mathbf{x}^{\prime} \geq 0\right\}
$$

is the projection of $P(\mathbf{r}, \mathbf{c})$ onto $\mathbb{R}^{(s-1)(t-1)}$. Since each coordinate of $\mathbf{x}^{\prime}$ is involved in a row and a column sum constraint, $A^{\prime}$ is totally unimodular by [12], page 274.

### 2.4 Counting integer points in polytopes of totally unimodular matrices

Proposition 2.4.1. Let $A$ be an $m \times n$ totally unimodular matrix and $P_{k}(A, \boldsymbol{b})=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\right.$ $A \boldsymbol{x} \leq \boldsymbol{b} k, \boldsymbol{x} \geq 0\}$ be a polytope where $\boldsymbol{b}$ is an integer vector. Then the number of integer points in $P_{k}(A, \boldsymbol{b})$ is a polynomial in $k$ of degree equal to $\operatorname{dim}\left(P_{1}(A, \boldsymbol{b})\right)$ and leading coefficient equal to the relative volume of $P_{1}(A, \boldsymbol{b})$.

Proof. By Proposition 2.3.1, the polytope $P_{1}(A, \mathbf{b})$ has integer vertices. Also, $P_{k}(A, \mathbf{b})=$ $k P_{1}(A, \mathbf{b})$. Hence, the result follows by Ehrhart's theorem.

Lemma 2.4.2. Let $A$ be an $m \times n$ totally unimodular matrix and $a_{i j}$ be the entry in the $i$ th row and $j$ th column of $A$. Choose $i, j$ such that $a_{i j} \neq 0$. Perform the following row operations on $A$ sequentially.
(1) For $t \neq i, R_{t} \rightarrow R_{t}-a_{t j} a_{i j}^{-1} R_{i}$.
(2) $R_{i} \rightarrow a_{i j}^{-1} R_{i}$.
(3) $a_{i j} \rightarrow 0$.

Then the resulting matrix is totally unimodular.

Proof. Without loss of generality, assume $i=1, j=1$ and $a_{11}=1$. First we will show that $A$ remains totally unimodular under the operations (1). Suppose $A^{\prime}$ is the matrix obtained after performing (1) on $A$. Let $I \subset\{1,2, \ldots, m\}$ and $J \subset\{1,2, \ldots, n\}$ of cardinality $r$ where $1 \leq r \leq \min (m, n)$. Let $A_{I J}$ denotes the submatrix of $A$ that corresponds to the rows with index in $I$ and columns with index in $J$. We need to show that $\operatorname{det}\left(A_{I J}^{\prime}\right)$ is $1,-1$ or 0 .

Case 1: If $1 \in I, \operatorname{det}\left(A_{I J}^{\prime}\right)=\operatorname{det}\left(A_{I J}\right)=1,-1$ or 0 , since $A$ is totally unimodular and the determinant remains unchanged under a row operation.

Case 2: If $1 \notin I, 1 \in J, \operatorname{det}\left(A_{I J}^{\prime}\right)=0$ since the first column of $A_{I J}^{\prime}$ is 0 .
Case 3: $1 \notin I, 1 \notin J$, let $\tilde{I}=I \cup\{1\}$ and $\tilde{J}=J \cup\{1\}$. Then $\operatorname{det}\left(A_{I J}^{\prime}\right)=\operatorname{det}\left(A_{\tilde{I} \tilde{J}}^{\prime}\right)$. By Case $1 \operatorname{det}\left(A_{\tilde{I} \tilde{J}}^{\prime}\right)$ is $1,-1$ or 0 .

It is known that under row operation (2) a matrix remains totally unimodular ([12], page 280, (iii)). Note that the operation (1) takes $A$ to $A^{\prime}$ such that the first column entries of $A^{\prime}$ are 0 except $a_{11}^{\prime}$ (since $a_{t 1} \rightarrow a_{t 1}-a_{11}^{2} a_{t 1}=0$ ). Any submatrix of a totally unimodular matrix is totally unimodular. Hence $A^{\prime}$ remains totally unimodular under the row operation (3).

Theorem 2.4.3. Let $A$ be an $m \times n$ totally unimodular matrix and $P_{k}(A, \boldsymbol{b}, \boldsymbol{c})=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid\right.$ $A \boldsymbol{x} \leq \boldsymbol{b} k+\boldsymbol{c}, \boldsymbol{x} \geq 0\}$ be a polytope where $\boldsymbol{b}$ and $\boldsymbol{c}$ are integer vectors. Then for $k \gg 0$, the number of integer points in $P_{k}(A, \boldsymbol{b}, \boldsymbol{c})$ is a polynomial in $k$. If $\operatorname{dim}\left(P_{1}(A, \boldsymbol{b}, \boldsymbol{O})\right)$ is equal to $n$, then the degree of the polynomial equals $\operatorname{dim}\left(P_{1}(A, \boldsymbol{b}, \boldsymbol{O})\right)$ and the leading coefficient equals the volume of $P_{1}(A, \boldsymbol{b}, \boldsymbol{0})$.

Proof. Let $P_{k}(A, b, c)$ be the polytope defined by the system of $m$ linear inequalities

$$
\begin{array}{ccccccc}
a_{11} x_{1} & +a_{12} x_{2} & +\ldots & +a_{1 n} x_{n} & \leq & b_{1} k+c_{1} \\
a_{21} x_{1} & +a_{22} x_{2} & +\ldots & +a_{2 n} x_{n} & \leq & b_{2} k+c_{2}  \tag{2.2}\\
\vdots & & \vdots & & \ldots & \vdots & \\
a_{m 1} x_{1} & +a_{m 2} x_{2} & +\ldots & +a_{m n} x_{n} & \leq & b_{m} k+c_{m}
\end{array}
$$

which is written in short as $A \mathbf{x} \leq \mathbf{b} k+\mathbf{c}$. We will proceed by induction on the number of variables $n$. Let $n=1$, the polytope is defined as

$$
\left\{x_{1} \in \mathbb{R} \mid a_{i 1} x_{1} \leq\left(b_{i} k+c_{i}\right), 1 \leq i \leq m, \quad x_{1} \geq 0\right\} .
$$

Let $I$ be the set of indices $i$ for which $a_{i 1}=1$ and $J$ be $\{0\} \cup$ the set of indices $j$ for which $a_{j 1}=-1$. Put $b_{0}=c_{0}=0$, and switch the signs of $b_{j} \mathrm{~s}$ and $c_{j} \mathrm{~s}$ for $j \in J$. Then the polytope can be given by

$$
\left\{x_{1} \in \mathbb{R} \mid x_{1} \leq\left(b_{i} k+c_{i}\right), x_{1} \geq\left(b_{j} k+c_{j}\right), i \in I, j \in J\right\} .
$$

We assume that $b_{j} \leq b_{i}$ for all $i, j$, since otherwise the polytope is eventually empty.
Let $B^{-}=\max \left(b_{j}: j \in J\right)$, and $B^{+}=\min \left(b_{i}: i \in I\right)$. Further, let $C^{-}=\max \left(c_{j}: b_{j}=\right.$ $\left.B^{-}\right)$and $C^{+}=\min \left(c_{i}: b_{i}=B^{+}\right)$.

Then for $k \gg 0$, we have

$$
L_{P}(k)=\#\left\{x \in \mathbb{Z}: B^{-} k+C^{-} \leq x \leq B^{+} k+C^{+}\right\}=\left(B^{+}-B^{-}\right) k+\left(C^{+}-C^{-}\right)+1
$$

Thus the theorem holds true for $n=1$.

If all $c_{i}$ s are 0 , it reduces to the Ehrhart's theorem and the result follows by Proposition 2.4.1. So without loss of generality assume $c_{1}>0$. The integer solutions of the system (2.1) can be split as integer solutions of

$$
\begin{array}{cccccc}
a_{11} x_{1} & +a_{12} x_{2} & +\ldots & +a_{1 n} x_{n} & \leq & b_{1} k \\
a_{21} x_{1} & +a_{22} x_{2} & +\ldots & + & a_{2 n} x_{n} & \leq \tag{2.3}
\end{array} b_{2} k+c_{2} .
$$

and integer solutions of

$$
\begin{array}{cccccc}
a_{11} x_{1} & +a_{12} x_{2} & +\ldots & +a_{1 n} x_{n} & = & b_{1} k+j \\
a_{21} x_{1} & +a_{22} x_{2} & +\ldots & +a_{2 n} x_{n} & \leq & b_{2} k+c_{2}  \tag{2.4}\\
\vdots & \vdots & & \ldots & \vdots & \\
a_{m 1} x_{1} & +a_{m 2} x_{2} & +\ldots & +a_{m n} x_{n} & \leq & b_{m} k+c_{m}
\end{array}
$$

for $j=1,2 \ldots, c_{1}$.
Let $L_{P}(k)$ denote the number of integer points in the polytope $P$. Write $P_{k}(A, \mathbf{b}, \mathbf{c})$ as $P$ for brevity. Let $P_{1}$ and $P_{1 j}$ be the regions defined by the systems (2.3) and (2.4) respectively. Since $P$ is a polytope, it is bounded. The regions $P_{1}$ and $P_{1 j}$ are subsets of the polytope $P$, hence they are also bounded and are polytopes. Then we have

$$
L_{P}(k)=L_{P_{1}}(k)+\sum_{j=1}^{c_{1}} L_{P_{1 j}}(k) .
$$

The polytopes $P_{1 j}$ can be projected to an $n-1$ dimensional space as follows.
Let $f_{1}(x)=a_{11} x_{1}+\ldots+a_{1 n} x_{n}$. If all the coefficients $a_{1 r}$ are zero, we can safely ignore the 1st inequality from the set of inequalities (2.2) describing the polytope $P$, since this only gives a bound on $k$. Thus assume that $a_{11} \neq 0$. Then we get

$$
x_{1}=a_{11}^{-1}\left(b_{1} k+j-\sum_{k \neq 1} a_{1 k} x_{k}\right) .
$$

We eliminate the variable $x_{1}$ from (2.4) by substituting this equation to get

$$
\begin{array}{ccccccc} 
& a_{11}^{-1}\left(a_{12} x_{2}\right. & + & \ldots & +a_{1 n} x_{n} & ) & \leq a_{11}^{-1}\left(b_{1} k+j\right) \\
a_{21} a_{11}^{-1}\left(b_{1} k+j-\sum_{k \neq 1} a_{1 k} x_{k}\right) & + & a_{22} x_{2} & + & \cdots & + & a_{2 n} x_{n} \leq b_{2} k+c_{2} \\
\vdots & & \vdots & & \ldots & \vdots & \vdots  \tag{2.5}\\
a_{m 1} a_{11}^{-1}\left(b_{1} k+j-\sum_{k \neq 1} a_{1 k} x_{k}\right) & + & a_{m 2} x_{2} & + & \cdots & + & a_{m n} x_{n} \leq b_{m} k+c_{m} .
\end{array}
$$

for $j=1,2 \ldots, c_{1}$.
These $m$ inequalities can be written as $A^{\prime} \mathbf{x}^{\prime} \leq \mathbf{b}^{\prime} k+\mathbf{c}^{\prime}$ where $\mathbf{x}^{\prime}=\left(x_{2}, \ldots, x_{n}\right)$. There is a bijection between the non-negative integer solutions of (2.4) and (2.5). Hence it is enough
to show that $A^{\prime}$ is totally unimodular. This follows from Lemma 2.4.2. Hence by induction $L_{P_{1 j}}(k)$ is a polynomial for $k \gg 0$.

Now assume $c_{2}>0$ and repeat the same splitting process on $P_{1}$ to get $L_{P_{1}}(k)$ as the number of integer solutions of

$$
\begin{array}{ccccccc}
a_{11} x_{1} & +a_{12} x_{2} & + & \ldots & +a_{1 n} x_{n} & \leq & b_{1} k \\
a_{21} x_{1} & +a_{22} x_{2} & + & \ldots & +a_{2 n} x_{n} & \leq & b_{2} k \\
a_{31} x_{1} & +a_{32} x_{2} & + & \ldots & +a_{3 n} x_{n} & \leq & b_{3} k+c_{3}  \tag{2.6}\\
\vdots & & \vdots & & \ldots & & \vdots \\
& & \vdots \\
a_{m 1} x_{1} & +a_{m 2} x_{2} & + & \ldots & +a_{m n} x_{n} & \leq & b_{m} k+c_{m} .
\end{array}
$$

and the integer solutions of

$$
\begin{array}{ccccccc}
a_{11} x_{1} & +a_{12} x_{2} & + & \ldots & +a_{1 n} x_{n} & \leq & b_{1} k \\
a_{21} x_{1} & +a_{22} x_{2} & + & \ldots & +a_{2 n} x_{n} & = & b_{2} k+j \\
a_{31} x_{1} & +a_{32} x_{2} & + & \ldots & +a_{3 n} x_{n} & \leq & b_{3} k+c_{3}  \tag{2.7}\\
\vdots & & \vdots & & \ldots & \vdots & \\
\vdots \\
a_{m 1} x_{1} & +a_{m 2} x_{2} & + & \ldots & +a_{m n} x_{n} & \leq & b_{m} k+c_{m} .
\end{array}
$$

for $j=1,2 \ldots, c_{2}$. So we have

$$
L_{P_{1}}(k)=L_{P_{2}}(k)+\sum_{j=1}^{c_{2}} L_{P_{2 j}}(k)
$$

where $P_{2}$ is the polytope defined by (2.6) and $P_{2 j}$ by (2.7). By repeating this process we get

$$
L_{P}(k)=L_{P_{m}}(k)+\sum_{i=1}^{m} \sum_{j=1}^{c_{i}} L_{P_{i j}}(k)
$$

where $L_{P_{m}}(k)$ is a $k$-dilated polytope since all $c_{i}$ s are zero in the inequalities defining $P_{m}$. $L_{P_{m}}(k)$ is a polynomial in $k$ of degree $\operatorname{dim}\left(P_{1}(A, \mathbf{b}, \mathbf{0})\right)$ and leading coefficient volume of $P_{1}(A, \mathbf{b}, \mathbf{0})$ by Ehrhart's theorem and $L_{P_{i j}} \mathrm{~s}$ are polynomials for $k \gg 0$ by the arguments given above. Hence $L_{P}(k)$ is a polynomial for $k \gg 0$.

The dimension of a polytope can be no greater than the number of variables used to define it. Hence degrees of $L_{P_{i j}}(k)$ s are less than $n$. So if $\operatorname{dim}\left(P_{1}(A, \mathbf{b}, \mathbf{0})\right)$ is equal to $n$, then
the degree of the polynomial $L_{P}(k)$ equals $n$ and the leading coefficient equals the volume of $P_{1}(A, \mathbf{b}, \mathbf{0})$.

### 2.4.1 Counting integer points in transportation polytopes

Write $M_{\mathbf{r}, \mathbf{c}}$ for the number of non-negative integer points in the transportation polytope $P(\mathbf{r}, \mathbf{c})$, for margins $\mathbf{r}$ and $\mathbf{c}$.

Lemma 2.4.4. Let $\boldsymbol{r}_{k}=\left(p_{i} k+a_{i} \mid 1 \leq i \leq s\right)$ and $\boldsymbol{c}_{k}=\left(q_{j} k+b_{j} \mid 1 \leq j \leq t\right)$ where $\sum p_{i}=\sum q_{j}$ and $\sum a_{i}=\sum b_{j}$ for $p_{i}, q_{j}, a_{i}, b_{j} \in \mathbb{Z}$. Then for $k \gg 0, M_{r_{k}, c_{k}}$ is a polynomial in $k$ of degree equal to $(s-1)(t-1)$ and leading coefficient $V(\boldsymbol{p}, \boldsymbol{q})$, the relative volume of the transportation polytope $P(\boldsymbol{p}, \boldsymbol{q})$.

Proof. The non-negative integer points in $P\left(\mathbf{r}_{k}, \mathbf{c}_{k}\right)$ are in bijection with the non-negative integer points in its projection onto $\mathbb{R}^{(s-1)(t-1)}, P^{\prime}\left(\mathbf{r}_{k}, \mathbf{c}_{k}\right)$ defined as solutions of $A^{\prime} \mathbf{x} \leq \mathbf{b}^{\prime} k+\mathbf{c}^{\prime}$ for some totally unimodular matrix $A^{\prime}$ and vectors $\mathbf{b}^{\prime}$ and $\mathbf{c}^{\prime}$ as explained after Proposition 2.3.4. Hence the result follows by Theorem 2.4.3.

## Chapter 3

## Chinese Remainder Theorem for Partitions

Analogous to the Chinese remainder theorem map for numbers $\mathbb{Z} / s t \mathbb{Z} \rightarrow \mathbb{Z} / s \mathbb{Z} \times \mathbb{Z} / t \mathbb{Z}$, we define a map core ${ }_{s, t}: C_{s t} \rightarrow C_{s} \times C_{t}$ taking an $s t$-core to its $s$-core and $t$-core. The fibres of of this map are infinite, but we stratify them by length to get finite sets. In this Chapter, we study the asymptotic growth of these finite strata.

We will see that enumerating fibres of core $_{s, t}$ of given length is equivalent to counting non-negative integer matrices with prescribed row sum and column sum. Then we use the theory of polytopes developed in Chapter 2 to understand the asymptotics of the cardinality of fibres.

### 3.1 Co-prime case

Recall from Section 1.2 .2 that there are bijections $\mathscr{A}_{n}: C_{n}^{k} \rightarrow\left(\binom{\mathbb{Z} / n \mathbb{Z}}{k}\right)$ for every integer $n$. Define

$$
\left.\mathscr{S}_{s, t}:\left(\binom{\mathbb{Z} / s t \mathbb{Z}}{k}\right) \rightarrow\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right) \times\left(\binom{\mathbb{Z} / t \mathbb{Z}}{k}\right)
$$

as $\mathscr{S}_{s, t}(F)=\left(\mathscr{S}_{s}(F), \mathscr{S}_{t}(F)\right)$, where $\mathscr{S}_{s}$ and $\mathscr{S}_{t}$ are as in Section 1.2.2, we have the commutative diagram


### 3.1.1 Existence

In this section, we prove the surjectivity of the map core ${ }_{s, t}$ when $s$ and $t$ are co-prime. We use the notation $\lambda_{1} \equiv \lambda_{2} \bmod s$ for $\operatorname{core}_{s}\left(\lambda_{1}\right)=\operatorname{core}_{s}\left(\lambda_{2}\right)$.

Theorem 3.1.1. Given $s, t$ such that $\operatorname{gcd}(s, t)=1$, an $s$-core $\sigma$ and a $t$-core $\tau$, there exists a st-core $\lambda$ such that

$$
\begin{array}{ll}
\lambda \equiv \sigma & \bmod s \\
\lambda \equiv \tau & \bmod t
\end{array}
$$

Proof. It is enough to prove the surjectivity of the map $\mathscr{S}_{s, t}$. Given $\left(F_{s}, F_{t}\right) \in\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right) \times$ $\left(\binom{\mathbb{Z} / t \mathbb{Z}}{k}\right)$ where $k \in \mathbb{N}$ is the cardinality of $F_{s}$ and $F_{t}$, we will construct $F \in\left(\binom{\mathbb{Z} / s t \mathbb{Z}}{k}\right)$ such that $\mathscr{S}_{s, t}(F)=\left(F_{s}, F_{t}\right)$.

Let $F_{s}=\left\{f_{s 1}, f_{s 2}, \ldots, f_{s k}\right\}$ and $F_{t}=\left\{f_{t 1}, f_{t 2}, \ldots, f_{t k}\right\}$. Then define $F$ as,

$$
F=\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}
$$

where $f_{i}$ is the unique solution modulo st to the congruences $x_{i} \equiv f_{s i} \bmod s$ and $x_{i} \equiv f_{t i}$ $\bmod t$, which exists by the Chinese remainder theorem. Then $\mathscr{S}_{s, t}(F)=\left(F_{s}, F_{t}\right)$.

The proof of Theorem 3.1.1 gives an algorithm to find an element in each fibre of core ${ }_{s, t}$. Example 7. Let $s=2, \sigma=(3,2,1)$ and $t=3, \tau=(1,1)$.

Then $H(\sigma)=\{5,3,1\}$ and $H(\tau)=\{2,1\}$. We need beta sets of equal length to apply the construction as in the proof of Theorem 3.1.1. So we consider $H_{\sigma}^{3}=\{5,3,1\}$ and $H_{\tau}^{3}=\{3,2,0\}$.

Let $F_{s}=H_{\sigma, 2}^{3}=\{1,1,1\}$ and $F_{t}=H_{\tau, 3}^{3}=\{0,2,0\}$.

Now to find $F$ such that $\mathscr{S}_{s, t}(F)=\left(F_{s}, F_{t}\right)$ we solve the following congruences

$$
\begin{aligned}
& x_{1} \equiv 1 \bmod 2, x_{1} \equiv 0 \bmod 3 \\
& x_{2} \equiv 1 \bmod 2, x_{2} \equiv 2 \bmod 3 \\
& x_{3} \equiv 1 \bmod 2, x_{3} \equiv 0 \bmod 3
\end{aligned}
$$

and get the unique solution modulo 6 as $F=\{3,5,3\}$. The 6 -abacus display of $F$ is

| $\overline{0}$ | $\overline{1}$ | $\overline{2}$ | $\overline{3}$ | $\overline{4}$ | $\overline{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\circ$ | $\circ$ | $\circ$ | $\bullet$ | $\circ$ | $\bullet$ |
| $\circ$ | $\circ$ | $\circ$ | $\bullet$ | $\circ$ | $\circ$ |

Hence, $H(\lambda)=\{9,5,3\}$ and $\lambda=(7,4,3)$.

### 3.1.2 Counting fibres

For $\sigma \in C_{s}, \tau \in C_{t}$ and $k \in \mathbb{N}$ let

$$
N_{\sigma, \tau}(k)=\#\left\{\lambda \in C_{s t} \mid \operatorname{core}_{s}(\lambda)=\sigma, \operatorname{core}_{t}(\lambda)=\tau, \ell(\lambda) \leq k\right\} .
$$

In other words, $N_{\sigma, \tau}(k)$ is the cardinality of the fibre of core $_{s, t}: C_{s t}^{k} \rightarrow C_{s}^{k} \times C_{t}^{k}$ over $(\sigma, \tau)$. By the commutative diagram (3.1), $N_{\sigma, \tau}(k)$ can also be thought of as the cardinality of the fibre of $\mathscr{S}_{s, t}$ over $\left(H_{\sigma, s}^{k}, H_{\tau, t}^{k}\right)$.

Counting fibres of $(\emptyset, \emptyset)$ with $s=2$ and $t=3$

We first look at an example where $\sigma=\emptyset$ is a 2 -core and $\tau=\emptyset$ is a 3 -core. We will show that for $k \gg 0, N_{\emptyset, \varnothing}(k)$ is a quasi-polynomial of degree 2 and quasi-period 6 .

It is trivial that $N_{\emptyset, \emptyset}(1)=1$, since the only 6 -core of length no greater than 1 in the fibre is the empty partition itself.

To find 6 -core solutions of length no greater than 2 , we consider the 2 and 3 abacus displays of the length 2 beta set of the empty partition, $H_{\emptyset}^{2}=\{1,0\}$.


Therefore $H_{\emptyset, 2}^{2}=\{0,1\}$ and $H_{\emptyset, 3}^{2}=\{0,1\}$.
Given a partition $\lambda$ we find its $s$-core by displaying its beta set on an $s$-abacus and moving the beads to their highest possible position. So to get back the beta set of a partition from the abacus display of its core we have to move the beads down. Therefore to find the beta set of a 6 -core of length no greater than two whose 2 -core and 3 -core abacus displays are as given in the figure above, we have to find a bead configuration that can be attained on both abaci by moving the beads down on the runners. This can be done by solving the system of congruences

$$
\begin{aligned}
& x_{1} \equiv 0 \bmod 2, x_{1} \equiv 0 \bmod 3 \\
& x_{2} \equiv 1 \bmod 2, x_{2} \equiv 1 \bmod 3
\end{aligned}
$$

This gives the beta set of a 6 -core solution as $H_{\lambda_{1}, 6}^{2}=\{1,0\} \rightsquigarrow \lambda_{1}=\emptyset$.
To get another solution we consider another set of congruences obtained by matching the elements of $H_{\emptyset, 2}^{2}$ and $H_{\emptyset, 3}^{2}$ in a different way.

$$
\begin{aligned}
& x_{1} \equiv 0 \bmod 2, x_{1} \equiv 1 \bmod 3 \\
& x_{2} \equiv 1 \bmod 2, x_{2} \equiv 0 \bmod 3
\end{aligned}
$$

Hence the beta set of another solution is $H_{\lambda_{2}, 6}^{2}=\{4,3\} \rightsquigarrow \lambda_{2}=(3,3)$.
Here we observe that the number of solutions of length 2 is equal to the number of distinct matchings between the multisets $H_{\emptyset, 2}^{2}$ and $H_{\emptyset, 3}^{2}$. Therefore we come to a conclusion that $N_{\emptyset, \emptyset}(k)$ is equal to the number of distinct matchings between the multisets $H_{\emptyset, 2}^{k}$ and $H_{\emptyset, 3}^{k}$. Now consider $2 \times 3$ matrices whose $(i, j)$ th entry $a_{i j}$ is defined as the number of $i$ 's in $H_{\emptyset, 2}^{k}$ matched with the number of $j$ 's in $H_{\emptyset, 3}^{k}$. The number of distinct matchings between the multisets $H_{\emptyset, 2}^{2}$ and $H_{\emptyset, 3}^{2}$ is equal to the number of such matrices.

The length $6 k, 6 k+1,6 k+2, \ldots, 6 k+5$ beta sets of the empty set modulo 2 and 3 are

$$
\begin{array}{r}
H_{\emptyset, 2}^{6 k}=\left\{0^{3 k}, 1^{3 k}\right\} \\
H_{\emptyset, 2}^{6 k+1}=\left\{0^{3 k+1}, 1^{3 k}\right\} \\
H_{\emptyset, 2}^{6 k+2}=\left\{0^{3 k+1}, 1^{3 k+1}\right\} \\
H_{\emptyset, 2}^{6 k+3}=\left\{0^{3 k+2}, 1^{3 k+1}\right\} \\
H_{\emptyset, 2}^{6 k+4}=\left\{0^{3 k+2}, 1^{3 k+2}\right\} \\
H_{\emptyset, 2}^{6 k+5}=\left\{0^{3 k+3}, 1^{3 k+2}\right\}
\end{array}
$$

$$
\begin{array}{r}
H_{\emptyset, 3}^{6 k}=\left\{0^{2 k}, 1^{2 k}, 2^{2 k}\right\} \\
H_{\emptyset, 3}^{6 k+1}=\left\{0^{2 k+1}, 1^{2 k}, 2^{2 k}\right\} \\
H_{\emptyset, 3}^{6 k+2}=\left\{0^{2 k+1}, 1^{2 k+1}, 2^{2 k}\right\} \\
H_{\emptyset, 3}^{6 k+3}=\left\{0^{2 k+1}, 1^{2 k+1}, 2^{2 k+1}\right\} \\
H_{\emptyset, 3}^{6 k+4}=\left\{0^{2 k+2}, 1^{2 k+1}, 2^{2 k+1}\right\} \\
H_{\emptyset, 3}^{6 k+5}=\left\{0^{2 k+2}, 1^{2 k+2}, 2^{2 k+1}\right\}
\end{array}
$$

Let $r_{i k}=\left(H_{\emptyset, 2}^{6 k+i}(r) \mid r=0,1\right)$ and $c_{i k}=\left(H_{\emptyset, 3}^{6 k+i}(c) \mid c=0,1,2\right)$. Then $N_{\emptyset, \emptyset}(6 k+i)=M_{r_{i k}, c_{i k}}$.
For example $r_{0 k}=(3 k, 3 k)$ and $c_{0 k}=(2 k, 2 k, 2 k)$. $N_{\emptyset, \emptyset}(6 k)$ equals the number of $2 \times 3$ integer matrices with row sum $r_{0 k}$ and column sum $c_{0 k}$. Now we count this as integer points in the transportation polytope for margins $r_{0 k}$ and $c_{0 k}$.

Let $A=\left[\begin{array}{lll}x & y & z \\ a & b & c\end{array}\right]$, the transportation polytope for margins $r_{0 k}$ and $c_{0 k}$ can be defined as follows.

$$
\begin{gathered}
k \leq x+y \leq 3 k \\
0 \leq x \leq 2 k \\
0 \leq y \leq 2 k
\end{gathered}
$$



By Ehrhart's theorem, $M_{r_{0 k}, c_{0 k}}=3 k^{2}+3 k+1$.

Now for $r_{1 k}=(3 k+1,3 k)$ and $c_{1 k}=(2 k+1,2 k, 2 k)$, the transportation polytope is defined as

$$
\begin{aligned}
k+1 & \leq x+y \leq 3 k+1 \\
0 & \leq x \leq 2 k+1 \\
0 & \leq y \leq 2 k
\end{aligned}
$$



Here we can see that coordinates are of the form $a k+b$, hence we apply the variant of Ehrhart's theorem from Lemma 2.4.4 to get $M_{r_{1 k}, c_{1 k}}=3 k^{2}+4 k+1$.

Similarly we get $M_{r_{2 k}, c_{2 k}}=3 k^{2}+5 k+2, M_{r_{3 k}, c_{3 k}}=3 k^{2}+6 k+3, M_{r_{4 k}, c_{4 k}}=3 k^{2}+7 k+4$, $M_{r_{5 k}, c_{5 k}}=3 k^{2}+8 k+5$. Hence $N_{\emptyset, \emptyset}(k)$ is a quasi-polynomial of degree 2 and quasi-period 6 .

Therefore, for $s=2, t=3$,

$$
N_{\emptyset, \emptyset}(n)= \begin{cases}3 k^{2}+3 k+1, & \text { if } n=6 k  \tag{3.2}\\ 3 k^{2}+4 k+1, & \text { if } n=6 k+1 \\ 3 k^{2}+5 k+2, & \text { if } n=6 k+2 \\ 3 k^{2}+6 k+3, & \text { if } n=6 k+3 \\ 3 k^{2}+7 k+4, & \text { if } n=6 k+4 \\ 3 k^{2}+8 k+5, & \text { if } n=6 k+5\end{cases}
$$

Now we prove the general case using the ideas from this example.

Lemma 3.1.2. Suppose $\operatorname{gcd}(s, t)=1$ and let $\ell_{0}=\max \{\ell(\sigma), \ell(\tau)\}$. We have

$$
N_{\sigma, \tau}(k)= \begin{cases}0 & \text { if } k<\ell_{0} \\ M_{r_{k}, c_{k}} & \text { if } k \geq \ell_{0}\end{cases}
$$

where $\boldsymbol{r}_{k}=\left(H_{\sigma, s}^{k}(r) \mid 0 \leq r \leq s-1\right)$ and $\boldsymbol{c}_{k}=\left(H_{\tau, t}^{k}(c) \mid 0 \leq c \leq t-1\right)$.

Proof. The $s$-core of a partition is obtained by removing $s$-hooks. Hence the length of core ${ }_{s} \lambda$ is definitely no greater than the length of $\lambda$ itself. So $N_{\sigma, \tau}(k)=0$ for $k<\ell_{0}$.

For $k \geq \ell_{0}, N_{\sigma, \tau}(k)$ is the number of distinct matchings between the multisets $H_{\sigma, s}^{k}$ and $H_{\tau, t}^{k}$. This is equal to the number of non-negative integer matrices with row sum $\mathbf{r}_{k}=\left(H_{\sigma, s}^{k}(r) \mid 0 \leq r \leq s-1\right)$ and column sum $\mathbf{c}_{k}=\left(H_{\tau, t}^{k}(c) \mid 0 \leq c \leq t-1\right)$.

Write $V(\mathbf{s}, \mathbf{t})$ for the relative volume of the transportation polytope for row margins $(\underbrace{s, \ldots, s}_{t \text { times }})$ and column margins $(\underbrace{t, \ldots, t}_{s \text { times }})$. Finding the volume of a transportation polytope is a hard problem. The volume of a special kind of transportation polytope of $n \times n$ doubly stochastic matrices with margins $(1, \ldots, 1)$ has been much studied [6].

Theorem 3.1.3. For $k \gg 0, N_{\sigma, \tau}(k)$ is a quasi-polynomial of degree $(s-1)(t-1)$ and quasi-period st, with leading coefficient $V(\boldsymbol{s}, \boldsymbol{t})$.

Proof. By Lemma 3.1.2, for $i \geq \ell_{0}, N_{\sigma, \tau}(i+s t k)$ is the number of matrices whose margins are $\left(H_{\sigma, s}^{i+s t k}(r) \mid 0 \leq r \leq s-1\right)$ and $\left(H_{\tau, t}^{i+s t k}(c) \mid 0 \leq c \leq t-1\right)$.

For $i \geq \ell_{0}$, by Lemma 1.2 .1 the margins satisfy the property,

$$
\begin{gathered}
\left(H_{\sigma, s}^{i+s t k}(r) \mid 0 \leq r \leq s-1\right)=\left(H_{\sigma, s}^{i}(r)+t k \mid 0 \leq r \leq s-1\right) \\
\left(H_{\tau, t}^{i+s t k}(c) \mid 0 \leq c \leq t-1\right)=\left(H_{\tau, t}^{i}(c)+s k \mid 0 \leq c \leq t-1\right)
\end{gathered}
$$

Hence, for a fixed $i$ the margins are of the form $\left(t k+a_{0}, t k+a_{1}, \ldots, t k+a_{s-1}\right)$ and $(s k+$ $\left.b_{0}, s k+b_{1}, \ldots, s k+b_{t-1}\right)$. By applying Lemma 2.4.4. we get that for each $i$ such that $\ell_{0} \leq i \leq \ell_{0}+s t-1, N_{\sigma, \tau}(i+s t k)$ is a polynomial in $k$ for $k \gg 0$ of degree $(s-1)(t-1)$ with leading coefficient $V(\mathbf{s}, \mathbf{t})$.

### 3.2 Non-coprime case

For $s, t \in \mathbb{N}$ such that $\operatorname{gcd}(s, t)=d$ and $\operatorname{lcm}(s, t)=m$, consider the map

$$
\operatorname{core}_{s, t}: C_{m} \rightarrow C_{s} \times C_{t} .
$$

Given the map $\mathscr{S}_{s, t}:\left(\binom{\mathbb{Z} / m \mathbb{Z}}{k}\right) \rightarrow\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right) \times\left(\binom{\mathbb{Z} / t \mathbb{Z}}{k}\right)$ defined as $\mathscr{S}_{s, t}(F)=\left(\mathscr{S}_{s}(F), \mathscr{S}_{t}(F)\right)$, where $\mathscr{S}_{s}$ and $\mathscr{S}_{t}$ are as in Section 1.2.2, we have the commutative diagram


### 3.2.1 Existence

Given $s, t$ such that $\operatorname{gcd}(s, t)=d, \operatorname{lcm}(s, t)=m$, an $s$-core $\sigma$ and a $t$-core $\tau$, there exists a $m$-core $\lambda$ such that

$$
\begin{array}{cc}
\lambda \equiv \sigma & \bmod s, \\
\lambda \equiv \tau & \bmod t
\end{array}
$$

if and only if $\sigma \equiv \tau \bmod d$.

Proof. Suppose there exists an $m$-core $\lambda$ such that $\operatorname{core}_{s} \lambda=\sigma$ and core $_{t} \lambda=\tau$. By Proposition 1.1.2,

$$
\begin{aligned}
\operatorname{core}_{d} \operatorname{core}_{s} \lambda & =\operatorname{core}_{d} \lambda, \\
\operatorname{core}_{d} \operatorname{core}_{t} \lambda & =\operatorname{core}_{d} \lambda
\end{aligned}
$$

Hence $\operatorname{core}_{d} \sigma=\operatorname{core}_{d} \tau$.
Conversely, given $\sigma \in C_{s}, \tau \in C_{t}$ where $\operatorname{core}_{d} \sigma=\operatorname{core}_{d} \tau$, we will show that there exists $\lambda \in C_{m}$ such that $\operatorname{core}_{s} \lambda=\sigma$ and $\operatorname{core}_{t} \lambda=\tau$. It is enough to show that for $\left(F_{s}, F_{t}\right) \in$ $\left(\binom{\mathbb{Z} / s \mathbb{Z}}{k}\right) \times\left(\binom{\mathbb{Z} / t \mathbb{Z}}{k}\right)$ where $\mathscr{S}_{d}\left(F_{s}\right)=\mathscr{S}_{d}\left(F_{t}\right)$, there exists an $F \in\left(\binom{\mathbb{Z} / m \mathbb{Z}}{k}\right)$ such that $\mathscr{S}_{s, t}(F)=$ $\left(F_{s}, F_{t}\right)$.

As in co-prime case, we will construct $F$ satisfying this property. Let $F_{s}=\left\{f_{s 1}, f_{s 2}, \ldots, f_{s k}\right\}$ and $F_{t}=\left\{f_{t 1}, f_{t 2}, \ldots, f_{t k}\right\}$. Let

$$
\mathscr{S}_{d}\left(F_{s}\right)=\left\{f_{s d i} \mid f_{s d i}=f_{s i} \quad \bmod d, 1 \leq i \leq k\right\}
$$

and

$$
\mathscr{S}_{d}\left(F_{t}\right)=\left\{f_{t d i} \mid f_{t d i}=f_{t i} \quad \bmod d, 1 \leq i \leq k\right\} .
$$

Since $\mathscr{S}_{d}\left(F_{s}\right)=\mathscr{S}_{d}\left(F_{t}\right)$ we assume $f_{s d i}=f_{t d i}$ for $1 \leq i \leq k$. Then define

$$
F=\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}
$$

where $f_{i}$ is the solution to the congruence $x_{i} \equiv f_{s i} \bmod s$ and $x_{i} \equiv f_{t i} \bmod t$. By CRT we know that this solution exists and is unique modulo $m$, since $f_{s i} \equiv f_{t i} \bmod d$. By the definition of $F, \mathscr{S}_{s, t}(F)=\left(F_{s}, F_{t}\right)$.

### 3.2.2 Counting fibres

For $\sigma \in C_{s}, \tau \in C_{t}$ such that $\sigma \equiv \tau \bmod d$ and $k \in \mathbb{N}$ let

$$
N_{\sigma, \tau}(k)=\#\left\{\lambda \in C_{m} \mid \operatorname{core}_{s}(\lambda)=\sigma, \operatorname{core}_{t}(\lambda)=\tau, \ell(\lambda) \leq k\right\}
$$

Then $N_{\sigma, \tau}(k)$ is the cardinality of the fibre of $\operatorname{core}_{s, t}: C_{m}^{k} \rightarrow C_{s}^{k} \times C_{t}^{k}$ over $(\sigma, \tau)$. By the commutative diagram (3.3), $N_{\sigma, \tau}(k)$ can also be thought of as the cardinality of the fibre of $\mathscr{S}_{s, t}$ over $\left(H_{\sigma, s}^{k}, H_{\tau, t}^{k}\right)$.

Lemma 3.2.1. Suppose $\operatorname{gcd}(s, t)=d, \operatorname{lcm}(s, t)=m$ and let $\ell_{0}=\max \{\ell(\sigma), \ell(\tau)\}$ and $\sigma \equiv \tau$ $\bmod d$. We have

$$
N_{\sigma, \tau}(k)= \begin{cases}0 & \text { if } k<\ell_{0} \\ \prod_{j=0}^{d-1} M_{r_{j k}, c_{j k}} & \text { if } k \geq \ell_{0}\end{cases}
$$

where $\boldsymbol{r}_{j k}=\left(H_{\sigma, s}^{k}(j+a d) \left\lvert\, 0 \leq a \leq \frac{s}{d}-1\right.\right)$ and $\boldsymbol{c}_{j k}=\left(H_{\tau, t}^{k}(j+b d) \left\lvert\, 0 \leq b \leq \frac{t}{d}-1\right.\right)$.

Proof. It is obvious that for $k<\ell_{0}, N_{\sigma, \tau}(k)=0$.
For $k \geq \ell_{0}$ we know that, $N_{\sigma, \tau}(k)$ is the cardinality of the fibre of $\mathscr{S}_{s, t}$ over $\left(H_{\sigma, s}^{k}, H_{\tau, t}^{k}\right)$
where $\mathscr{S}_{d}\left(H_{\sigma, s}^{k}\right)=\mathscr{S}_{d}\left(H_{\tau, t}^{k}\right)$. It is equal to the number of distinct matchings between the multisets $H_{\sigma, s}^{k}$ and $H_{\tau, t}^{k}$ with the condition that $f \in H_{\sigma, s}^{k}$ is matched with $g \in H_{\tau, t}^{k}$ if and only if $f \equiv g \bmod d$.

So we split $H_{\sigma, s}^{k}$ and $H_{\tau, t}^{k}$ into $d$ sets whose elements can be matched. Let $s=p d$ and $t=q d$. For $0 \leq j \leq d-1$ let,

$$
\begin{gathered}
H_{\sigma, s, j}^{k}=\left\{j+a d \in H_{\sigma, s}^{k} \mid 0 \leq a \leq p-1\right\} \\
H_{\tau, t, j}^{k}=\left\{j+b d \in H_{\tau, t}^{k} \mid 0 \leq b \leq q-1\right\}
\end{gathered}
$$

Note that, $H_{\sigma, s}^{k}=\bigcup_{j=0}^{d-1} H_{\sigma, s, j}^{k}$ and $H_{\tau, t}^{k}=\bigcup_{j=0}^{d-1} H_{\tau, t, j}^{k}$.
Hence the number of distinct matchings between the multisets $H_{\sigma, s}^{k}$ and $H_{\tau, t}^{k}$ with the restriction given is equal to the product of the number of distinct matchings between the multisets $H_{\sigma, s, j}^{k}$ and $H_{\tau, t, j}^{k}$.

As we have have seen earlier, the number of distinct matchings between the multisets $H_{\sigma, s, j}^{k}$ and $H_{\tau, t, j}^{k}$ is equal to $M_{\mathbf{r}_{j k}, \mathbf{c}_{j k}}$ where $\mathbf{r}_{j k}=\left(H_{\sigma, s}^{k}(j+a d) \left\lvert\, 0 \leq a \leq \frac{s}{d}-1\right.\right)$ and $\mathbf{c}_{j k}=\left(H_{\tau, t}^{k}(j+b d) \left\lvert\, 0 \leq b \leq \frac{t}{d}-1\right.\right)$. Thus the result follows.

Lemma 3.2.2. Suppose $\operatorname{gcd}(s, t)=d, \operatorname{lcm}(s, t)=m$ and let $\ell_{0}=\max \{\ell(\sigma), \ell(\tau)\}$ and $\sigma \equiv \tau$ $\bmod d$. Then for $k \geq \ell_{0}$, there exist $\frac{s}{d}$ cores $\sigma_{j}^{k}, \frac{t}{d}$ cores $\tau_{j}^{k}$, and some integers $\ell_{j}(k)$ such that

$$
N_{\sigma, \tau}(k)=\prod_{j=0}^{d-1} N_{\sigma_{j}^{k}, \tau_{j}^{k}}\left(\ell_{j}(k)\right) .
$$

Proof. Let $s=p d, t=q d$, and let

$$
\ell_{j}(k)=\sum_{a=0}^{p-1} H_{\sigma, s}^{k}(j+a d)=\sum_{b=0}^{q-1} H_{\tau, t}^{k}(j+b d) .
$$

We define $\sigma_{j}^{k}$ by setting its length $\ell_{j}(k)$ beta set modulo $p$ as,

$$
H_{\sigma_{j}^{*}, p}^{\ell_{j}(k)}=\left\{a \mid j+a d \in H_{\sigma, s, j}^{k}\right\}
$$

and define $\tau_{j}^{k}$ by setting its length $\ell_{j}(k)$ beta set modulo $q$ as,

$$
H_{\tau_{j}^{k}, q}^{\ell_{j}(k)}=\left\{b \mid j+b d \in H_{\tau, t, j}^{k}\right\}
$$

From previous Lemma we know that, for $k \geq \ell_{0}$

$$
N_{\sigma, \tau}(k)=\prod_{j=0}^{d-1} M_{\mathbf{r}_{j k}, \mathbf{c}_{j k}}
$$

where $\mathbf{r}_{j k}=\left(H_{\sigma, s}^{k}(j+a d) \left\lvert\, 0 \leq a \leq \frac{s}{d}-1\right.\right)$ and $\mathbf{c}_{j k}=\left(H_{\tau, t}^{k}(j+b d) \left\lvert\, 0 \leq b \leq \frac{t}{d}-1\right.\right)$.
Now the result follows since $N_{\sigma_{j}^{k}, \tau_{j}^{k}}\left(\ell_{j}(k)\right)=M_{\mathbf{r}_{j k}, \mathbf{c}_{j k}}$.

Example 8. $s=6, \quad t=9, \quad d=3, \quad m=18$

$$
\begin{array}{rlrl}
\sigma & =(5,5,3,2,2) & \begin{array}{rlll}
\tau & =(8,8,6,2,2) \\
H(\sigma) & =\{9,8,5,3,2\}
\end{array} & H(\tau)=\{12,11,8,3,2\} \\
\overline{0} & \overline{1} & \overline{2} & \overline{3} \\
\hline
\end{array}
$$

Now we display $H(\sigma)$ and $H(\tau)$ on the 2 abacus.


From this we get

$$
\begin{array}{r}
H_{\sigma, 6,0}^{5}=\{3,3\} \\
H_{\sigma, 6,1}^{5}=\emptyset \\
H_{\sigma, 6,2}^{5}=\{2,2,5\}
\end{array}
$$

$$
\begin{array}{r}
H_{\sigma, 9,0}^{5}=\{3,3\} \\
H_{\sigma, 9,1}^{5}=\emptyset \\
H_{\sigma, 9,2}^{5}=\{2,2,8\}
\end{array}
$$

We define the number of distinct matchings between the empty sets to be 1 .

The number of distinct matchings between $H_{\sigma, 6,0}^{5}$ and $H_{\sigma, 9,0}^{5}=1$.
The number of distinct matchings between $H_{\sigma, 6,2}^{5}$ and $H_{\sigma, 9,2}^{5}=2$.
Therefore, $N_{\sigma, \tau}(5)=2$. The 2 solutions can be obtained by solving the following system of congruences.

$$
\begin{aligned}
& x_{1} \equiv 3 \bmod 6 \text { and } x_{1} \equiv 3 \bmod 9 \Longrightarrow x_{1} \equiv 3 \bmod 18 \\
& x_{2} \equiv 3 \bmod 6 \text { and } x_{2} \equiv 3 \bmod 9 \Longrightarrow x_{1} \equiv 3 \bmod 18 \\
& z_{1} \equiv 2 \bmod 6 \text { and } z_{1} \equiv 2 \bmod 9 \Longrightarrow z_{1} \equiv 2 \bmod 18 \\
& z_{2} \equiv 2 \bmod 6 \text { and } z_{2} \equiv 2 \bmod 9 \Longrightarrow z_{2} \equiv 2 \bmod 18 \\
& z_{3} \equiv 5 \bmod 6 \operatorname{and} z_{3} \equiv 8 \bmod 9 \Longrightarrow z_{3} \equiv 17 \bmod 18 \\
& H\left(\lambda_{1}\right)=\{21,20,17,3,2\} \rightsquigarrow \lambda_{1}=(17,17,15,2,2) . \\
& x_{1} \equiv 3 \bmod 6 \operatorname{and} x_{1} \equiv 3 \bmod 9 \Longrightarrow x_{1} \equiv 3 \bmod 18 \\
& x_{2} \equiv 3 \bmod 6 \operatorname{and} x_{2} \equiv 3 \bmod 9 \Longrightarrow x_{1} \equiv 3 \bmod 18 \\
& z_{1} \equiv 2 \bmod 6 \text { and } z_{1} \equiv 2 \bmod 9 \Longrightarrow z_{1} \equiv 2 \bmod 18 \\
& z_{2} \equiv 2 \bmod 6 \text { and } z_{2} \equiv 8 \bmod 9 \Longrightarrow z_{2} \equiv 8 \bmod 18 \\
& z_{3} \equiv 5 \bmod 6 \text { and } z_{3} \equiv 2 \bmod 9 \Longrightarrow z_{3} \equiv 11 \bmod 18 \\
& H\left(\lambda_{2}\right)=\{21,11,8,3,2\} \rightsquigarrow \lambda_{2}=(17,8,6,2,2) .
\end{aligned}
$$

Write $V\left(\frac{\mathbf{s}}{\mathbf{d}}, \frac{\mathbf{t}}{\mathbf{d}}\right)$ for the relative volume of the transportation polytope for row margins $(\underbrace{\frac{s}{d}, \ldots, \frac{s}{d}}_{\frac{t}{d} \text { times }})$ and column margins $(\underbrace{\frac{t}{d}, \ldots, \frac{t}{d}}_{\frac{s}{d} \text { times }})$.

Theorem 3.2.3. For $k \gg 0, N_{\sigma, \tau}(k)$ is a quasi-polynomial of quasi-period $m=\operatorname{lcm}(s, t)$ and degree $\frac{1}{d}(s-d)(t-d)$, with leading coefficient $\left(V\left(\frac{s}{d}, \frac{t}{d}\right)\right)^{d}$.

Proof. Let $\frac{s}{d}=p, \frac{t}{d}=q$. By Lemma 3.2.1, for $i \geq \ell_{0}, N_{\sigma, \tau}(i+m k)$ is the product of the number of matrices whose margins are $\left(H_{\sigma, s}^{i+m k}(j+a d) \mid 0 \leq a \leq p-1\right)$ and $\left(H_{\tau, t}^{i+m k}(c) \mid 0 \leq\right.$ $c \leq q-1)$.

For $i \geq \ell_{0}$, by Lemma 1.2 .1 the margins satisfy the property,

$$
\begin{aligned}
& \left(H_{\sigma, s}^{i+m k}(j+a d) \mid 0 \leq a \leq p-1\right)=\left(H_{\sigma, s}^{i}(j+a d)+q k \mid 0 \leq r \leq p-1\right) \\
& \left(H_{\tau, t}^{i+m k}(j+b d) \mid 0 \leq b \leq q-1\right)=\left(H_{\tau, t}^{i}(j+b d)+p k \mid 0 \leq b \leq q-1\right)
\end{aligned}
$$

Hence, for a fixed $i$ the margins are of the form $\left(q k+a_{0}, q k+a_{1}, \ldots, q k+a_{s-1}\right)$ and $(p k+$ $\left.b_{0}, p k+b_{1}, \ldots, p k+b_{t-1}\right)$. By applying Lemma 2.4.4, we get that for each $i$ such that $\ell_{0} \leq i \leq \ell_{0}+m-1, N_{\sigma, \tau}(i+m k)$ is a polynomial in $k$ for $k \gg 0$ of degree $\frac{1}{d}(s-d)(t-d)$ with leading coefficient $\left(V\left(\frac{\mathbf{s}}{\mathrm{~d}}, \frac{\mathrm{t}}{\mathrm{d}}\right)\right)^{d}$.
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