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Abstract

This thesis describes a coarse grained multi-scale simulation technique to
study the dynamics of a polymer suspended in fluid bounded by two fluctu-
ating surfaces. In our study, these two surfaces are represented as membrane
with stochastic height undulations. First, the simulation model of individual
components, the membrane, the fluid and the polymer were implemented
and validated by observing their characteristic physical properties. Then
they were coupled to each other taking into account the interaction between
each individual component. The fluctuation spectrum S(q) of a membrane
in the absence and in the presence of a confined fluid was obtained; S(q)
follows a q−4 dependence in the small q regime for both cases. The mean
square displacement and end-to-end vector correlation were calculated for
the polymer coupled to the fluid. The diffusion of polymer with D ∝ t was
observed for long time scales.

This thesis primarily focuses on the development and implementation of the
simulation scheme. The next step (work in progress) is obviously to do a
detailed study of the three component system in the immediate future.
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Chapter 1

Introduction

Membranes and polymeric molecules are the basic constituents of biological
soft-matter systems. Thermal fluctuations play an important role in affecting
their conformations because of the energy cost for their shape fluctuations
are a few times kBT . In the last few decades, there has been many detailed
studies of the physics of membranes and polymers using methods of statis-
tical mechanics; theoretical models describing the statics and dynamics of
individual systems are well established. The physics of membranes is also of
interest to the larger physics community as the physics of fluctuating surfaces
floating in a fluid [1]. Modelling the dynamics of such fluctuating surfaces
poses the challenge of calculating moving boundary conditions surrounding
a fluid volume.

The polymer-membrane interaction has been of great interest and the effects
of polymer adhesion to membrane is well studied in literature [2, 3, 4, 5].
The conformational changes arising from polymer-membrane interaction are
relevant to biological functions such as cell fusion, cytoskeletal modulation
and biopolymer folding in membranes.

The properties of self-avoiding polymers under confinement are also well un-
derstood. Daoud and de Gennes described the relaxation dynamics of a
self-avoiding polymer with constrained geometries using simple scaling argu-
ments [6, 7]. This scaling theory has been extended to the study of polymers
under various confinements [8, 9, 10, 11, 12, 13] because of its relevance to
several biological phenomena such as DNA translocation, bacterial chromo-
some segregation, and proteins confined between cell membranes. Further-
more, confined polymers are encountered in numerous applications like DNA
sequencing, viral injection and drug delivery techniques.
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1.1 Thesis outline and motivation
The research work presented in this thesis involves the study of a system com-
prised of a polymer suspended in a liquid under confinement by two mem-
branes. In general one can also consider the membranes to be fluctuating
surfaces with bending rigidity κ. The membrane surfaces undergo shape un-
dulations due to thermal fluctuations and there is a constant hydrodynamic
interaction between the membranes and the polymer mediated by fluid. In
our study, we desire to find out how the membrane shape-fluctuations affect
the dynamics and structure of the suspended polymer. The main focus of
this work was to set up a simulation scheme to study the system consisting
of polymer, membrane and fluid interacting with each other.

The membrane was modeled as a dynamically triangulated surface, multi-
particle collision dynamics (MPCD) simulation secheme was used as a coarse
grained model for the fluid and the polymer was modeled as bead-spring
chain. Physical properties of the three components were validated separately
with theory and then they were coupled with each other taking hydrodynamic
interaction into consideration. Next, we describe in brief the preliminary re-
sults of our study of the suspended polymer as it interacts with the membrane
surface due to momentum transport through the fluid, as well as due to the
local flow of fluid trapped between fluctuating surfaces.

Figure 1.1: Schematic diagram of a polymer suspended in a fluid confined
between two membranes.

This research work has been motivated by the work done by Raghuveer
Parthasarathy and Jay. T. Groves [14] on an experimental system com-
posed of two lipid bilayers with one species of protein sandwiched between
them, which gives striking patterns in the protein distribution upon inter-
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membrane adhesion. We intend to develop a theoretical understanding of this
experiment by looking at a much simpler system which also has relevance to
statistical physics of confined polymers. Once this system is thoroughly stud-
ied, more complex and biological systems of such kind can be understood.
Also the study of such membrane systems could have many industrial appli-
cations, such as targeted drug delivery, nanotechnology, and environmental
toxicology.

The thesis is organised as following:

In Chapter 2, we give a brief overview of the physics of membranes and
polymers and also describe effective models. These models serve as the foun-
dation for the simulations we performed.

In Chapter 3, we describe our simulation models and methods used for the
polymer, the membranes and the fluid. We also present results for the three
components separately validating our simulation models and thereby, estab-
lishing that the models are working accurately.

In Chapter 4, we introduce the coupling thechnique we used to couple the
individual components with each other. Then preliminary results obtained
from the interacting system are mentioned and discussed. Much of our pre-
liminary results are work in progress.

Finally in Chapter 5, we give future perspectives regarding our study.
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Chapter 2

Theoretical models: overview of
literature

2.1 Membranes
Cells are the building blocks of all living organisms. They are in turn com-
posed of cell organelles, which have specialised function and structure. How-
ever, all cell organelles and the cell itself are enclosed in lipid bilayer mem-
branes. Bilayer membranes separate the exterior environment from the on-
going life processes in the interior. The study of the physics of interfaces
and membranes is significant in the context of biological systems. Physicists
have tried to characterize the material properties of membranes, e.g. struc-
tural parameters like thickness, mechanical constants like bending rigidity
and compression modulus.

2.1.1 Membrane composition

Bilayer membranes are formed of a vast variety of components, e.g. phos-
pholipids, cholesterol and proteins etc., in different proportions depending
on their function in the cell. Singer and Nicholson proposed in their Fluid
Mosaic Model that membranes can be considered as proteins floating in a
sea of lipids [15].

Phospholipids: They comprise of a polar head group and two hydrocarbon
tails with typical tail length of 14-20 carbons. Membrane thickness and sta-
bility of the membrane are regulated by phospholipids.

Cholesterol: It has a small polar head with four planar rings and a rel-
atively short hydrocarbon tail. It has a large influence on the membrane
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stiffness with respect to bending and stretching.

Proteins: 20-80% of the membrane mass is made up of proteins and they
are attached to the bilayer in various ways. Transmembrane proteins cover
both the leaflets of bilayer; glycosyl-phosphatidylinositol (GPI) proteins are
bound to one leaflet.

Figure 2.1: Cell membrane and its components. Images adapted from
(http://en.wikipedia.org).

2.1.2 Properties of membranes

(i) Amphiphilic behaviour of constituents: A lipid molecule consists of
two parts, a hydrophilic head and a hydrophobic tail. The hydrophobic part
of a lipid molecule do not dissolve in water. That’s why lipid molecules form
an aggregate to shield its hydrophobic part from the surrounding water by us-
ing its hydrophilic head. It is entropically unfavourable to self-assemble, but
hydrophobic tails and hydrophilic heads force self assembly of lipid molecules
beyond a critical concentration. The hydrophobic interaction which results
in repulsion between water and one end of lipid molecule is an effective inter-
action and its origin can be traced back to decrease in entropy of the water
molecule in the presence of hydrophobic molecules.
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Lipid molecules can be of different shapes. A single-tailed lipid with com-
paratively bigger head group is like a cone, while a double-tailed lipid is
cylindrical. Cone shaped lipids are more suitable to form spherical aggre-
gates, while cylinders will aggregate mostly into bilayers. The critical shape
factors for the formation of aggregates with different shape can be explained
through simple geometry [16].

Assume an amphiphilic molecule in an aggregate with head area a, volume
v and tail length l. Let the aggregate be spherical with a radius R and
made of N amphiphilic molecules. Therefore, we must have 4πR2 = Na and
4
3
πR3 = Nv, and from these relations we get R = 3v

a
. Since there is no empty

space inside of a micelle, the minimum length of the tail has to be R.

l ≥ R (2.1)

P =
v

la
≤ 1

3
(2.2)

P is referred to as the packing parameter. This condition says that spheri-
cal aggregate is formed if the packing parameter is smaller than 1

3
. Packing

parameter is primarily the aspect ratio of the amphiphile, i.e. a lipid with
bigger head and small tail will have a small packing parameter and vice versa.

Similarly aggregation of amphiphile molecules into other geometric shapes
yields

1

3
≤ P ≤ 1

2
(Cylindrical aggregates) (2.3)

1

2
≤ P ≤ 1 (Bilayer aggregates) (2.4)

(ii) Stretching Elasticity: For membrane deformation restricted to the
plane, changes to the membrane area is resisted by the stretching modulus.
This is due to the hydrophobic cost of exposing the tail groups to the sur-
rounding solvent [17].

Assume a piece of membrane with area A0 in the state of no external stress.
If it is stretched to an area of A > A0 or compressed to an area A < A0, the
energy cost for stretching is given by

Estretch =
1

2
Kstretch

(A− A0)2

A0

(2.5)

Tension, Σ =
∂Estretch
∂A

= Kstretch
(A− A0)

A0

(2.6)
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This is Hook’s Law for membrane stretching: stress is proportional to strain.
The dimensionless quantity is strain, u = A−A0

A0
and the proportionality con-

stant Kstretch is stretching modulus.

(iii) Bending Elasticity: The bending elasticity resists shape changes due
to internal deformations such as chain stretching, distance change of inter
head group etc [17]. For a membrane with initial volume V0, the bending
energy can be written as

Ebend =
1

2
Y

(V − V0)2

V0

(2.7)

Here, Y is the Young modulus for uniaxial extension or compression.

Consider a membrane with dimensions Lx × Ly and thickness h. The mem-
brane is bent such that it has a radius of curvature R� h. Consequently, the
outer side of the membrane is extended by ( h

R
)Lx, the inner side is decreased

by same amount and the middle of the membrane remains unperturbed. As
we go from z = h

2
to z = −h

2
, the strain varies as z

R
.

Figure 2.2: Schematic illustrating membrane bending.

Therefore, the bending energy per area can be written as

ebend =
Ebend
LxLy

=
1

LxLy

Lx∫
0

Ly∫
0

h
2∫

−h
2

1

2
Y
( z
R

)2

dxdydz

=
1

2
Y

h
2∫

−h
2

( z
R

)2

dz

=
1

24
Y
h3

R2
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This equation can further be written in the form

ebend =
1

2
κ

1

R2
=

1

2
κK2 (2.8)

where, K is local curvature and κ = 1
12
Y h3 is bending modulus. κ has

the dimensions of energy. The bending energy per area is proportional to
curvature (K) so that energy is zero when the membrane is flat (K = 0
state) and it does not depend on the sign of the curvature.

2.1.3 Differential geometry of surfaces

A surface is the locus of a point whose coordinates are functions of two
independent parameters u,v. Therefore, surfaces in parametric form can be
written as

x = f(u,v), y = g(u,v), z = h(u,v)

By eleminating the parameters u,v the implicit form of surface equation is

F(x,y,z) = 0 (2.9)

Let ~r(s) be a curve on surface S with curvature κ, unit tanget vector t̂ and
unit normal n̂c. Then

t̂ =
d~r

ds
(2.10)

dt̂

ds
=
d2~r

ds2
= κn̂c (2.11)

where, s is the distance in space between two points on the curve.

The normal curvature(κn) at a point is the curvature of the curve in the
direction of the surface normal i.e the projection of curvature on the surface
normal.

κn = κn̂c.n̂ =
d2~r

ds2
.n̂ (2.12)

where, n̂ is the surface normal given by

n̂ =
∇F
|∇F |

(2.13)

As one moves a distance d~r on the surface, the change in surface normal n̂
is given by [1]

dn̂ = Q.d~r (2.14)
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In cartesian coordinates,dn̂xdn̂y
dn̂z

 =


∂n̂x

∂x
∂n̂x

∂y
∂n̂x

∂z
∂n̂y

∂x

∂n̂y

∂y

∂n̂y

∂z
∂n̂z

∂x
∂n̂z

∂y
∂n̂z

∂z


dxdy
dz

 (2.15)

Q is curvature tensor whose elements are given by differentiating Eq. 2.13

Qij =
1

Υ

[
Fij −

FiΥj

Υ

]
(2.16)

where, Υ = |∇F|, Fi = ∂F
∂~ri

, Υj = ∂Υ
∂~rj

and i, j ∈ {x, y, z}

Under similarity transformation (eg. rotation) the trace, the sum of prin-
cipal minors and the determinant of the curvature tensor Q are invariant
(appendix A.1). The determinant of Q and one of the eigenvalues are zero.
The nonzero eigenvalues are the principal curvatures of the surface. Mean
curvature H is the average of the principal curvatures which is twice the value
of trace. The product of principal curvatures is called Gaussian curvature
KG, which is the sum of the principal minors of Q. In cartesian coordinates,
the curvatures can be expressed as

H =
1

2Υ3

[
Fxx

(
F 2

y + F 2
z

)
− 2FxFyFxy + Perm

]
(2.17)

KG =
1

Υ4

[
FxxFyyF

2
z − F 2

xyF
2
z + 2FxzFx (FyFyz − FzFyy) + Perm

]
(2.18)

where, H is the Mean curvature, KG is the Gaussian curvature, Perm is the
other two permutations of (x, y, z).

2.1.4 Helfrich model

In Eq. 2.8, the bending energy of a membrane was written in simple form as
a function of the square of local curvature. A more general form of the curva-
ture energy density was proposed by Helfrich [18] in 1973 through symmetry
arguments. We have seen in the previous section 2.1.3, the mean curvature
and the gaussian curvature are the invariants of surface when it is rotated. So
it is appropriate to have them in the energy density expression. The bending
energy density proposed by Helfrich has the form

ebend =
1

2
κ (C1 + C2 − C0)2 + κ̄C1C2

=
1

2
κ (K − C0)2 + κ̄KG
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where, C1 and C2 are the principal curvatures and K is the total curvature.

The bending modulus κ measures the energy cost for bending from its equi-
librium state and the saddle-splay modulus κ̄ takes care of the saddlelike
deformations. Helfrich introduced the term C0, called as the spontaneous
cuvature. The bending energy of membrane is minmized for mean curvature
value C0, i.e. membrane is spontaneously curved in its lowest energy state,
if C0 6= 0. It comes into existence when the polar heads of the lipids favour a
smaller packing area compared to the hydrocarbon tails and the membrane
surface is bent with the heads on the inner side.

2.1.4.1 Gauss-Bonnet theorem

Gauss-Bonnet theorem states that for a boundaryless two-dimensional sur-
face S, the integral of the Gaussian curvature over the entire surface area is
2π times the Euler characteristic of the surface [19].∫

S

KGdA = 2πχ (g) [χ (g) = (2− 2g)]

= 4π (1− g)

where, g is the total number of handles (e.g. a torus has one handle). It
means that even if the surface is distorted and the curvature changes at any
location, the total curvature remains invariant. So the Gaussian curvature
contribution to the bending energy does not depend on the shape undulation,
as long as membrane topology is unchanged.

2.1.4.2 Monge representation

In Monge parametric form [19], u = x, v = y and z = h(u, v) = h(x, y) and
the surface is represented as F (x, y, h(x, y)) = z − h(x, y) = 0, where h(x, y)
is the height field above the xy plane. In Monge representation, the mean
curvarture and the gaussian curvature can be simplified to

H =
(1 + h2

x)hyy + (1 + h2
y)hxx − 2hxhyhxy

2 (1 + h2
x + h2

y)
3
2

(2.19)

KG =
hxxhyy − h2

xy

2 (1 + h2
x + h2

y)
2 (2.20)
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In the small gradient approximation, i.e. for almost flat membrane hx � 1,
hy � 1. In this limit, the mean and gaussian curvature can be written as

H ≈ 1

2
(hxx + hyy) (2.21)

KG ≈ hxxhyy − h2
xy (2.22)

Consider a point P on the membrane with coordinates (x, y, h (x, y)). Also
consider, an parallelogram PQRS with Q at a distance dx (in ~x direction)
from P and the point S is at a distance dy (in ~y direction). Therefore,
Q has coordinates (x + dx, y, h (x, y) + hx (x, y) dx) and S has coordinates
(x, y+dy, h (x, y)+hy (x, y) dy). Infinitesimal area element dA of a deformed
surface will be given by the area of the parallelogram [1, 16].

dA = |
−→
PQ×

−→
PS|

[−→
PQ = (1, 0, hx) dx,

−→
PS = (1, 0, hy) dy

]
=
√

1 + h2
x + h2

ydxdy

In small gradient approximation, dA =
(
1 + 1

2
(h2

x + h2
y)
)
dxdy.

For a symmetric membrane, there is no spontaneous curvature (C0) i.e.
C0 = 0. Also in section 2.1.4.1 we have seen that Gaussian curvature is
not relevant for processes that do not change the topology of the membrane.
Therefore, the Helfrich bending energy for a symmetric membrane can be
simplified to

Ebend =
1

2
κ

∫
A

K2dA (2.23)

If the membrane has surface tension Σ (takes care of energy cost due to area
change when membrane is curved), the energy in small gradient approxima-
tion is

Ebend =

∫
A

[
1

2
κ (hxx + hyy)

2 +
1

2
Σ
(
h2

x + h2
y

)]
dxdy (2.24)

as the membrane is almost planar,
∫
A

(hxxhyy) dA = 0

Ebend =
1

2

∫
A

[
κ
(
h2
xx + h2

yy

)
+ Σ

(
h2

x + h2
y

)2
]
dxdy (2.25)

So, we get the most common form of the Helfrich hamiltonian

Ebend =
1

2

∫
A

[
κ
(
∇2h

)2
+ Σ (∇h)2

]
dxdy (2.26)
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2.1.5 Fluctuation spectrum

Assume a membrane of size Lx× Ly with periodic boundary conditions and
it is described by the height field h (r). The height filed in its fourier series
form is

h (r) =
∑
q

hqe
iq.r (2.27)

where, q = (qx, qy) = 2π
(
nx

Lx
, ny

Ly

)
with nx, ny=0,1,2,....,N (N corresponds to

the smallest length scale). Also the Fourier amplitudes obey the symmetry
relation h−q = h∗q, as the height field h (r) is a real function.

∇h (r) =
∑
q

iqhqe
iq.r (2.28)

(∇h (r))2 =
∑
q,q′

(−q.q′)hqhq′ei(q+q
′).r (2.29)

∇2h (r) =
∑
q

(
−q2

)
hqe

iq.r (2.30)

(∇h (r))2 =
∑
q,q′

(
q2.q′

2
)
hqhq′e

i(q+q′).r (2.31)

Using these in the energy expression of Eq. 2.26, we get

Ebend =

∫
Lx×Ly

∑
q,q′

hqhq′e
i(q+q′).r

[
1

2
κ(q2q′

2
) +

1

2
Σ(−q.q′)

]
d2r (2.32)

using the relation, ∫
Lx×Ly

e−iq.rd2r = LxLyδq,0

Ebend =
∑
q,q′

hqhq′LxLyδq+q′,0

[
1

2
κ(q2q′

2
) +

1

2
Σ(−q.q′)

]
= LxLy

∑
q

hqh−q

[
1

2
κq4 +

1

2
Σq2

]
= LxLy

∑
q

|hq|2
[

1

2
κq4 +

1

2
Σq2

]
In this energy expression, the contributions from different wave vectors are
decoupled, i.e. each value of q corresponds to different degree of freedom. So
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using the equipartition theorem, we get

LxLy〈|hq|2〉
[

1

2
κq4 +

1

2
Σq2

]
=

1

2
kBT (2.33)

From Eq. 2.33 we obtain the fluctuation spectrum of membrane,

〈|hq|2〉 =
kbT

LxLy [κq4 + Σq2]
(2.34)

It tells us that fluctuation amplitudes of membrane depend on the temper-
ature T, the bending rigidity κ and the surface tension Σ. It also predicts
that for q >

√
Σ
κ
(small length scale) the fluctuation spectrum is dominated

by contribution from bending and for q <
√

Σ
κ
(larger length scale) tension

dominates.

From the fluctuation spectrum, we get the mean square amplitude of mem-
brane fluctuation as [16]〈

h2
〉

=
∑
q

〈
|hq|2

〉
=
∑
q

kbT

LxLy [κq4 + Σq2]

≈ LxLy
(2π)2

∫
q

2πq
kbT

LxLy [κq4 + Σq2]
dq

=
kBT

4πΣ
ln
q2
max (q2

minκ+ Σ)

q2
min (q2

maxκ+ Σ)

where, we have taken Lx = Ly = L and the integral limits as qmin = 2π
L

and
qmax = 2π

a
(a is the minimum length scale).

For a membrane with negligible tension, we get〈
h2
〉

= lim
Σ→0

kBT

4πΣ

q2
max − q2

min

(qmaxqmin)2

=
kBT

16π3κ
L2

So, the standard deviation of fluctuations of a membrane with almost van-
ishing surface tension is

∆h =
[〈
h2
〉
− 〈h〉2

] 1
2

=

[
kBT

16π3κ
L2

] 1
2
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According to the above relation, a membrane with bending rigidity κ =
20kBT will have a standard deviation of 1% of the lateral extension in the
limit of no tension.

2.2 Polymer

The word polymer means many parts and refers to polymer molecules con-
sisting of many elementary units, called monomers. Monomers are structural
repeating units of polymer connected to each other by covalent bonds. The
number of monomers in a polymer is called the degree of polymerization.
An important feature of polymers is their architectures, which includes lin-
ear chain, branched chain and cross-linked polymer. A branched chain has
long and short branches, and a cross-linked polymer is formed of polymer
networks. Some polymer molecules are formed of more than one kind of
monomers and they are called copolymers.

The statistical physics of polymeric molecules focuses on the universal prop-
erties of long chain molecules and is independent of the chemistry of the con-
stituent monomers. We present below some of the simple models used to ana-
lyze the static properties and dynamics of polymeric molecules [6, 20, 21, 22].

2.2.1 Ideal polymer chain Model

2.2.1.1 Freely jointed chain

A polymer is rescaled into a freely jointed chain of segment length b such
that neighbouring segments are non-correlated. The segment length b is
called Kuhn length and there are N such bonds connecting N + 1 beads.
There is no excluded volume interaction between the monomer beads. The
bonds can independently point in any direction and the polymer can cross
itself. The end-to-end vector of the polymer is the sum of all N bond vectors
in the chain.

~R =
N∑
i=1

~ri (2.35)

The average end-to-end vector of an isotropic polymer chain is zero,
〈
~R
〉

=

0. The polymer conformation can be characterized by measuring its mean
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square value of ~R.〈
~R2
〉

=

〈( N∑
i=1

~ri

)( N∑
j=1

~rj

)〉
(2.36)

=
N∑
i=1

N∑
j=1

〈~ri.~rj〉 = b2

N∑
i=1

N∑
j=1

〈cos θij〉 (2.37)

The bond directions are not correlated, i.e. the angle between the bonds
~ri and ~rj can be of any value from 0 to 2π with equal probability. So,
〈cos θij〉 = 0 for i 6= j and 〈cos θij〉 = 1 for i = j and the mean square
end-to-end distance becomes 〈

~R2
〉

= Nb2 (2.38)

The above relation holds true for dilute polymer solution at the so called θ
temperature when the solvent properties are such that the polymer chain be-
haves like an ideal chain. Under good solvent conditions where the monomer-
solvent affinity is larger than the monomer-monomer affinity R ∼ N νb, where
ν = 0.6. This corresponds to the effective description where there are ex-
cluded volume interactions between monomers, and chains do not cross each
other.

2.2.2 Polymer Dynamics

2.2.2.1 Rouse model

The simplest molecular model of the dynamic behaviour of polymer was de-
veloped by P. Rouse in 1953 [23]. Rouse model describes the conformational
dynamics of an ideal polymer chain. In this model, the polymer chain is rep-
resented as N beads connected by springs with spring constant ksp = 3kBT

b2
.

The diffusion of the polymer chain is described as Brownian motion of the
beads. There is no excluded volume interaction and the beads feel friciton
from the background solvent together with thermal noise [20].

The motion of any bead through the solvent induces a velocity field which
in turn affects the other beads. This effect is neglected in Rouse model i.e.
it does not take care of hydrodynamic interaction. Rouse model works for
short chain polymers in melts. In polymer melts the motion of the beads
can be thought as oscillation in a local cage, there is no velocity field like in
normal solvent meaning that no hydrodynamic interaction.
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Figure 2.3: A bead-spring polymer chain changing its conformation with
time. Image adapted from Ref. [24].

Following Langevin dynamics the equation of motion of the nth bead of
the polymer chain is written as (appendix B.1)

ζ
∂

∂t
(rn(t)) = Fn(t) + fn(t) (2.39)

where ζ is the friction coefficient of monomer in the solvent, Fn is the har-
monic force acting on monomer n and fn is random force with 〈fn(t)〉 = 0,
〈fm(t)fn(t′)〉 = 6ζkBTδmnδ(t− t′).

The elastic forces on the nth bead are excerted by the two springs connecting
the adjacent (n− 1)th and (n+ 1)th beads, which gives

ζ
∂

∂t
(rn(t)) = [ksp(rn−1(t)− rn(t)) + ksp(rn+1(t)− rn(t))] + fn(t) (2.40)

For a long polymer chain considering the index n as a continuous variable
(appendix B.2), Eq. 2.40 takes the form

ζ
∂

∂t
(rn(t)) =

3kBT

b2

∂2

∂n2
(rn(t)) + fn(t) (2.41)

For the special case of end monomers we have the following equations of
motion

ζ
∂

∂t
(r1(t)) =

3kBT

b2
(r2(t)− r1(t)) + f1(t) (2.42)

ζ
∂

∂t
(rN(t)) =

3kBT

b2
(rN−1(t)− rN(t)) + fN(t) (2.43)

with the conditions r0 − r1 ≡ 0, rN+1 − rN ≡ 0. In the continuous limit,
these are equivalent to

∆rn
∆n

∣∣∣∣
n=0

= 0,
∆rn
∆n

∣∣∣∣
n=N

(2.44)

Eq. 2.41 is solved with the boundary conditions using Normal mode analysis.
The nth bead position rn(t) is defined as

rn(t) = x0(t) + 2
∞∑
k=1

xk(t) cos

(
knπ

N

)
(2.45)
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Inverting the Eq. 2.45 we get, xk(t) = 1
N

∑N
n=1 rn(t) cos

(
knπ
N

)
.

We can see that the 0th normal mode describes the center of mass posi-
tion (rG(t)) of the polymer chain, i.e x0(t) describes the global motion of the
polymer chain, rG(t) = x0(t) = 1

N

∑N
n=1 rn(t). The equations of motion for

the normal modes are given by

ζ
dxk
dt

= ζ
1

N

N∑
n=1

∂rn
∂t

cos
inπ

N
(2.46)

=
3kBT

Nb2

N∑
n=1

[
∂2

∂n2
(rn(t))

]
cos

knπ

N

+
1

N

N∑
n=1

fn(t) cos
knπ

N

The first term is

N∑
n=1

[
∂2

∂n2
(rn(t))

]
cos

knπ

N
∼=
∫ N

0

[
∂2

∂n2
(rn(t))

]
cos

knπ

N

=
3π2kBTk

2

N2b2
cos

knπ

N
rn(t)

and Eq. 2.46 is simplified to

ζ
dxk
dt

= − 1

τk
xk + gk (2.47)

where τk = N2b2

3π2kBTk2
is the mode relaxation time and gk = 1

N

∑N
n=1 fn cos knπ

N

is the random force of the kth mode with (appendix B.3)

〈gk(t)〉 = 0; 〈g0(t).g0(t′)〉 = 6
ζ

N
kBTδ(t− t′) (2.48)

〈gk(t).gl(t′)〉 = 3
ζ

N
kBTδklδ(t− t′) (k 6= 0, l 6= 0) (2.49)

Eq. 2.47 for normal modes can be solved as

xk(t) =
1

ζ

∫ t

−∞
gk(t

′) exp

{
−t− t

′

τk

}
dt′ (2.50)

The lower limit is taken ∞ considering that polymer chain under Brownian
motion loses memory of infintely old past and any assumption can be made
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about the initial conditions. The center of mass displacement of the polymer
chain at time t is

rG(t)− rG(0) = x0(t)− x0(0) =
1

ζ

∫ t

0

g0(t′)dt′ (2.51)

The mean square displacement can be written as

〈
(rG(t)− rG(0))2

〉
=

1

ζ2

∫ t

0

dt1

∫ t

0

dt2 〈g0(t1).g0(t2)〉 (2.52)

=
1

ζ2

∫ t

0

dt1

∫ t

0

dt26
ζ

N
kBTδ(t1 − t2)

=
6kBT

Nζ

∫ t

0

dt1 = 6
kBT

Nζ
t

From the above Eq. 2.52 we can see that the center of mass of the polymer
chain diffuses with diffusion constant DG = kBT

Nζ
.

The expression for the mean square displacement of each monomer using
Eq. 2.45 is given by〈

(rn(t)− rn(0))2
〉

=
〈
(x0(t)− x0(0))2

〉
(2.53)

+ 4
N∑
k=1

〈
(xk(t)− xk(0))2

〉
cos2

(
knπ

N

)
(2.54)

Using Eqs. 2.52, 2.50 we get〈
(rn(t)− rn(0))2

〉
= 6DGt (2.55)

+
4b2

π2
N

N∑
k=1

1

k2

(
1− e−tk2/τ1

)
cos2

(
knπ

N

)
In the regime t � τ1, i.e. for very large t, the first term will dominate,
〈(rn(t)− rn(0))2〉 = 6DGt. This describes the diffusion of the polymer as a
whole with diffusion constant DG.

Now for t � τ1, replacing the sum over k by integral and cos2
(
knπ
N

)
by

its mean value 1
2
we get

〈
(rn(t)− rn(0))2

〉 ∼= 2b2

π2
N

∫ ∞
0

dk
1

k2

(
1− e−tk2/τ1

)
(2.56)
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with the final result 〈(rn(t)− rn(0))2〉 =
(

12kBTb
2

πζ

) 1
2
t
1
2 . This tells us that at

short time scales the mean square displacement of a typical monomer goes
as square root of time t.

Figure 2.4: Mean square displacement of the monomer beads on Rouse
chain as a function of time t. Image adapted from Ref. [24].

2.2.2.2 Zimm model

The Rouse model described in the previous section does not incorporate
hydrodynamic interactions between different part of a polymer chain and is
valid to describe dynamics of unentangled polymer melts. In dilute solutions,
hydrodynamic interaction between the monomers and the solvent particles
comes into effect. When a monomer bead moves through the solvent, due to
viscous resistance solvent particles sorrounding the monomer is also dragged
with it, i.e. the velocity field of the solvent becomes perturbed. This induced
velocity field affects the frictional force experienced by the other monomers.
The polymer dynamics in dilute solutions is described by Zimm model [25],
which takes into account the hydrodynamic interactions.

The Langevin equation for the monomers in Zimm model is written as [20]

∂

∂t
(rn(t)) =

∑
m

←→µ nm.Fm + ρn (2.57)

where, ←→µ nm is the mobility tensor given by

←→µ nn =

←→
1

ζ
(n = m); ←→µ nm =

←→
T (rn − rm) (n 6= m) (2.58)

←→
T (r) =

1

8πηr

(←→
1 + r̂ ⊗ r̂

)
is the Oseen tensor (2.59)
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The random stochastic displacements ρn have a non-trivial correlation con-
trary to Rouse model and they satisfy

〈ρn(t)⊗ ρm(t)〉 = 2kBT
←→µ nmδ(t− t′) (2.60)

The center of mass diffusion constant of a polymer chain in Zimm model for
short-time limit is given by

D =
D0

N
+
kBT

6πη

〈
1

R

〉
(2.61)

and in the longer time scales this differs slightly. For a long polymer chain,
the second term in Eq. 2.61 dominates and we have, D ∝ 1

R
. For a polymer

chain with R ∼ bN ν , this relation yields D ∼ N−ν in accordance with ex-
periments.

The longest relaxation time τZ ≈ R2

D
≈ τ0N

3ν implies that the dynamics
is faster than Rouse dynamics.

Figure 2.5: Mean square displacement of monomer beads on polymer
chain as a function of time t, for Zimm model. Image adapted from Ref.
[24].

2.3 Conclusion
We have given a very quick overview of physics of polymers and membranes;
and we shall use the results from these models to validate systems with
interacting polymers and membranes. The physics describing the interaction
between membranes/ fluctuating surfaces and polymers while incorporating
hydrodynamic interactions becomes more involved and one needs to develop
multi-scale simulation methods with explicit coarse grained model of the
solvent to start investigating the dynamics of polymers confined between
fluctuating surfaces.
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Chapter 3

Simulation models and validation

In this chapter, we introduce in greater detail the simulation models and
methods we implemented for our three component system. We modeled the
membrane as a triangulated mesh surface, the polymer as beads connected
by springs and used a particle based coarse grained model for the fluid which
captures the combined effect of hydrodynamic and Brownian forces on sus-
pended macromolecules. The phase-space dynamics of the membrane and
the polymer is updated using Molecular Dynamics (MD) and for the sol-
vent Multi-Particle Collision Dynamics (MPCD) simulation scheme is im-
plemented and used. To ensure that all the simulation schemes were work-
ing perfectly, several physical properties of the polymer, the fluid and the
fluctuating membrane were calculated and validated with known theoretical
results.

3.1 Molecular dynamics of the membrane

We are interested to study the dynamics of the membrane at larger length
scales (∼ 1µ or more) and not in the atomistic length scale of the constituent
phospholipids. The membrane is described by a coarse grained surface model;
we use the triangulated surface model with finite bending energy. This model
was proposed by Gompper and Kroll in 1996 [26] and this work was futher
extended by Noguchi [27]. The membrane comprises of Nmb vertices (with
mass mmb) forming a tethered triangulated network. The interaction be-
tween adjacent vertices are suitably chosen to correctly describe the shape
fluctuations of the undulating membrane.

Initially they were positioned in a perfect symmetric lattice formed of equi-
lateral triangles with two neighbouring vertices distance a apart [Fig.3.1].
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Initial momenta of the vertices were generated from a uniform random num-
ber generator and care was taken such that total momentum of the system is
zero and energy per particle is 3

2
kBT . Next, the time evolution of the mem-

brane system was computed integrating Newton’s equation of motion using
a discretized Helfrich potential for interaction between the vertices [27].

a

a

a

Figure 3.1: Initial conformation of the triangulated membrane surface
formed of equilateral triangles with periodic boundary condition.

The squared laplacian form of the membrane bending energy as derived in
Eq. 2.26 is

Ebend = κ

∫
dAH2 =

κ

2

∫
dA
(
∇2h

)2 (3.1)

The laplacian for a triangulated surface mesh can be discretized [26] and the
mean curvature of the surface can be written in the form

Hi =
1

σi
ni.
∑
j

σij
rij
rij

(3.2)

where ni is the surface normal at vertex i and j denotes all the neighbours
of vertex i.

From Eq. 3.2 and Eq. 3.1, we get the discetized curvature potential (U cv)
used in our simulation

U cv =
κ

2

∑
i

σi(∇2h)2
i =

κ

2

∑
i

1

σi

[∑
j

σij
rij
rij

]2

(3.3)

where the distance between vertices i and j is rij and rij = |rij|. σi is the
area of the virtual dual cell of vertex i, given by

σi =
1

4

∑
j

σijrij (3.4)
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The length σij is given by

σij =
rij
2

[cot(θ1) + cot(θ2)] (3.5)

where θ1 and θ2 are the oppostie angles of the two triangles sharing bond ij
(Fig. 3.2).

rij

θ
2

θ
1

k

i j

l

Figure 3.2: Schematic illustrating the angles θ1 and θ2 opposite to the
bond rij.

In addition to U cv for bending, the bonded and excluded volume interac-
tion between the neighbouring vetices were incorporated with Stillinger We-
ber potential U bond and U rep, respectively [27]. When the vertices connected
by a tether move apart more than cutoff length lc0 they attract each other
through U bond and at distances less than lc1 they repel through U rep. The
combination of U bond and U rep keeps the distance of adjacent vertices around
a (Fig. 3.3a).

U bond(rij) =

{
b exp [a/(lc0−rij)]

lmax−rij rij > lc0
0 rij ≤ lc0

(3.6)

U rep(rij) =

{
b exp [a/(rij−lc1)]

rij−lmin
rij < lc1

0 rij ≥ lc1
(3.7)

where b = 80kBTa, lc0 = 1.15a, lc1 = 0.85a. lmax = 1.33a and lmin = 0.67a
are the maximum and minimum bond lengths, respectively.

Integrating the Newtons’s equation yields a trajectory that describes the
positions, velocities of each particle as they vary with time. We used the
Velocity-Verlet algorithm with time step ∆tMD to obtain phase-space coor-
dinates [28]. In Velocity-Verlet algorithm the updated position and velocity
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are given by

~r(t+ ∆tMD) = ~r(t) + ~v(t)∆tMD +
1

2mmb

~F (t)∆t2MD (3.8)

~v(t+ ∆tMD) = ~v(t) +
1

2mmb

[
~F (t) + ~F (t+ ∆tMD)

]
∆tMD (3.9)

where force ~F was calculated using Eq. 3.3, Eq. 3.6, Eq. 3.7 as following
~F = ~F cv + ~F bond + ~F rep (3.10)

When vertex i moves from position A to position B (Fig. 3.3b), force acts
upon it because of the change in its curvature potential U cv

i . The curvature
potential for all the six neighbours of i also changes due to the change of the
angles contributing to their potentials. Thats why the vertex i feels addi-
tional force from its neighbours.

0.6 0.8 1 1.2 1.4

r
ij
 (units of a)

0

1

2

3

4

U
(r

ij)

U
rep

U
bond

(a)

4

3

26

5

i

1

B
A

(b)

Figure 3.3: (a) U bond and U rep which keeps the distance of neighbouring
vertices around a. (b) Schematic showing the movement of vertex i from
position A to B and the forces acting on it (blue arrows).

The total force acting on vertex i in ~x direction can be written as

F cv
x = − ∂

∂xi

(
U cv
i +

∑
k

U cv
k

)
(3.11)

where, k denotes the neighbours of vertex i, U cv
i is curvature potential of

vertex i and U cv
k is curvature potential of kth neighbour.

∂

∂xi
(U cv

i ) =
κ

2

[
1

σi

∑
l=1,2,3

2Gl
∂Gl

∂xi
− 1

σ2
i

∂σi
∂xi

∑
l=1,2,3

G2
l

]
(3.12)
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where, j denotes the neighbours of i and Gl =
∑

j σij
xij
rij

(xij is distance be-
tween i, j in ~x direction).

Similarly as Eq. 3.12 we get ∂
∂xi

(U cv
k ) for all the six neighbours of vertex

i and using these we find the expression for F cv
x .

F bond
x = − ∂

∂xi

(
U bond
i

)
; F rep

x = − ∂

∂xi
(U rep

i ) (3.13)

Membrane fluidity can be introduced by flipping the bonds between two
possible diagonals of two adjacent triangles. Membrane vertices can not easily
move away from the cage of its neighbours, if ψ (probability of a particular
bond getting flipped) is very less. In our case, we have not incorporated bond
flippings, i.e. ψ = 0 in our membrane model. Membrane viscosity ηmb is high
for these type of membrane and they are called solid membrane.

3.1.1 Validation of membrane model

In the MD simulation for membrane, the length and time were scaled accord-
ing to x̂ = x/a and t̂ = t/τ , where τ =

√
mmba2/kBT . All ohter physical

quantities of interest were expressed in these units. A membrane of size
64
√

3a× 100a was taken and we imposed the parameters kBT = 1, mmb = 1,
a = 1, and ∆tMD = 0.001τ . Periodic boundary condition (PBC) was applied
in ~x and ~y direction.

Figure 3.4: Depiction of the fluctuating membrane with bending rigidity
κ = 10kBT from our simulations. PBC has been applied in ~x and ~y
direction.

The membrane system was equilibrated using thermostat at every 50 it-
erations (Fig. 3.7a). We implemented the Anderson thermostat thechnique
which assumes the system to be coupled with a heat bath [28]. The bath acts
as a source of thermal energy, supplying or removing heat from the system
as needed. In simulations this is done by taking velocity of the system parti-
cles from a Maxwell-Boltzmann distribution which represents collision with
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an imaginary heat bath. The total energy of the membrane system remains
conserved until velocity of the vertices are changed again (Fig. 3.7b).
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Figure 3.5: (a)Plot of the per particle energy, kinetic energy and poten-
tial energy of the system after thermostating with temperature kBT = 1,
(b)The enegy per particle is zoomed up. It shows that energy is constant
in the intermediate 50 iterations.

The thermal height fluctuations of a membrane is characterized by the
fluctuation spectrum. In our MD simulation, fluctuation spectrum S(q) of the
triangulated membrane was calculated for membranes with bending rigidity
κ = 20kBT , κ = 10kBT , κ = 5kBT and was averaged over 4 independent
runs (Fig. 3.6). Where,

S(q) =
〈
|hq|2

〉
with hq =

1

N

N∑
k=1

h(rk)e
−iq.rk (3.14)

For a membrane with dimensions Lx×Ly, we considered q =
√
q2
x + q2

y with
qx = 2π

Lx
to 2π

a
and qx = 2π

Ly
to 2π

a
.

In the small q regime, S(q) increases as q decreases and is well fitted to
q−4 as predicted by Helfrich theory (Eq. 2.34). It means that long wave-
length fluctuations have larger amplitudes, as all fluctuation modes have
same energy. After passing through the intermediate regime, there is a peak
in the fluctuation spectrum in the large q regime. This maximum is ob-
served at q = 7.1a−1 corresponding to wavelength of 0.9a which is average
distance between two neighbouring vertices. This implies that it is nearest
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Figure 3.6: Spectra of undulation modes of membrane with bending
rigidity κ = 20kBT , κ = 10kBT , κ = 5kBT . PBC has been applied in ~x and
~y direction. The solid black line represents a slope of q−4.

neighbour peak of the density structure factor [29, 30, 31, 32]. So, the fluc-
tuation spectrum of membrane undulations can be divided into two parts:
pure undulation spectrum in the small q regime and density structure factor
contribution dominating in the large q regime.

3.2 Multiparticle collision dynamics of the fluid
We implemented MPCD as a coarse grained model for the fluid dynamics
[33]. The fluid is modeled by Ns point particles of mass ms. Initially, the
particles are randomly placed and they are given velocities from a uniform
random number generator. Then the MPCD algorithm proceeds in two steps.
The streaming step, where the particles move ballistically for a time period
∆tCD and the position ~ri of each fluid particle is updated according to

~ri(t+ ∆tCD) = ~ri(t) + ~vi(t)∆tCD (3.15)

where ~vi(t) is the velocity of particle i at time t.

Interaction between fluid particles are taken care of in the second part of
the algorithm, the collision step where clusters of particles undergo colli-
sion and their momenta is redistributed. Clusters of particles are identified
by sub-dividing the fluid particles into cubic lattice of lattice constant a.
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There are total Ncell = LxLyLz

a3
(Lx × Ly × Lz is the dimension of simula-

tion box) numbers of cubic cells and the average number of particles per
cell is ρ = 〈Nc〉 = Ns

Ncell
(Nc is the number of particle in cell c). Collision

is performed between the particles within a cubic cell and this is done as a
stochastic rotation of the velocities of all particles in a cell in its center of
mass frame. This step takes care of the momenta exchange among the fluid
particles, maintaining energy and momentum conservation. The velocity of
particle i after collision is

~vnewi (t+ ∆tCD) = ~vcm(t) +R(α) (~vi(t)− ~vcm(t)) (3.16)

where, ~vcm =
∑Np

i=1
~vi
Np

is the center of mass velocity of the cell particle i is
in.

R(α) is the matrix of rotation by an angle α about an axis in the direc-
tion of an arbitary unit vector û = (ux, uy, uz) and it is given by

R(α) =

 tu2
x + C tuxuy − Suz tuxuz + Suy

tuxuy + Suz tu2
y + C tuyuz − Sux

tuxuz − Suy tuyuz + Sux tu2
z + C

 (3.17)

where
t = 1− cosα; C = cosα; S = sinα (3.18)

and û = (ux, uy, uz) is generated randomly from a uniform distribution for
each collision cell.

The thermal velocity of the fluid particles is vT =
√
kBt/ms and the mean

free path is λ = ∆tCD
√
kBt/ms. At low temperatures or small time steps,

particles diffuses so slowly that they move distance less than a and effectively
remain in the same collision cell. Thus, they collide with the same set of par-
ticles for many time steps and retain information from previous collisions.
Particles become correlated and the molecular chaos assumption is violated.

Galilean inavariance is restored by a random shift of the collision grid before
the collision step, as introduced by Ihle and Kroll [34]. This is implemented
by shifting all particles in ~x, ~y and ~z direction by random vectors with com-
ponents in the interval [−a

2
, a

2
]. Particles are shifted back to their original

positions after the collision is done. This grid shift procedure also acceler-
ates momentum transfer between the collision cells and leads to a collisional
contribution to the transport coefficients.
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In case of fluid bounded by walls, no-slip boundary condition is ensured
by the implementation of bounce-back rule, i.e. the velocities of the fluid
particles are reversed when they strikes the wall (vi → −vi) (Fig. 3.7a).
Random shift of the collision grid leads to partially filled cells at the walls
and the bounce-back rule fails because of that. To restore no-slip boundary
condition, ghost particles are added to the cells cut by walls and thus making
the total particle number in the cells ρ (Fig. 3.7b) [33]. The velocities of the
ghost particles are taken from a Maxwell-Boltzmann distribution with zero
mean and variance NgmskBT (Ng is the number of ghost particles added in
the cell).
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Figure 3.7: (a)Depiction of the bounce-back of MPC particles from
the wall. The dotted arrows show that the velocity is reversed.
(b)Illustration of random shift in Z direction. The dotted blue lines are
the boundaries of collision grid after random shifting and green boxes
are partially filled cells where ghost particles are added.

3.2.1 Validation of MPCD scheme

We implemented MPCD simulation scheme for the fluid particles and it was
carried out in a 20a× 20a× 20a simulation box with periodic boundary con-
ditions. The length and time were scaled according to x̂ = x/a and t̂ = t/τ
with τ =

√
msa2/kBT , kBT = 1, ms = 1 and a = 1. We also employed the

parameters α = 130◦, ∆tCD = 0.1τ and the particle per collision cell ρ = 10.

For the establishment that MPCD scheme incorporates proper fluid dynam-
ics following Navier-Stokes equation, we verified few properties of the MPC
fluid particles. The speed distribution of the fluid particles was calculated,
which was Maxwellian as expected from theory (Fig. 3.8). We of course cross
checked local and global energy-momentum conservation of the MPC fluid.
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Figure 3.8: Speed distribution of the fluid particles with the peak at
1.4142aτ−1, fitted with the Maxwellian speed distribution curve.

Analytical expressions for the viscosity η of the MPC fluid has been de-
rived as a sum of the kinetic viscosity ηkin and the collisional viscosity ηcoll
[35, 36].

η = ηkin + ηcoll (3.19)

with
ηcoll =

msρ

18∆tCDa

(
1− 1

ρ

)
(1− cosα) (3.20)

ηkin =
kBT∆tCDρ

a3

(
5ρ

(4− 2 cosα− 2 cos 2α)(ρ− 1)
− 1

2

)
(3.21)

Following Eqs. 3.20, 3.21 the viscosity of our MPCD fluid was calculated to
be η = 8.73kBTτa

−3.

A pressure gradient was applied to the fluid in between two parallel walls
to model Poiseuille flow and this was done by applying a constant force F in
~x direction on every MPC fluid particle. The position update for ~x direction
in the streaming step of MPCD gets modified as

rxi (t+ ∆tCD) = rxi (t) + vxi (t)∆tCD +
F

2ms

∆t2CD (3.22)

To ensure no-slip boundary condition, we also introduced ghost particles in
the collision cells near the walls. A parabolic velocity profile was obtained
in the Poiseuille flow for suitable forcing (Fig. 3.9). It was ensured that the
maximum fluid velocity is well below the speed of sound of the fluid with
viscosity η = 8.73kBTτa

−3, i.e. Mach number, Ma � 1. Mach number is
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the ratio of speed of a particle moving through the fluid and the local speed
of sound.
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Figure 3.9: Poiseuille flow velocity profile of the fluid with no-slip bound-
ary condition under pressure gradient ∂P

∂x = −0.00348kBTa
−3. It is fitted

with theoretical curve vx = −∂P
∂x

1
2η (Lzz − z2) derived from Navier-Stokes

equations. vmax for the fluid partcles is 0.02aτ−1, as predicted from the-
ory.

These results show that MPCD scheme properly models Stokes flow of a
fluid.

3.3 Molecular dynamics of polymer
The polymer chain was described as Np monomer beads of mass mp each
connected through springs [37]. The excluded volume interaction between
monomers were modeled using a suitably truncated and shifted Lennard
Jones potential which acts when two monomers are within a range of rc.
The range is chosen such that polymer chains can not cross each other.

ULJ(r) =

{
4ε
[(

σ
r

)12 −
(
σ
r

)6
]

+ fcrc − vc r < rc

0 r > rc
(3.23)

where r is the distance between monomers, fc = 48ε
[(

σ12

r13c

)
− 0.5

(
σ6

r7c

)]
and

vc = 4ε

[(
σ
rc

)12

−
(
σ
rc

)6
]

Consecutive monomers in the polymer chain are connected by a harmonic
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spring potential, i.e. the potential models the bonded interaction between
the monomers.

Us = k (r − r0)2 (3.24)

where, k is the spring constant, r is the distance between neighbouring
monomers and r0 is the mean bond length.

Using the potentials in Eqs. 3.23 and 3.24, Newton’s equations were inte-
grated by the Velocity-Verlet algorithm with time step ∆tp and phase-space
dynamics of the polymer was observed.

3.3.1 Validation of polymer model

In the simulations, the length and time were scaled according to x̂ = x/a
and t̂ = t

√
kBT/mpa2 with kBT = 1, a = 1. A polymer chain with monomer

number Np = 40 was taken and the mass of each monomer was kept mp = 1.
We kept r0 = a and k = 1000kBTa

−2 for the harmonic spring potential of the
polymer. In the Lennard Jones potential for monomer-monomer interaction
ε = a, σ = 0.8r0, rc = 2

1
6σ was employed.

To establish that the MD simulation for the polymer is working properly,
we compared the energy plot for two different values of ∆tp = 0.0001τ and
∆tp = 0.0002τ (Fig. 3.10). The fluctuation in energy is 4 times for the
later as the energy increase is proportional to ∆t2p. We also checked energy-
momentum conservation as done in the case of membrane.
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Figure 3.10: Polymer energy plot for two different values of MD time
step ∆tp. For ∆tp = 0.0002τ , the fluctuation in energy is 4 times more
compraed to ∆tp = 0.0001τ .
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We also measured the radius of gyration Rg for polymers of different chain
lengths (Fig. 3.11). For a body consisting of N particles Rg is given by∑N

i=1 mi(ri−Rcm)2/
∑N

i=1mi (mi is mass of ith constituent particle). As all
the monomer beads has identical mass mp = 1, Rg was calculated using

〈
R2
g

〉
=

1

Np

Np∑
i=1

〈
(ri −Rcm)2

〉
(3.25)

where, Rcm = 1
Np

∑Np

i=1 ri is the center of mass position of the polymer chain.

It was observed that for polymer Rg ∼ N0.6
p which is in agree with liter-

ature [6].
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Figure 3.11: Plot of the radius of gyration square R2
g vs monomer number

Np for polymer. The solid black line represents a slope of N1.2
p , which

implies Rg ∼ N0.6
p .

3.4 Conclusion
We discussed the different simulation schemes implemented and showed re-
sults validating them in this chapter. We describe the coupling method to
combine these simulation schemes in next chapter.
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Chapter 4

Multi-scale Simulations: Coupling
schemes and Preliminary results

In this chapter, we discuss the coupling scheme we implemented to model the
polymer-membrane, membrane-fluid and polymer-fluid interaction and then
we present preliminary results obtained from the coupled system. Thermal
fluctuations of the membrane are consistently accounted for the coupling
scheme. Moreover, the confined MPC fluid imparts Brownian random forces
on the membrane as well as the suspended polymer maintaining local mo-
mentum conservation; thereby also incorporating hydrodynamic interaction
between polymer beads and membrane vertices. In addition there is of course
excluded volume interaction between membrane and polymer.

4.1 Coupling method of membrane, fluid and
polymer

Polymer-fluid coupling: The hydrodynamic coupling between the poly-
mer monomers and the solvent was modeled by including the monomers in
the MPCD collision step with the fluid particles. This assures that there is
momentum exchange between the solvent and the polymer.

Polymer-membrane coupling: To ensure that the monomers of the poly-
mer do not penetrate the membranes we incorporated a excluded volume
interaction between the membrane vertices and monomers using a suitably
truncated and shifted Lennard Jones potential similar to Eq. 3.23.

Membrane-fluid coupling: We modeled the interaction/ momentum ex-
change of MPC fluid particles with the membrane by combining two schemes,
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but keep the membrane surface impermeable to fluid particles [27]. First,
the membrane vertices are included in the MPCD collision step and there
is momentum exchange with the fluid particles. Second, the fluid particles
are scattered from the membrane surface with bounce-back rule so that we
obtain no slip boundary condition. The scattering is achieved through the
following steps:

(i) In MPCD streaming step, the fluid particles move ballistically for time
step ∆tCD. We perform the scattering of the fluid particles from membrane
surface at a discrete time step ∆tSC (< ∆tCD). This implies that the scatter-
ing does not happen exactly on the membrane surface, but the fluid particles
can possibly penetrate the membrane.

(ii) We assume that the membrane triangles have a small thickness 2δ. After
∆tSC time, some of the internal and external fluid particles move within the
thickness of the membrane film (particles represented as dotted circles in Fig.
4.1). We identify such particles by calculating the distance of all particles
from the triangulated surface and picking those with distance smaller than
δ. Only a subset of them undergo collsion.

2δ

2δ

Figure 4.1: Schematic showing the fluid particles moving within the
membrane thickness 2δ at time ∆tSC .

(iii) Next, we distinguish those particles among the above list which have
a relative velocity (~vs(t) − ~vtri(t)) with respect to the membrane triangles
such that they move closer to the membrane, where ~vs(t) and ~vtri(t) are the
velocities of the fluid paricle and the center of mass of the membrane triangle,
respectively. This is implemented by taking the dot product of (~vs(t)−~vtri(t))
and the normal vector n̂tri of the triangle planes around the fluid particles.
The fluid particles which will collide with the membrane and those which
has already penetrated will have (~vs(t)− ~vtri(t)) .n̂tri < 0 for some of the
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triangles. The normal n̂tri is oriented inward for internal fluid particles and
outward for external fluid particles. Only these subset of particles will un-
dergo collision by a scheme which is explained in the next step.

(iv) For each of these particles, we identify the triangle (amongst all those
which have (~vs(t)− ~vtri(t)) .n̂tri < 0) with nearest center of mass from the
fluid particle. Then the particle is scattered from the chosen triangle . The
scattering was implemented using the bounce-back rule mentioned in Ref.
[27] (Fig. 4.2). Momentum and energy of the whole system remains un-
changed in this bounce-back process described by Eqs. 4.1, 4.2.

1

2 3

4

V
s

V
1

V
2

V
4

V
3

Figure 4.2: Schematic of the bounce-back of a particle within membrane
thickness 2δ. The fluid particle is closer to triangle 1, but it is scattered
from the triangle 4 instead of triangle 1 as the relative velocity (v4 − vs)
is towards the membrane.

~vnews (t) = ~vs(t)−
6mmb

ms + 3mmb

(~vs(t)− ~vtri(t)) (4.1)

~vnewtri (t) = ~vtri(t) +
2ms

ms + 3mmb

(~vs(t)− ~vtri(t)) (4.2)

(v) After this all the fluid particles move ballistically for rest of the streaming
step. Also, random shift is not applied in ~z direction for the MPC fluid, as
the fluid is bounded by two membranes in that direction.

4.2 Simulation parameters

The length and time were scaled according to x̂ = x/a and t̂ = t/τ , where
τ =

√
msa2/kBT . All the other physical quantities of interest were ex-

pressed in these units. The two membranes were placed at Lm1
z = 1

4
Lz and

Lm2
z = 3

4
Lz. The mass of the membrane vertices, polymer monomers were

taken to be mmb = mp = 10ms with mass of fluid particles ms = 1.
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We used the time steps ∆tCD = 10∆tMD and ∆tSC = 1
4
∆tCD to obtain

correct thermal fluctuations. The small membrane thickness used in the in-
teraction between membrane and fluid particle was taken to be δ = 0.2a.

For the Lennard Jones potential of monomer-membrane interaction ε = 0.2a,
σ = a was used.

4.3 Preliminary results

(i) We calculated the fluctuation spectrum S(q) for membranes with fluid
confined in between them (Fig. 4.3). It was done for different bending
rigidity κ = 20kBT , κ = 10kBT , κ = 5kBT of the membrane and there was
no polymer in the fluid. The simulation box had the dimensions 64

√
3a ×

100a× 20a with the membranes at 5a and 15a. There were total 2.22× 106

MPC fluid particles with ρ ∼ 10 particles per collision cell. There is no
significant difference with the fluctutation spectra without fluid (Fig. 3.6).
The q−4 dependence is still observed at small q regime.

0.1 1 10

q (units of a
-1

)

1e-08

1e-06

0.0001

0.01

1

S
(q

)

κ=20k
B
T

κ=10k
B
T

κ=5k
B
T

Figure 4.3: Spectra of undulation modes of membrane with bending
rigidity κ = 20kBT , κ = 10kBT , κ = 5kBT in presence of fluid. PBC has
been applied in ~x and ~y direction. The solid black line represents a slope
of q−4.

(ii)We characterized the polymer dynamics when it is suspended in fluid
with no bounding surfaces. Mean square displacement (MSD) of the center
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of mass and end-to-end vector correlation of the polymer were calculated
to compare the results with a polymer confined by membranes. We used
a simulation box of dimensions 25a × 25a × 25a with polymer chain of 50
monomers. There were 1.5625 × 105 number of MPC fluid particles in the
box. We allowed 2×105 iterations for the system to reach steady state. Data
were collected after that for 107 iterations, and the MSD and end-to-end vec-
tor correlation were averaged over 9 independent runs.

For a polymer chain with excluded-volume interaction, Zimm model pre-
dicts the relaxation time in a good solvent as τZEV ∼ N3ν

p ∼ N1.8
p for ν =

0.6. We calculated the relaxation time τp of the polymer chain using τp =
ηr2

0N
1.8
p /kBT , where η is the solvent viscosity and r0 is the mean bond length

[38]. We also used Rg = r0√
6
N0.6
p to calculate the radius of gyration Rg of the

polymer.

The center of mass mean square displacement (MSD) of a polymer 〈(∆Rcm)2〉 =
〈(Rcm(t)−Rcm(0))2〉 → 6Dt as t → ∞, i.e. the polymer diffuses with dif-
fusion constant D at a larger time scale. In our simulations, the linear
behaviour of MSD is observed for the polymer at higher t (Fig. 4.4). We also
observed the exponential decay of the end-to-end vector correlation function
(Fig. 4.5).
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Figure 4.4: Mean square displacement of the center of mass of a polymer
with 50 monomers is plotted as a function of time. The black solid line
indicates a slope of 1.
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Figure 4.5: End-to-end vector correlation function of a polymer with 50
monomers vs. time is shown in semi-log plot. The red solid line with
slope −6.5 is fitted with the curve.

(iii) Finally, we introduced a polymer of 50 monomers in the MPC fluid
confined by two 16

√
3a× 30a dimensional parallel membranes at a distance

10a to observe its dynamics(Fig. 4.6). The time step for MD of membrane
and polymer was ∆tMD = 0.00125τ with ∆tCD = 0.0125τ , ∆tSC = 0.003τ
and the MPC collision was carried out at every 80 MD steps. We observed
the total energy of the system which was conserved upto the order of 10−3

(Fig. 4.7) ensuring that the three component system is working properly.
MSD of the polymer was also calculated by varying the distance d between
two membranes (Fig. 4.8a, 4.8b), but averaging over longer time scales is
needed to observe proper physics of the polymer under confinement.

Figure 4.6: Depiction of the polymer (red coloured) under confinement
by fluctuating membranes (cyan coloured) from our simulations. PBC
has been applied in ~x and ~y direction.
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Figure 4.7: Energy per particle for the three component system. It is
constant upto order of 10−3.

1e-07 1e-06 1e-05 0.0001 0.001 0.01 0.1 1

t/τ
p

1e-08

1e-07

1e-06

1e-05

0.0001

0.001

0.01

0.1

1

<
(R

c
m

(t
)-

R
c
m

(0
))

2
>

/R
2

g

κ=20k
B
T

κ=10k
B
T

κ=5k
B
T

(a)

1e-07 1e-06 1e-05 0.0001 0.001 0.01 0.1 1

t/τ
p

1e-08

1e-07

1e-06

1e-05

0.0001

0.001

0.01

0.1

1

<
(R

c
m

(t
)-

R
c
m

(0
))

2
>

/R
2

g

κ=20k
B
T

κ=10k
B
T

κ=5k
B
T

(b)

Figure 4.8: Mean square displacement of the center of mass of a poly-
mer with 50 monomers under confinement by two fluctuating mem-
branes is plotted as a function of time - (a) membrane distance d = 10a,
(b)membrane distance d = 6a. Calculation of MSD over longer time is
needed to reach time scales of relevance and interest (work in progress).

4.4 Conclusion
We have described in detail our implementation of multi-scale simulations
combining different schemes which describe the physics of different compo-
nents each with its own characteristic relaxation time and length scale. Using
this scheme, we have started calculating the physical quantities of interest.
Runs for much larger iterations and better averaging is needed to reach time
scales of relevance and significance.

43



Chapter 5

Future perspective: Work in
progress

We have set up the three component system of two parallel membranes with
fluid confined between them and a polymer suspended in the fluid; and some
preliminary results have been obtained. Our next goal is to investigate the
properties of the coupled system in greater detail to better understand the
physics by extending the measurement of already calculated quantities and
other properties to time scales and length scales of relevance. Observing the
relaxation dynamics will give us insight into the effect of membrane on the
polymer behaviour. In particular we want to observe the following:

(i) We intend to study the MSDs of the polymer in lateral x and y di-
rections and compare it with the case of membrane replaced by rigid walls.
The difference between MSD in z direction and lateral direction will also be
examined.

(ii) We are interested in the change in polymer properties due to the change
in membrane bending rigidity κ, i.e. due to the alteration of membrane un-
dulation amplitude.

(iii) We also want to investigate how the confinement affects polymer dy-
namics, i.e., how the MSD, diffusion constant, other dynamical quantities
like dynamic structure factor and certain structural quantities of the poly-
mer varies with the decreasing distance d between the two membranes.

(iv) The effect of polymer dynamics on the membrane dynamics is also a
question worth investigating.
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Appendix A

A.1 Invariants of 3× 3 matrix
Consider a 3× 3 matrix A whose characteristic polynomial is given by

P (λ) = det(A− λI) (A.1)

where, I is the unit matrix

Let P ′(λ) be the characteristic polynomial after the similarity transformation
of A→ C−1AC. Therefore,

P ′(λ) =
∣∣C−1AC − λI

∣∣ (A.2)
=
∣∣C−1AC − λC−1C

∣∣ (A.3)
=
∣∣C−1(A− λI)C

∣∣ (A.4)
=
∣∣C−1

∣∣ |A− λI| |C| (A.5)

Using |C−1| = 1
|C| , we get P ′(λ) = P (λ) i.e. the characteristic polynomial is

invariant under similarity transformations.

Now, the characteristic polynomial of a 3× 3 matrix A with elements Aij is

P (λ) = |A| − λ
3∑
i=1

Mi + λ2

3∑
i=1

Aii − λ3 (A.6)

where, Mi is the principal minor of A.

Since λ is arbitary and P (λ) is invariant under similarity transformations,
each term in Eq. A.6 is seperately invariant. Thus, the determinant, trace
and sum of all the principal minors of any 3× 3 matrix are invariant under
rotations or other similarity transformations.
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Appendix B

B.1 Langevin dynamics of polymer chain
Each monomer bead in Rouse model experiences forces from the neighbouring
beads (F ), frictional force against the solvent (F fr) and random force (f)
appearing when the polymer chain collides with solvent particles. Therefore,
the equation of motion of the nth bead can be written as

m
∂2rn
∂t2

= Fn + F fr
n + fn (B.1)

where, ∂2rn
∂t2

is the acceleration of bead n and m is its mass.

The inertial term in Eq.(B.1) is insignificant for the motion of the poly-
mer chain in a dense solvent. So neglecting this term the equation of motion
is

Fn + F fr
n + fn = 0 (B.2)

Considering the viscous solvent, in which the monomer beads move with
thermal velocities, the frictional force F fr is taken to be proportional to the
velocity of monomer beads.

F fr
n = −ζ ∂rn

∂t
(B.3)

Putting this we get the Langevin equation for the polymer chain as,

ζ
∂rn
∂t

= Fn + fn (B.4)

B.2 Continuous limit of n
If we take the index n (denoting bead no.) as a continuous variable, then we
have

rn+1 − rn =
∆rn
∆n
→ ∂rn

∂n
(B.5)
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(rn+1 − rn)− (rn − rn−1) =

{
∆rn
∆n

∣∣∣∣
n=n

− ∆rn
∆n

∣∣∣∣
n=n−1

}
1

∆n
(B.6)

→ ∂2rn
∂n2

(B.7)

B.3 Correlation of random force gk
Statistical properties of gk are similar to fn

〈gk(t)〉 =
1

N

N∑
n=1

cos
knπ

N
〈fn(t)〉 = 0 (B.8)

〈gk(t).gl(t′)〉 =
1

N2

N∑
m=1

cos
kmπ

N

N∑
n=1

cos
lnπ

N
〈fm(t).fn(t′)〉 (B.9)

=
1

N2

N∑
n=1

cos
knπ

N
cos

lnπ

N
6ζkBTδ(t− t′) (B.10)

∼= 6ζkBTδ(t− t′)
1

N2

∫ N

0

cos
knπ

N
cos

lnπ

N
dn (B.11)

Now, ∫ N

0

cos
knπ

N
cos

lnπ

N
dn =


N (k = l = 0)
N
2

(k = l 6= 0)
0 (k 6= l)

(B.12)

Therefore,

〈g0(t).g0(t′)〉 = 6
ζ

N
kBTδ(t− t′) (B.13)

〈gk(t).gl(t′)〉 = 3
ζ

N
kBTδklδ(t− t′) (k 6= 0, l 6= 0) (B.14)
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