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Abstract

Although many of the experimental observations can be theoretically well explained
using the standard model (SM) of particle physics, the SM is not complete because
it does not explain gravity, dark matter and dark energy in the universe, matter-
antimatter asymmetry, nonzero neutrino mass, observed mass of the Higgs boson
being much lower than theoretically favored value etc. Supersymmetry (SUSY) is
a well motivated theoretical extension of the SM which can address some of the is-
sues in SM such as, Higgs mass problem and dark matter problem. In SUSY, every
SM particle has a superpartner whose spin differs by half a unit. We have not yet
observed superpartners with same masses as their SM counterparts which makes
SUSY a broken symmetry. There are several theoretical mechanisms to achieve this
symmetry breaking, and one of the mechanisms is gauge mediated SUSY breaking
(GMSB). If GMSB is realized in nature, it typically results in events with one or more
photons in the final state. A search for SUSY is presented based on events with at
least one photon, jets, and large missing transverse momentum produced in proton-
proton collisions at a center-of-mass energy of 13 TeV. The data correspond to an
integrated luminosity of 35.9 fb−1 and were recorded at the LHC with the CMS de-
tector in 2016. The analysis characterizes signal-like events by categorizing the data
into various signal regions based on the number of jets, the number of b-tagged jets,
and the missing transverse momentum. No significant excess of events is observed
with respect to the expectations from standard model processes. Limits are placed
on the gluino and top squark pair production cross sections using several simplified
models of supersymmetric particle production with GMSB scenario. Depending on
the model and the mass of the next-to-lightest supersymmetric particle, the produc-
tion of gluinos with masses as large as 2120 GeV and the production of top squarks
with masses as large as 1230 GeV are excluded at 95% confidence level.
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Chapter 1

Introduction

Since time immemorial, human beings have wondered about the causes of natural
phenomena taking place in the universe. A persistent question has been about the
building blocks of the universe and what holds them together. Based on our under-
standing, as of today, there are four fundamental forces:

• Gravitational force: this causes apples to fall and also the planets to revolve
around the sun.

• Electromagnetic force: holds atoms together, basic principle in chemistry. Al-
most everything, except gravity, that we come across in daily life is governed
by this force.

• Weak force: β decay taking place in the nucleus is because of this force.

• Strong force: the force which holds protons and neutrons together in the nu-
cleus.

The matter that we see around us is made up of atoms. An atom is made up of a
nucleus (consisting of protons and neutrons, collectively called nucleons) and elec-
trons. Nucleons are composed of fundamental particles called quarks. So the matter
around us can be thought of as some combination of electrons and quarks, mainly.
Apart from these, there are also other fundamental particles, some of which are sim-
ilar to electrons and quarks but not the dominant constituents of ordinary matter,
some are mediators of the fundamental forces and one is responsible for particles
to acquire mass. There are 3 flavors of charged leptons, 3 flavors of neutral leptons,
3× 2 flavors of quarks, 5 mediators of forces and a Higgs boson. In total there are
18 such fundamental particles which we know today. Can we put all these particles
and forces into a framework and try to understand the phenomena around us? The
attempt that we made so far for this purpose has led to the standard model (SM) of
particle physics [1, 2, 3, 4]. Our attempt is not complete because in the framework of
SM, we could not fit gravitational force or interaction and also the mediator of grav-
ity, the graviton. Graviton is a hypothetical particle, not experimentally detected,
not included in the SM. So the SM consists of 17 fundamental particles and their
mutual interactions can be explained by three fundamental forces.

The SM has successfully explained many of the experimental results; with very
high degree of precision in certain cases, such as the measurement of magnetic mo-
ment of electron [5]. But the SM is not a complete story of the universe. There are
many issues in the SM, such as the inability to explain dark matter [6, 7] and dark en-
ergy [8] in the universe, matter-antimatter asymmetry [9, 10] etc, and many theoret-
ical problems such as hierarchy problem [11], imperfect gauge coupling unification
etc. To address some of these questions, many extensions of SM have been proposed,
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one of them being the supersymmetry (SUSY). SUSY predicts that for every SM par-
ticle, there is a superpartner similar in all the quantum numbers and properties ex-
cept that the spin quantum number differs by half a unit. Failure to experimentally
observe supersymmetric particles with same mass as SM particles (we did not find
supersymmetric electron, called selectron or supersymmetric proton, called sproton
etc), led to the idea that SUSY is broken and the sparticles are massive as compared
to their SM counterparts. There are many ways of breaking SUSY, one of them be-
ing gauge mediated SUSY breaking (GMSB). In scenarios with GMSB, gravitino (the
super partner of hypothetical graviton) is the lightest supersymmetric particle (LSP)
and it is stable. The stability of LSP is a requirement from R-parity conservation
which does not allow supersymmetric particle decay into only SM particles. LSP is
weakly interacting particle and hence it does not leave any visible signature in the
detector and it is a viable dark matter candidate.

The compact muon solenoid (CMS) detector at the large hadron collider (LHC),
CERN is a multipurpose detector designed for testing the SM and also to carry out
searches for phenomena taking place beyond SM (if there are any such phenomena),
such as supersymmetric particle production at ∼ TeV scale. At the LHC, proton-
proton (pp) collisions take place at the center of mass energy of 13 TeV. Supersym-
metric particles can be produced in these collisions if they exist and accessible at
the LHC. In GMSB models, events with one or more photons, quarks of light flavor
(up, down, charm and strange) or bottom flavor and missing transverse momentum
are expected. Missing transverse momentum is the signature of weakly interacting
LSPs (or neutrinos) in the detector which is nothing but the momentum imbalance
in directions transverse to the colliding beams.

This thesis investigates the production of supersymmetric particles with at least
one photon, light flavor or bottom flavor jets which originate from quarks and large
missing transverse momentum using the data collected in the year 2016 with the
CMS detector. Chapter 2 gives a very brief introduction to SM, its limitations and
supersymmetric extensions of SM and GMSB models. Chapter 3 describes the ex-
perimental set up consisting of LHC and the CMS detector. I also discuss a new
method to inter-calibrate short fibers of forward hadron calorimeter in this chapter.
The analysis strategy and background estimation techniques are discussed in chap-
ter 4. Results, summary and some possible extensions of the search are described in
the final chapter 5.
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Chapter 2

Standard model and
supersymmetry

2.1 Standard model particles

The SM of particle physics consists of 3 generations of quarks and leptons (Table 2.1),
gauge bosons which are mediators of strong, electromagnetic (EM) and weak force,
and a scalar Higgs boson (Table 2.2).

TABLE 2.1: Leptons and quarks of SM with their properties

Leptons (spin ½)
Gen. Particle Charge Mass (MeV) Interactions1 Chiral state

1
νe 0 < 2× 10−6 Weak

[
νe
eL

]
, eRe ∓1 0.511 EM, Weak

2
νµ 0 < 0.19 Weak

[
νµ

µL

]
, µRµ ∓1 105.7 EM, Weak

3
ντ 0 < 18.2 Weak

[
ντ

τL

]
, τRτ ∓1 1777 EM, Weak

Quarks (spin ½)
Gen. Particle Charge Mass (MeV) Interactions Chiral state

1
u ± 2

3 ≈ 2.2

Strong, EM,Weak

[
uL
dL

]
, uR, dRd ∓ 1

3 ≈ 4.7

2
c ± 2

3 1.275× 103 [
cL
sL

]
, cR, sRs ∓ 1

3 ≈ 95

3
t ± 2

3 173.1× 103 [
tL
bL

]
, tR, bRb ∓ 1

3 ≈ 4.18× 103

TABLE 2.2: Gauge bosons and higgs boson in SM with their properties

Particle Charge Mass (GeV) Spin Force mediation Mixing fields
g 0 0 1 Strong g
γ 0 0 1 EM W3, B
W ∓1 80.4 1 Weak W1, W2
Z 0 91.2 1 Weak W3, B
H 0 125.2 0 - Hu, Hd

Categorization of the quarks and leptons into 3 generations is done based on
their masses [12] and interactions. The first generation consists of lightest and the

1All particles with non-zero mass have gravitational interactions. But gravity is not a part of SM.
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third generation consists of heaviest particles. Neutrinos are grouped according to
their interactions and their exact masses are unknown. The masses of SM particles
are not predicted by the theory, but they are measured quantities in experiments.
All the charged (in this thesis charge always refers to electric charge) particles can
interact via EM force. Neutral leptons, neutrinos, are allowed to undergo only weak
interactions. Quarks have an additional quantum number, color, which is responsi-
ble for strong interaction.

2.2 Conservation laws and symmetry

Various experimental observations in the realm of nuclear and elementary particle
physics led to framing many laws of nature, which formed the basis for the develop-
ment of the SM. Similar to the law of conservation of energy, linear momentum and
angular momentum in basic physics, there are other laws of conservation such as
charge, color charge, lepton number within each generation etc. Whenever there is
a conservation law, then there is a symmetry associated with it and a symmetry also
implies a conservation law. This relation between conservation law and symmetry
is given by Noether’s theorem [13]. Conservation of energy, linear momentum and
angular momentum are connected with symmetry in time translation, space transla-
tion and rotation respectively. These symmetries can be represented mathematically
using symmetry groups. For example, the group representing rotational symmetry
is SO(3).

Conservation of charge is associated with U(1) global gauge symmetry. Under
U(1) group transformation, the wavefunction ψ of a charged particle transforms as
ψ → Uψ, where U = eiθ and θ is a real number. This transformation is nothing
but the change in phase of ψ. The Dirac Lagrangian is invariant under this trans-
formation. When the local gauge transformation, θ(x, t) is imposed, the Dirac La-
grangian is no longer invariant. Dirac Lagrangian with local gauge invariance is
the Lagrangian for quantum electrodynamics - Dirac fields of e± interacting with
Maxwell fields, photons [14]. In a similar way each of the forces described by the
SM, has an associated symmetry group which describes the corresponding interac-
tions.

2.3 Strong interactions

The strong interaction is mediated by gluons and the theory is described by quantum
chromodynamics (QCD). The QCD is based on the symmetry group SU(3)C, where
C represents the associated quantum number, and is called color (red (R), green (G)
or blue (B)), having 3 degrees of freedom and 8 generators or 8 gluon fields. This
color has nothing to do with everyday color and its just an analogy for group trans-
formations. Unlike the photons which are neutral (chargeless) the gluons carry color
charge and they are:

RḠ, RB̄, GR̄, GB̄, BR̄, BḠ,
1√
2
(RR̄− GḠ),

1√
6
(RR̄ + GḠ− 2BB̄)

SU(3)C is a non-abelian gauge group which means that the gluons have self inter-
actions. Quarks carry one color charge (red green or blue) and gluons are bi-colored
having one of the 8 colors mentioned above. All the observed hadrons and mesons
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are colorless (CC̄ or RGB), in other words, isolated quarks or gluons are not ob-
served in nature and hence the color is confined within the hadrons and mesons. The
strength of strong interaction increases with distance (or decreases with energy). At
very large energy, the strength of strong interaction becomes very small and this be-
havior is named as asymptotic freedom [15][16]. As two quarks are separated from
each other, quark-antiquark pair are created which results in formation of colorless
mesons and hadrons.

2.4 Electro-weak interactions

The interaction between charged particles is described by quantum electrodynamics
(QED) which is based on the symmetry group U(1). The mediator of this interaction
is massless spin-1 photon. Unlike QCD, there are no self interactions of the force
mediator since photon does not carry any charge.

The neutral leptons, neutrinos, take part only in weak interactions whose de-
scription is based on SU(2)L symmetry. The mediators of this force are massive W
and Z bosons. All the leptons and quarks of SM have weak interactions and neu-
trinos have only weak interaction. Weak theory is a chiral theory which implies
that only left handed particles or right handed antiparticles participate in the inter-
actions. A consequence of chiral theory is that there is no place for right handed
neutrinos or left handed anti-neutrinos within the SM. In weak interactions, some
of the quantum numbers need not be conserved, namely: parity (P), charge conju-
gation (C) and time reversal (T). However, there is no evidence for violation of these
quantum numbers (C, P and T) in strong and EM interactions. The CPT as a whole
is found to be conserved in all the three interactions.

At high energy, weak and EM interactions become indistinguishable and those
interactions are described by electro-weak (EW) theory [1][17][18] which obeys the
gauge group SU(2)⊗U(1).

2.5 The Higgs mechanism

Local gauge invariance demands spin-1 force mediators to be massless. Indeed, this
is the case for QCD and QED in which gluon and photon are massless fields. But
the weak force mediators W± and Z bosons were predicted to be massive. Later,
the experiments at CERN in 1983 [19][20][21][22] discovered these bosons and con-
firmed that they were massive. Based on the gauge principle, it is concluded that the
observed γ, W± and Z are mixtures of W1, W2, W3, and B fields,

W± = (W1 ∓ iW2)/
√

2 (2.1)
Z = −B sin θW + W3 cos θW (2.2)
γ = B cos θW + W3 sin θW (2.3)

where θW is called the weak mixing angle and B is such that its predictions are con-
sistent with properties of γ [23]. To solve the problem of massive gauge bosons, a
spontaneous symmetry breaking mechanism was proposed by Englert, Brout and
Higgs [24][25] by which these gauge bosons can acquire mass through the interac-
tion with a new scalar filed, called the Higgs field. When the Higgs field gets non-
zero vacuum expectation value, the gauge bosons acquire mass. The ratio of masses
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of W± and Z boson is given by

MW/MZ = cos θW (2.4)

The theory predicts a spin 0 quantum (particle) associated with the Higgs field. This
particle was discovered at CERN by ATLAS and CMS experiments in 2012 [26][27]
and its mass was found to be ≈ 125 GeV. The masses of quarks and leptons would
have been zero, if there was no Higgs boson. If the interaction of particle is stronger
with the Higgs field, then its mass is expected to be higher. Top quark is the highest
mass particle in the SM and its coupling to Higgs is the strongest. The interaction
term between fermions and H field is given by LYukawa = −λ f ψ̄Hψ where ψ is the
Dirac field of the fermion, H is the Higgs field and λ f is Yukawa coupling.

2.6 Limitations of SM

With the discovery of the Higgs (H) boson, the particle content of the SM is complete
and we have a self-consistent theory which describes many of the experimental ob-
servations. Fig.2.1 shows production cross sections for various SM processes and
the measurements by the CMS experiment. The agreement between experimentally
measured cross section value and theoretically predicted value spans over 8-9 orders
of magnitude!

 [p
b]

σ
P

ro
du

ct
io

n 
C

ro
ss

 S
ec

tio
n,

  

4−10

3−10

2−10

1−10

1

10

210

310

410

510

CMS PreliminaryJan 2019

All results at: http://cern.ch/go/pNj7

W

n jet(s)≥

Z

n jet(s)≥

γW γZ WW WZ ZZ
µll, l=e,→, Zνl→EW: W

qqW
EW 

qqZ
EW

WW
→γγ

γqqW
EW

ssWW
 EW

γqqZ
EW

qqWZ
EW

qqZZ
EW γWV γγZ γγW tt

=n jet(s)

t-cht tW s-cht γtt tZq ttZ γt ttW tttt
σ∆ in exp. Hσ∆Th. 

ggH qqH
VBF VH WH ZH ttH tH HH

CMS 95%CL limits at 7, 8 and 13 TeV

)-1 5.0 fb≤7 TeV CMS measurement (L 
)-1 19.6 fb≤8 TeV CMS measurement (L 
)-1 35.9 fb≤13 TeV CMS measurement (L 

Theory prediction

FIGURE 2.1: Summary of the cross section measurements of SM pro-
cesses by CMS experiment [28].

Although H was the last piece in the SM puzzle and we have discovered it, there
are many theoretical issues and experimental observations which are not explained
by the SM. From the theoretical point of view, observed mass of H at 125 GeV itself
is an issue and it is called as hierarchy problem which is discussed below. Some of
the unsolved problems within SM framework are:

• The H boson gets corrections to its mass by loop diagram contributions, the
largest contribution is coming from top quark loop diagram (Fig.2.2). This
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contribution is given by

∆m2
H = −|λt|2

8π2 [Λ2
UV + . . . ] (2.5)

where λt is the top Yukawa coupling (∼ 1) and ΛUV is the ultraviolet cutoff
scale above which SM is not valid and its value is close to the GUT (grand
unified theory) scale 2, 1016 GeV or Planck scale, > 1019 GeV. With these large
corrections, the mass of H would have been > 1016 GeV and not near 125
GeV. This is called hierarchy problem in SM. It is very unnatural to have a
contribution ∼ 1016 GeV which cancels the effect shown in eqn.2.5 and gets
mass of Higgs as 125 GeV.

FIGURE 2.2: Top loop diagram contribution to H mass

• Gravitational interactions cannot be explained by the SM.

• Matter-antimatter asymmetry: We do not understand why we see more matter
in the universe than antimatter today. At the early stages of universe, both of
these must have been created in equal amount. There must be a mechanism by
which matter started to dominate over antimatter.

• In SM masses of neutrinos is zero, whereas neutrino oscillations [29] indicate
that they have nonzero mass.

• The universe comprises of 71% of dark energy, 24% of dark matter and only
5% is ordinary matter that we know. What is explained by SM is less than 5%
of the total universe content.

• The strong, EM and weak gauge couplings are functions of energy scale. When
these couplings are extrapolated to high energy, we expect all of them to unify
at one energy. But this unification does not take place at one point within SM.

2.7 Supersymmetric extension of the SM

To overcome the limitations of the SM mentioned in Sec.2.6, we need extensions to
SM which can address all (or some) of these issues without contradicting existing ob-
servations. One such extension is supersymmetry (SUSY) which can address some
of the issues mentioned above, namely the dark matter problem, gauge coupling
unification and hierarchy problem.

To tackle hierarchy problem, if we can introduce a new term in eqn.2.5 with sim-
ilar correction but opposite sign, we might be able to get H mass around 125 GeV.
Naively speaking, what SUSY does is exactly this - it introduces a scalar partner for

2the scale at which the strength of EM, strong and weak force merge.
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every SM fermion and a fermionic partner for every bosonic SM particle and hence
the corrections from superpartner loop diagrams cancel the corrections from SM par-
ticle loop diagrams. Superpartners of SM particles differ in spin by half a unit. For
example, superpartner of top quark is top squark (or stop) with spin 0. The super-
partners of bosons have spin ½ and they are named with suffix ino, such as gluino,
photino etc. Fig.2.3 shows the contributions to H mass from top loop and stop loop.
The contribution from second loop diagram is given by eqn.2.6 which has similar
form as eqn.2.5 but with an opposite sign.

FIGURE 2.3: Corrections to H mass from top loop and stop loop.

(∆m2
H)SUSY =

|λt̃|2
8π2 [Λ2

UV + . . . ] (2.6)

We are interested in minimal supersymmetric extension of SM (MSSM) which is
direct supersymmetrization of SM and has minimum number of new particle states
and interactions consistent with phenomenology [30]. Table 2.3 shows fields corre-
sponding to various particles in the MSSM. These superpartners listed are not nec-
essarily the mass eigenstates of the theory because there can be mixing of gauginos
and higgsinos [31]. The observable mass eigenstates are charginos or neutralinos,
denoted by χ̃±, 0 and gluino which is not a mixture. Gauge and mass eigenstates in
MSSM are listed in table 2.4.

TABLE 2.3: Chiral supermultiplets and gauge supermultiplets in the
MSSM [31]

spin 0 spin ½

squarks, quarks (x3 families)

(
ũL d̃L

)
(uL dL)

ũR uR
d̃R dR

sleptons, leptons (x3 families)
(ν̃ ẽL) (ν eL)

ẽR eR

Higgs, higgsinos
(H+

u H0
u) (H̃+

u H̃0
u)

(H0
d H−d ) (H̃0

d H̃−d )

spin ½ spin 1
gluino, gluon g̃ g

winos, W bosons W̃± W̃0 W± W0

bino, B boson B̃0 B0

Since we have not observed supersymmetric particles at the same mass SM coun-
terparts, SUSY is a broken symmetry and the masses of sparticles are larger than SM
partners. The effective Lagrangian can be written as

L = LSUSY + Lsoft (2.7)
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TABLE 2.4: Gauge and mass eigenstates of MSSM [31][32].

Names Spin Gauge eigenstates Mass eigenstates

squarks 0
ũL ũR d̃L d̃R same
c̃L c̃R s̃L s̃R same
t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

sleptons 0
ẽL ẽR ν̃e same

µ̃L µ̃R ν̃µ same
τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

neutralinos ½ B̃0 W̃0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4

charginos ½ W̃± H̃+
u H̃−d χ̃±1 χ̃±2

gluino ½ g̃ same

Higgs bosons 0 H̃0
u H̃0

d H̃+
u H̃−d h0 H 0 A0 H±

gravitino 3/2 G̃ same

The first term on RHS of eqn.2.7 preserves SUSY and contains gauge and Yukawa
interactions. The second term breaks SUSY and contains mass terms and coupling
parameters which should vanish at very high mass scale at which SUSY is unbroken.
There are multiple ways to break SUSY and some of the popular ways are, gravity
mediated or Planck scale mediated SUSY breaking (PMSB), anomaly mediated SUSY
braking (AMSB) and gauge mediated SUSY breaking (GMSB). A brief discussion on
GMSB is given in section 2.8 to motivate the search for SUSY with photon which is
the topic of this thesis.

2.7.1 R-parity

A multiplicative quantum number called R-parity is introduced for every particle
and sparticle to account for very strong experimental bounds on proton lifetime.
The proton lifetime is > 1033 years [33] which is larger than the age of the universe.
R-parity is defined as

PR = (−1)3(B−L)+2s (2.8)

where s is the spin, B and L are baryon and lepton number respectively. All SM par-
ticles have even R-parity, PR = +1 and supersymmetric particles have odd R-parity,
PR = −1. If R-parity is not conserved, then p → e+π0 via anti-squark mediation as
shown in Figure 2.4.

  

π0

d

u
u

e+

u
u

p
q~

FIGURE 2.4: One of the possible modes for decay of proton via anti-
squark mediation if R-parity is not conserved.

Important consequences [31] of R-parity conservation are:
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• Supersymmetric particles are always produced in pairs in collider experiments
and any supersymmetric particle decay should involve odd number of daugh-
ters. In other words, at any vertex, there should be even number of supersym-
metric particles.

• Lightest supersymmetric particle (LSP) must be stable. If LSP is neutral and
weakly interacting, then it could serve as a dark matter candidate and account
for 24% (or some part of 24%) of the universe content [34].

• All the non-LSP supersymmetric particle decay chains must result in odd num-
ber (usually 1) of LSPs.

2.8 Gauge mediated SUSY breaking

In GMSB scenarios [35, 36, 37, 38, 39, 40], the communication between hidden sec-
tor, where SUSY breaking takes place, and the visible MSSM sector (consisting of
chiral supermultiplets shown in table 2.4) is via the ordinary gauge interactions.
In comparison with other SUSY breaking scenarios, flavor changing neutral cur-
rent processes and new sources of CP violation are naturally suppressed [35] in
GMSB. The messengers communicating between MSSM and hidden sector also have
SU(3)C ⊗ SU(2)L ⊗U(1)Y interactions. The soft terms in MSSM come from loop di-
agrams involving these messengers, whose value is given by

mso f t ∼
αa

4π

〈F〉
Mmess

(2.9)

where αa/4π is loop factor for Feynman diagrams involving gauge interactions, F
relates to the SUSY breaking scale and Mmess is the messenger mass scale [31].

GMSB permits a significantly lower symmetry-breaking scale (〈F〉) than, e.g.,
gravity mediation, and therefore generically predicts that the gravitino (G̃) is the
LSP [38, 41, 42] whose mass is given by

mG̃ ∼ 〈F〉/MP ∼ keV (2.10)

where MP is the Planck scale where gravity is expected to become strong.

2.8.1 Phenomenology of GMSB

As mentioned above, gravitino (G̃), superpartner of graviton, is the LSP, it is stable
and weakly interacting and results in missing transverse momentum. The next-to-
LSP (NLSP) is either a neutralino (χ̃0

1) or a chargino (χ̃±1 ). The decay modes of the
NLSP are decided by the manner in which bino, wino and higgsino components
mix, and hence define the nature of this mass eigenstate [43].

• For a bino like NLSP, |M1| < |µ|, |M2|, where M1, M2 and µ are U(1) gauge
mass parameter, SU(2) gauge mass parameter and higgsino mass parameter
respectively. The decay mode of NLSP is γ/Z+G̃ with larger branching ratio
(BR) for γ+G̃ . The left plot in Fig.2.5 shows BR for NLSP decay as a function
of bino mass [44].
It is worth noting that the coupling of γ with G̃ is at the tree-level because
the gravitino has become massive after SUSY breaking and it has goldstino
component [31].
Experimentally, these kind of scenarios can be targeted using collider searches
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with γγ+ pmiss
T or γ+ pmiss

T final states, where pmiss
T is the magnitude of missing

transverse momentum.

tra for studying the colored production of bino, wino, and higgsino NLSPs. Each spectrum

consists of a gluino and the NLSP. We also discuss the production cross-sections and decay

branching ratios that will determine the signal rates in the rest of the paper. Sections 3,

4, and 5 contain our main results, where we show the Tevatron limits and LHC reach for

our bino, wino, and Z-rich higgsino benchmark spectra. Finally, in section 6, we consider

more general higgsino scenarios, with decays to h, γ, and Z. In appendix A, we discuss the

consequences of extending our framework to consider a less minimal spectrum, where both

a gluino and squarks contribute to the colored production of wino co-NLSPs.

2 Minimal Spectra for General Neutralino NLSPs

In this section, we describe our minimal benchmark parameter spaces for general neutralino

NLSPs. As discussed in the introduction, we will be taking simplifying limits where the

NLSP is a gauge eigenstate: either bino, wino or higgsino NLSP. We now highlight several

important features of each type of neutralino NLSP, namely the NLSP decay modes and

production channels. For a more detailed discussion, we refer the reader to [11].

A neutralino NLSP decays to X + G̃, where X = γ, Z, h, and the different gauge eigen-

states are characterized by having different branching fractions to the different X. The

branching fractions of the bino-like and wino-like neutralino NLSP are shown in figure 2.

We see that binos dominantly decay to photons with branching fraction ∼ cos2 θW , with

a subdominant component to Z’s, with branching fraction ∼ sin2 θW . On the other hand,
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Figure 2: The bino and neutral wino NLSP branching fractions to Z or γ plus gravitino [11].

The branching fraction is determined by the weak mixing angle, and, at low mass, by the

phase space suppression of decays to Z’s.

4

FIGURE 2.5: BR for bino and neutral wino NLSP decays. Plot is taken
from Ref.[44]

• For a wino like NLSP, |M2| < |µ|, |M1|. In this case, χ̃0
1 and χ̃±1 are nearly mass

degenerate and the decay modes are

χ̃±1 →W±+G̃
χ̃0

1 → Z/γ+G̃

The right plot in Fig.2.5 shows BR for χ̃0
1 decay as a function of wino mass [44].

These scenarios can result in signatures with lepton + γ + pmiss
T .

• For a higgsino like NLSP, |µ| < M1, M2 and different NLSP decay modes are
preferred depending on the value of µ.
If µ < 0, then χ̃0

1 →H /γ+G̃ decay is preferred.
If µ > 0, then χ̃0

1 → Z/γ+G̃ decay dominates.
Models with higgsino like NLSP may result in bb̄, coming from H decay, and
γ + pmiss

T final states.

2.8.2 Simplified GMSB models

There are many free parameters in the theory and it is difficult to predict which exact
set of parameters is realized in nature. Also, many of these possible parameter sets
can give rise to similar experimental signatures. A realistic SUSY scenario, if exists
and accessible at the LHC, would give signature as one or more of the following
event topologies - 0 lepton, 1 lepton, 2 leptons, multiple leptons, at least one photon
and 0 lepton, 2 photons and 0 lepton, 1 lepton and at least one photon, high pmiss

T
and multiple jets. In order to cover the maximum possible phase space, the searches
at CMS are designed based on these final state signatures. Once the final state is de-
cided, certain assumptions are made on the models and they are called as simplified
model scenarios (SMS) [45, 46, 47, 48, 49] which are used to design SUSY searches.

For example, one of the SMS considered in this thesis is shown in Figure 2.6. In
this case, we have assumed

• Production of sparticles, pair of gluinos here, is completely defined by the
QCD theory and parton distribution functions (which in turn depends on centre-
of-mass energy of the colliding protons).

• All sparticles, except gluino, χ̃0
1 and G̃ are very heavy and not accessible at the

LHC.
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FIGURE 2.6: SMS diagram showing decay of gluino to bb̄ and χ̃0
1 .

Then, χ̃0
1 decays to G̃ and γ/Z.

• Branching fractions of the decay of sparticles to various channels are simplis-
tically decided:

Gluino decays to bb̄ and χ̃0
1 with 100% branching ratio (BR).

χ̃0
1 decays to G̃ + γ or G̃ + Z with 50% BR each.

A typical signature of this model is large pmiss
T , many jets and b-jets and photon. A

realistic GMSB SUSY model is more complicated with many free parameters and
designing a search is very difficult in those cases. If the GMSB scenario is realized in
nature and gives similar final states as the one shown in Figure 2.6, then this search
might be able to discover it. On the other hand, if the final state is different than
what is studied here, other searches would be able to discover it. In this way it is
possible to explore large phase-space easily and increase the chances of discovery.
Another advantage in using SMS is that it is easy to re-interpret the results by taking
a different SUSY model.
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Chapter 3

The Experimental Setup

3.1 The large hadron collider

The large hadron collider (LHC) is a circular particle accelerator and collider with
a 27 km circumference. The LHC is designed to accelerate protons at an energy of
7 TeV [50] and peak luminosity of about 1034cm−2s−1. In the year 2010, the LHC
started its proton proton collisions with an energy of 3.5 TeV per proton beam. In
2012, the energy was increased to 4 TeV per beam and the data were collected till
2012. The period from 2010 - 2012 is referred to as run 1 of the LHC. One of the main
reasons for starting the LHC was to discover the last missing piece of the SM, Higgs
boson. This was achieved by the CMS and ATLAS collaborations [26][27] in the year
2012. The other goal of the LHC is to answer some of the fundamental questions in
physics: are there any new particles yet to be discovered? Is the SM valid at TeV
scale? Are there any extra dimensions? What is the nature of dark matter and can
it be produced at the LHC? During the period 2013 - 2015 LHC was upgraded and

FIGURE 3.1: CERN accelerator complex

started with run 2 (2016 - 2018), in which each beam of protons were accelerated
to an energy of 6.5 TeV and the total center-of-mass energy (

√
s) of collision was 13
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TeV. The process of achieving
√

s = 13 TeV is done using various stages of CERN
(European Organization for Nuclear Research) accelerator complex [51] shown in
Fig.3.1.

Hydrogen gas is injected into duoplasmatron in which electrons from a hot cath-
ode are used to break H2 molecules and form H+ ions or protons. The protons are
accelerated to 50 MeV using a linear accelerator (LINAC2). Next stage of acceler-
ation is carried out by proton synchrotron booster (PSB) to reach 1.4 GeV. Proton
synchrotron (PS) further accelerates protons to 25 GeV. In the PS, 25 ns bunch spac-
ing is established, and PS also shortens the bunches so that they can be injected into
super proton synchrotron (SPS). In the SPS protons reach energy of 450 GeV and fi-
nally they enter into the LHC ring. The LHC also accelerates heavy ions (Pb, Ar and
Xe) apart from protons, but in the context of this thesis only protons are relevant.

In the LHC, 16 radio frequency (RF) cavities are used to accelerate protons. These
RF cavities operate at a frequency of 400 MHz. Protons get accelerated from 450
GeV to 6.5 TeV in around 20 minutes, after passing through the cavities more than
107 times. When the beam has reached right energy, an ideally timed protons do not
get accelerated, whereas the protons with slightly different energy arriving early or
later get accelerated or decelerated. In this way the beam is sorted into bunches and
each bunch contains protons of required energy.

If the colliding beams are of the type particle-antiparticle, magnetic field in one
direction can be used to bend the beams in opposite directions. Since LHC collides
particle-particle beams, a twin-bore magnetic system is used instead of having two
separate rings.

To steer the beam and keep in circular path, 1232 dipole magnets are used. Each
of these magnets are about 15m long and made up of Niobium-Titanium (NbTi)
superconducting coils. NbTi has critical temperature, TC of 10 K and it is operated
at 1.9 K. A current of 11.08 kA in these coils generates a magnetic field of 8.3 T.

Quadrupoles are used to focus the beam either horizontally or vertically. They
have 4 magnetic poles arranged symmetrically around the beam pipe and also equipped
with sextupole, octupole and decapole magnets to correct for small imperfections in
the magnetic field.

The beams cross each other at 4 points where ALICE, ATLAS, CMS and LHCb
detectors are located. Before the collision, the beams are made narrower down to
16 µm using a set of quadrupoles magnets. Table 3.1 shows various parameters of
the LHC.

3.1.1 Luminosity

The number of events, Nevents, expected for a process having cross section, σ, is given
by

Nevents = σ
∫

Ldt (3.1)

where L is the instantaneous luminosity and it is a property of the accelerator. The
integrated term is referred to as integrated luminosity, L and it is generally ex-
pressed in units of fb−1 (1 barn, 1 b = 10−24cm2). If there are nb bunches per beam
and each beam has a transverse spread of ρx, ρy in x and y directions at the interac-
tion point, each bunch contains N protons, f is the frequency of revolution, then

L =
nbN2 f
4πρxρy

(3.2)
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TABLE 3.1: The LHC parameters [52]

Quantity Value
Circumference 26.659 km

Dipole operating temperature 1.9 K (-271.3 °C)
Number of magnets 9593

Number of main dipoles 1232
Number of main quadrupoles 392

Number of RF cavities 8 per direction
Energy of protons (year 2016-2018) 6.5 TeV

Peak magnetic dipole field 7.74 T
Distance between bunches ∼ 7.5 m
Peak luminosity (protons) ∼ 1.2× 1034cm−2s−1

No. of bunches per proton beam (design value) 2808
No. of protons per bunch (at start) 1.2×1011

Number of turns per second 11,245
Number of collisions per second 109

At the LHC, beams do not collide head-on and this expression does not account for
the beam crossing angle. It also assumes that the bunches are identical in transverse
profile, have a Gaussian profile and independent of position along the bunch, and
particle distributions remain same during bunch crossing [53].

The maximum instantaneous luminosity delivered by the LHC in the year 2016
was≈ 1.5× 1034cm−2s−1 [54] (which is more than the design value of 1034cm−2s−1),
and the total integrated luminosity is about 40 fb−1 . The total integrated luminosity
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FIGURE 3.2: Total integrated luminosity as delivered by the LHC and
recorded by CMS as a function of time.

(L) as delivered by the LHC and recorded by the CMS detector as a function of time
is shown in Fig. 3.2 for the year 2016 [54]. The total data certified as good for physics
analysis corresponds to L = 35.9 fb−1.
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3.2 The compact muon solenoid

Surrounding one of the collision points of LHC is the compact muon solenoid (CMS)
detector. The CMS is a general purpose detector designed to search for new phenom-
ena, test the SM and to study properties of Higgs boson. It is a cylindrical supercon-
ducting solenoid providing 3.8 T axial magnetic field and has inner diameter of 6 m.
Detailed description of the CMS detector can be found in [55]. Various sections of
the CMS detector are shown in Fig. 3.3.
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Figure 1.1: A perspective view of the CMS detector.

to measure precisely the momentum of high-energy charged particles. This forces a choice of
superconducting technology for the magnets.

The overall layout of CMS [1] is shown in figure 1.1. At the heart of CMS sits a 13-m-
long, 6-m-inner-diameter, 4-T superconducting solenoid providing a large bending power (12 Tm)
before the muon bending angle is measured by the muon system. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon stations to be integrated to ensure robustness and full
geometric coverage. Each muon station consists of several layers of aluminium drift tubes (DT)
in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented by
resistive plate chambers (RPC).

The bore of the magnet coil is large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of 5.8-m length and 2.6-m di-
ameter. In order to deal with high track multiplicities, CMS employs 10 layers of silicon microstrip
detectors, which provide the required granularity and precision. In addition, 3 layers of silicon
pixel detectors are placed close to the interaction region to improve the measurement of the impact
parameter of charged-particle tracks, as well as the position of secondary vertices. The expected
muon momentum resolution using only the muon system, using only the inner tracker, and using
both sub-detectors is shown in figure 1.2.

The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with cov-
erage in pseudorapidity up to |η | < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap region. A
preshower system is installed in front of the endcap ECAL for π0 rejection. The energy resolution

– 3 –

FIGURE 3.3: A view of the CMS detector [55].

3.2.1 CMS coordinate system

A right handed cartesian coordinate system adopted by the CMS has origin at the
nominal collision point. The x-axis points towards inner side of the LHC ring, y
points upwards and z axis is along the beam direction. The azimuthal angle φ is mea-
sured from x-axis in x− y plane and r is the radial distance. Psudorapidity is defined
as η = − ln(tan(θ/2)), where θ is the polar angle measured from z-axis. Psudora-
pidity is an approximation of rapidity variable defined as 1

2 ln((E + pz)/(E− pz)) in
the limit E ≈ |p|, where E and p are energy and momentum respectively. Some of
the other quantities which are used in this work are listed below.

Momentum transverse to beam direction pT =
√

p2
x + p2

y (3.3)

Distance in η − φ plane, ∆R =
√
(∆η)2 + (∆φ)2 (3.4)

3.2.2 Superconducting magnet

The 12.5 m long superconducting magnet in the CMS detector is made up of NbTi
coil and capable of providing magnetic field up to 4 T (operated to provide 3.4 T). To
achieve some of the goals of the LHC physics program, it is required to have a good
momentum resolution of muons and other charged particles, tag tau leptons and b-
quark jets etc. The magnetic field plays a crucial role in measuring the momentum of
charged particles by the tracker and and outer muon systems, and also in identifying



3.2. The compact muon solenoid 17

the charge of particles. The magnetic flux returns through a 10 kilo-ton iron yoke.
Total energy stored in the magnet is 2.6 GJ at 4 T magnetic field and the energy
stored per unit cold mass is 11.6 kJ/kg which is higher than the values of any of the
magnets used in particle physics detectors. The cold mass is the part of the CMS
solenoid which operates at liquid He temperature and consists of superconducting
winding and quench back cylinder.

3.2.3 Inner tracking system

The tracking system is used to measure the momentum of the charged particles, de-
termine their trajectory and to help in locating primary pp collision vertices and ver-
tices of certain particle decays (secondary vertices). At a luminosity of 1034 cm−2s−1,
on an average 1000 particles pass through the tracker every 25 ns. Tracker uses about
200 m2 of Si, has length of 5.8 m and diameter of 2.5 m and covers up to |η| = 2.5.

TABLE 3.2: Characteristics of subsystems of tracker. Pitch for the strip
tracker refers to the distance between neighboring strips

Subsystem Layers Location (cm) Pitch Position resoln.
Pixel barrel 3 cylindrical r : 4.4 - 10.2

100× 150 µm2 10µm in trans.
Pixel endcap 2 disks z : 34.5 - 46.5 20− 40 µm longt.
TIB 4 cylindrical r : 20 - 55 80 - 120 µm 13 - 38 µm in rφ

TOB 6 cylindrical r : 55 - 116 122 - 183 µm 18 - 47 µm in rφ

TID 3 disks z : 58 - 124 100 - 141 µm 13 - 38 µm in rφ

TEC 9 disks z : 124 - 282 97 - 184 µm 18 - 47 µm in rφ

It is composed of inner pixel detector consisting of 3 layers at radii 4.4 cm, 7.3
and 10.2 cm in the barrel region. The other component is the Si strip tracker which
extends up to 1.1 m in barrel region with 10 layers in it. On either side of the barrel
are the endcaps which have 2 disks in the pixel detector and 3 plus 9 disks in the strip
tracker. There are in total 1440 modules in pixel detector with 66 million pixels; 15148
modules in strip tracker with 9.3 million strips. A part of cross sectional schematic
view of the tracker [56] is shown in Fig. 3.4 with different modules namely: pixel,
inner barrel (TIB), outer barrel (TOB), inner disks (TID) and endcaps (TEC). The

3

2 The CMS tracker
The CMS collaboration uses a right-handed coordinate system, with the origin at the centre
of the detector, the x-axis pointing to the centre of the LHC ring, the y-axis pointing up (per-
pendicular to the plane of the LHC ring), and with the z-axis along the anticlockwise-beam
direction. The polar angle θ is defined relative to the positive z-axis and the azimuthal an-
gle φ is defined relative to the x-axis in the x-y plane. Particle pseudorapidity η is defined as
− ln[tan(θ/2)].

The CMS tracker [5] occupies a cylindrical volume 5.8 m in length and 2.5 m in diameter, with
its axis closely aligned to the LHC beam line. The tracker is immersed in a co-axial magnetic
field of 3.8 T provided by the CMS solenoid. A schematic drawing of the CMS tracker is shown
in Fig. 1. The tracker comprises a large silicon strip tracker with a small silicon pixel tracker
inside it. In the central pseudorapidity region, the pixel tracker consists of three co-axial barrel
layers at radii between 4.4 cm and 10.2 cm and the strip tracker consists of ten co-axial barrel
layers extending outwards to a radius of 110 cm. Both subdetectors are completed by endcaps
on either side of the barrel, each consisting of two disks in the pixel tracker, and three small
plus nine large disks in the strip tracker. The endcaps extend the acceptance of the tracker up
to a pseudorapidity of |η| < 2.5.
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Figure 1: Schematic cross section through the CMS tracker in the r-z plane. In this view, the
tracker is symmetric about the horizontal line r = 0, so only the top half is shown here. The
centre of the tracker, corresponding to the approximate position of the pp collision point, is
indicated by a star. Green dashed lines help the reader understand which modules belong to
each of the named tracker subsystems. Strip tracker modules that provide 2-D hits are shown
by thin, black lines, while those permitting the reconstruction of hit positions in 3-D are shown
by thick, blue lines. The latter actually each consist of two back-to-back strip modules, in which
one module is rotated through a ‘stereo’ angle. The pixel modules, shown by the red lines, also
provide 3-D hits. Within a given layer, each module is shifted slightly in r or z with respect to its
neighbouring modules, which allows them to overlap, thereby avoiding gaps in the acceptance.

The pixel detector consists of cylindrical barrel layers at radii of 4.4, 7.3 and 10.2 cm, and two
pairs of endcap disks at z = ±34.5 and ±46.5 cm. It provides three-dimensional (3-D) position
measurements of the hits arising from the interaction of charged particles with its sensors. The
hit position resolution is approximately 10 µm in the transverse coordinate and 20–40 µm in

FIGURE 3.4: A schematic view of the CMS tracker in r− z plane show-
ing different modules [56]. The tracker is symmetric about r = 0 line

and the figure shows only the upper part.
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hit position resolution provided by the pixel detector is about 10 µm and 20-40 µm
in transverse and longitudinal coordinate respectively and the third coordinate is
determined from the sensor plane position.

The pixel and some of the strip modules (shown in thick blue lines in Fig.3.4)
are capable of providing 3-D hits and the strip modules which provide 2-D hits are
shown in thin black line in the figure. The strip modules which provide 3-D hits
consist of 2 back-to-back strips in them.

Performance of tracker

Figure 3.5 shows the resolution of various quantities for single muons of pT 1, 10 and
100 GeV as a function of |η|.
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Figure 3.4: Resolution of several track parameters for single muons with transverse momenta of 1,
10 and 100 GeV: transverse momentum (left panel), transverse impact parameter (middle panel),
and longitudinal impact parameter (right panel).
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Figure 3.5: Global track reconstruction efficiency for muons (left panel) and pions (right panel)
of transverse momenta of 1, 10 and 100 GeV.

3.1.4 Tracker system aspects

All elements of the CMS tracker are housed in the tracker support tube, which is suspended on the
HCAL barrel. The tracker support tube is a large cylinder 5.30 m long with an inner diameter of
2.38 m. The 30-mm-thick wall of the cylinder is made by two 950-1/T300 carbon fiber composite
skins, 2 mm in thickness, sandwiching a 26-mm-high Nomex core. Over the entire length of the
tube’s inner surface, two carbon fiber rails are attached on the horizontal plane. The tracker outer
barrel (TOB) and both endcaps (TEC+ and TEC-) rest on these rails by means of adjustable sliding
pads. The tracker inner barrel and disks (TIB/TID) are in turn supported by the TOB. The angle
between the guiding elements of these rails is controlled to better than 0.183 mrad, corresponding
to a parallelism between the guides better than ±0.5mm in all directions over the full length.

An independent support and insertion system for the pixel detectors, the central section of
the beam pipe and the inner elements of the radiation monitor system spans the full length of the
tracker at its inner radius. This is composed of three long carbon fiber structures, joined together
during tracker assembly to form two continuous parallel planes, on which precision tracks for
the installation, support and positioning of each element are machined. The central element is
a 2266.5-mm-long and 436-mm-wide cylinder which is connected with flanges to the TIB/TID
detector. This element provides support and accurate positioning to the pixel detectors. Two 2420-

– 32 –

FIGURE 3.5: Resolution of various track parameters for muons with pT = 1 GeV
(black), 10 GeV (blue) and 100 GeV (red) . Left plot shows pT resolution, middle
plot shows transverse impact parameter resolution and right plot shows longitudi-

nal impact parameter resolution [55].
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Figure 3.4: Resolution of several track parameters for single muons with transverse momenta of 1,
10 and 100 GeV: transverse momentum (left panel), transverse impact parameter (middle panel),
and longitudinal impact parameter (right panel).
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Figure 3.5: Global track reconstruction efficiency for muons (left panel) and pions (right panel)
of transverse momenta of 1, 10 and 100 GeV.

3.1.4 Tracker system aspects

All elements of the CMS tracker are housed in the tracker support tube, which is suspended on the
HCAL barrel. The tracker support tube is a large cylinder 5.30 m long with an inner diameter of
2.38 m. The 30-mm-thick wall of the cylinder is made by two 950-1/T300 carbon fiber composite
skins, 2 mm in thickness, sandwiching a 26-mm-high Nomex core. Over the entire length of the
tube’s inner surface, two carbon fiber rails are attached on the horizontal plane. The tracker outer
barrel (TOB) and both endcaps (TEC+ and TEC-) rest on these rails by means of adjustable sliding
pads. The tracker inner barrel and disks (TIB/TID) are in turn supported by the TOB. The angle
between the guiding elements of these rails is controlled to better than 0.183 mrad, corresponding
to a parallelism between the guides better than ±0.5mm in all directions over the full length.

An independent support and insertion system for the pixel detectors, the central section of
the beam pipe and the inner elements of the radiation monitor system spans the full length of the
tracker at its inner radius. This is composed of three long carbon fiber structures, joined together
during tracker assembly to form two continuous parallel planes, on which precision tracks for
the installation, support and positioning of each element are machined. The central element is
a 2266.5-mm-long and 436-mm-wide cylinder which is connected with flanges to the TIB/TID
detector. This element provides support and accurate positioning to the pixel detectors. Two 2420-
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FIGURE 3.6: Global track reconstruction efficiency for muons (left)
and pion (right) with pT of 1, 10 and 100 GeV [55].

For 100 GeV muons, pT resolution is about 1-2% up to |η| ≈ 1.6. For lower
pT muons, resolution mainly is affected by multiple scattering and for high pT this
effect is about 20-30%. Multiple scattering of low pT muons degrades the impact
parameter resolution as well and this effect is reduced for high pT muons and hence
these have better impact parameter resolution.
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Track reconstruction efficiency is about 99% for muons with pT in the range 1-
100 GeV (left plot in Fig.3.6) and slight degradation for some |η| regions is because
of gaps or non-coverage of the tracker. For charged pions (right plot in Fig.3.6) the
efficiency is lower because of interactions with the materials of the tracker.

Thickness t of the tracker in terms of radiation length, X0 (left) and interaction
length, λI (right) is shown in Fig.3.7 along with the supporting systems and beam
pipe contributions using simulation. An ideal tracker should have very small X0
and λI so that the particles passing through it do not deposit significant energy or
do not start showering in the tracker. 5
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Figure 2: Total thickness t of the tracker material traversed by a particle produced at the nom-
inal interaction point, as a function of pseudorapidity η, expressed in units of radiation length
X0 (left) and nuclear interaction length λI (right). The contribution to the total material budget
of each of the subsystems that comprise the CMS tracker is shown, together with contributions
from the beam pipe and from the support tube that surrounds the tracker.

3 Reconstruction of hits in the pixel and strip tracker
The first step of the reconstruction process is referred to as local reconstruction. It consists of
the clustering of zero-suppressed signals above specified thresholds in pixel and strip channels
into hits, and then estimating the cluster positions and their uncertainties defined in a local
orthogonal coordinate system (u, v) in the plane of each sensor. A pixel sensor consists of
100 × 150 µm2 pixels with the u-axis oriented parallel to the shorter pixel edge. In the strip
sensors, the u-axis is chosen perpendicular to the central strip in each sensor (which in the TEC
is not parallel to the other strips in the same sensor).

3.1 Hit reconstruction in the pixel detector

In the data acquisition system of the pixel detector [14], zero-suppression is performed in the
readout chips of the sensors [15], with adjustable thresholds for each pixel. This pixel read-
out threshold is set to a single-pixel threshold corresponding to an equivalent charge of 3200
electrons. Offline, pixel clusters are formed from adjacent pixels, including both side-by-side
and corner-by-corner adjacent cells. Each cluster must have a minimum charge equivalent to
4000 electrons. For comparison, a minimum ionizing particle deposits usually around 21000
electrons. Miscalibration of residual charge caused by pixel-to-pixel differences of the charge
injection capacitors, which are used to calibrate the pixel gain, are extracted from laboratory
measurements and included in the Monte Carlo (MC) simulation.

Two algorithms are used to determine the position of pixel clusters. A fast algorithm (described
in Section 3.1.1) is used during track seeding and pattern recognition, and a more precise algo-
rithm (Section 3.1.2), based on cluster shapes, is used in the final track fit.

3.1.1 First-pass hit reconstruction

The position of a pixel cluster along the transverse (u) and longitudinal (v) directions on the
sensor is obtained as follows. The procedure is described only for the case of the u coordinate,
but is identical for the v coordinate.

FIGURE 3.7: Thickness of tracker along with beam pipe and sup-
porting systems in terms of radiation length, X0 (left) and interaction

length, λI (right) [56].

3.2.4 Electromagnetic calorimeter

The EM calorimeter (ECal) of CMS is a hermetic, compact, granular, homogeneous,
radiation tolerant and total absorption calorimeter made up of lead tungstate crys-
tals (PbWO4). It measures energy of photons, electrons, EM component of jets and
hadrons which deposit their energy in ECal. It has large dynamic range coupled
with excellent linearity up to 1 TeV. It also provides triggering information and aids
particle identification. The region with |η| ≤ 1.48 is covered by barrel (EB) and
1.48 < |η| < 3 region is covered by two endcap (EE) calorimeters. To identify neutral
pions (π0), a preshower (ES) detector is used in the endcaps with 1.653 < |η| < 2.6.
The radiation length of EB is 26X0, EE is 25X0 and that of ES is 3X0.

Incident electrons and photons produce EM showers which spread laterally over
several crystals. Charged particles in these showers produce blue-green scintillation
light (420-430 nm) and the amount of light is proportional to the incident particle
energy. About 80% of the scintillation light is emitted in 25 ns. The crystals have
radiation length of 0.89 cm and small Molière radius (2.2 cm) which help in con-
taining showers in smaller volume. The scintillation light is collected by avalanche
photo-diodes (APDs) in case of EB and vacuum photo-triodes (VPTs) in case of EE.

Fig.3.8 (left) shows the schematic layout of ECal modules, supermodules and
supercrystals. The granularity of crystals in EB is 0.0174× 0.0174 in η− φ. Two rows
of 5 crystals form a submodule, A supermodule is formed using 4 modules. Almost
all the crystal axes are tilted by 3° with respect to the line from nominal interaction
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point in both η and φ directions to avoid any particle passing directly through the
gap between crystals.

The ES detector consists of 2 lead radiators followed by a set of Si millitrips each
and the strips are orthogonal to each other. The granularity of the Si detector helps
in identifying 2 photons coming from a π0 decay or a Higgs decay.
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Figure 4.5: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal
modules, supermodules and endcaps, with the preshower in front.

Figure 4.6: The barrel positioned inside the hadron calorimeter.
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a beam test. The energy was measured in an array of 3× 3 crystals with an electron impacting
the central crystal. The points correspond to events taken restricting the incident beam to a narrow
(4×4 mm2) region. The stochastic (S), noise (N), and constant (C) terms are given.
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FIGURE 3.8: A schematic of ECal showing different components is shown on the left.
Right plot shows resolution of ECal as a function of electron energy using test beam

studies [55].

The energy resolution of ECal is given the expression,

(σ

E

)2
=

(
S√
E

)2

+

(
N
E

)2

+ C2 (3.5)

where S is the stochastic term, N is the noise term and C is the constant term. Typical
values after summing energy in 3× 3 crystals are S = 2.8%, N = 0.12 GeV, C =
0.3%. The resolution as a function of electron energy, E measured in GeV is shown
in Fig.3.8 using test beam studies. The EM shower of electrons and photons is sim-
ilar and it consists of several bremsstrahlung radiations and e+e− pair productions.
Event to event shower fluctuations in the lateral shower containment and photo-
statistics affect S term in the energy resolution. If there is a preshower detector,
then fluctuations in energy deposited in the absorber with respect to energy in the Si
detector also contributes to S. For C the contributors are non-uniformity of longitu-
dinal light collection, intercalibration errors and energy leakage from the back of the
crystal. Noise from electronics, digitization and pileup contribute to noise term, N.

A laser monitoring system is used to measure the transparency loss in the crys-
tals which occurs because of radiation damage. This system uses blue laser of wave-
length 440 nm which is closer to the scintillation peak and the intensity of the output
light from each of the crystals is used to correct the transparency loss and re-calibrate
the crystals.

3.2.5 Hadron calorimeter

This calorimeter (HCal) is a sampling calorimeter which measures energy of the
charged and neutral hadrons and extends up to |η| = 5.2. It is divided into barrel
(HB), endcap (HE), forward calorimeter (HF) and outer calorimeter (HO).

The pseudorapidity coverage of HB is |η| < 1.3 with a granularity width of 0.087
in both η and φ. This sampling calorimeter has alternating brass (70% Cu and 30%
Zn) absorber and plastic scintillators. The absorber thickness is 5.82λI at 90°and
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10.6λI at |η| = 1.3. The ECal in front of HB has 1.1λI . Fig.3.9 shows a schematic
diagram of one quarter slice of HCal. Because of space constraint from the magnet,

2 2 CMS Hadron Calorimeter

of 57 degrees but is not projective to the center of CMS, in order to minimize the effect of the
uninstrumented gap. HB covers the |η| range from zero to approximately 1.4; the |η| range
between 1.3 and 1.4 is shared by HB and HE; HE covers |η| from 1.3 to 3.0. HB is built of
18 wedges, each of which covers 20 degrees in φ, and are divided in 5 degree sectors. HE is
made of brass disks, interleaved with scintillator wedges which cover 20 degrees in φ, which
in turn are divided in four 5 degree sectors. Because of the space constraint within the magnet
cryostat, the HB thickness is limited to 5.8 hadronic interaction lengths at η = 0 and increases to
10 interaction lengths at |η| = 1.2. To catch the energy leakage from HB, layers of scintillators
are placed outside the solenoid cryostat: they constitute HO. About 5% of all hadrons above
100 GeV deposit energy in HO. In φ, HO has a 12-fold structure, with each 30 degree component
being divided in six 5 degree sectors. In η, HO is composed of five “rings”, which follow the
structure of the magnet return yoke and of the muon chambers. Ring 0 covers the η range
between -0.35 and 0.35, Rings ±1 cover the |η| range between 0.35 and 0.87, and Rings ±2
cover the |η| range between 0.87 and 1.2. The quartz fiber and steel HF calorimeter, with fibers
parallel to the beam direction, covers the forward region of |η|, between 3.0 and 5.2. HF is
constructed in wedges of 20 degrees and each wedge contains two φ sectors of 10 degrees.
The calorimeter tower segmentation in η and φ of HB, HE and HO subsystems is 0.087×0.087
except in HE for |η| above 1.74, where the η segmentation ranges from 0.09 to 0.35 and the φ
segmentation is 0.175. The HF segmentation is 0.175×0.175 except for |η| above 4.7, where the
segmentation is 0.175×0.35.

Figure 1: The CMS HCAL detector (quarter slice). “FEE” indicates the locations of the Front
End Electronics for HB and HE. The signals of the tower segments with the same color are
added optically, to provide the HCAL “longitudinal” segmentation. HB, HE and HF are built
of 36 identical azimuthal wedges (∆φ = 20 degrees).

Figure 1 shows a schematic quarter view of the hadron calorimeter system in the barrel, endcap
and forward regions. Also shown are the locations of some of the Front End Electronics (FEE).
The HF FEEs (not shown) are placed around a ring at |η| = 3 (tower number 29) and HO
FEEs are located inside the muon detectors at various locations. Each HB and HE tower has 17
scintillator layers, except near the overlap region between HB and HE. Each scintillator tile of a
tower is read out by an embedded wavelength shifting fiber and the signals are added optically.
The color scheme in Fig. 1 denotes the longitudinal segmentation of the read out; all layers
shown with the same color in one η tower are summed. The optical signals for HB, HE and HO

FIGURE 3.9: A schematic diagram of one quarter slice of HCal show-
ing HB, HE, HO and HF along with location of front end electron-
ics (FEE) of HB and HE. The colors represent longitudinal readout

scheme.

HB thickness in the low |η| region is kept small, and to record the leakage of hadronic
showers, 5 rings of HO are placed outside the magnet and the center of these 5 rings
are at z = 0, ±2.686 m and ±5.342 m. The total depth of the calorimeter system is
at least 11.8λI including HO. About 5% of all hadrons of energy more than 100 GeV
deposit energy in HO.

The scintillation light is collected by the wavelength shifting (WLS) optical fiber
which is laid out on the edge of the scintillator tile. WLS fiber is spliced into clear
fiber and the light is guided to hybrid photo-diode (HPD) using optical cable. HF
uses Cherenkov based quartz fibers instead of scintillators and light from the quartz
fibers is fed into photo-multiplier tubes (PMTs). More details about HF is discussed
in later part of this chapter.

The signals from HPDs or PMTs are read by charge integration and encoding
(QIE) chips. The QIE is an ADC which provides almost constant precision over large
range by assigning different number of bits to different amounts of charge (which is
proportional to energy) collection.

All of the subsystems have LEDs and lasers for the purpose of calibration and
monitoring. Except HO, other subsytems are also equipped with radioactive source
tubes.

The resolution of HCAL and ECAL setup was determined using test beam setup
and it found to be of the form:

σ

E
=

a√
E
⊕ b (3.6)

where a is stochastic term of value 0.847± 0.016 GeV
1
2 and b is a constant term of

value 0.074± 0.008 for HB and HE. For HF, a = 1.98GeV
1
2 and b = 0.09 [57].

A study on HF calorimeter performance in 2016 using energy deposits in HF
quartz fibers is described in 3.3.
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3.2.6 Muon chambers

Muons are detected using gas filled chambers located outside the magnet. The di-
rection of magnetic field is opposite in direction to that of the field inside the mag-
net. The muon chambers have the task of identifying momentum of muons, type of
charge and provide triggering information. This system consists of barrel region, up
to |η| = 1.2, made up of drift tubes (DT) and two endcaps on either side, covering
0.9 < |η| < 2.4, made up of cathode strip chambers (CSC). Restive plate chambers
(RPSc) are mounted in both barrel and endcap and operated in avalanche mode.
They are capable of providing excellent timing resolution needed for muon triggers
and they cover |η| < 1.9. Fig.3.10 shows a quarter of CMS detector with different
muon chambers and their respective locations [58].2

Figure 1: An R-z cross section of a quadrant of the CMS detector with the axis parallel to the
beam (z) running horizontally and the radius (R) increasing upward. The interaction point is
at the lower left corner. The locations of the various muon stations and the steel flux-return
disks (dark areas) are shown. The drift tube stations (DTs) are labeled MB (“Muon Barrel”) and
the cathode strip chambers (CSCs) are labeled ME (“Muon Endcap”). Resistive plate chambers
(RPCs) are mounted in both the barrel and endcaps of CMS, where they are labeled RB and RE,
respectively.

Three types of gas ionization chambers were chosen to make up the CMS muon system: drift
tube chambers (DTs), cathode strip chambers (CSCs), and resistive plate chambers (RPCs). A
detailed description of these chambers, including gas composition and operating voltage, can
be found in Ref. [1]. The DTs are segmented into drift cells; the position of the muon is de-
termined by measuring the drift time to an anode wire of a cell with a shaped electric field.
The CSCs operate as standard multi-wire proportional counters but add a finely segmented
cathode strip readout, which yields an accurate measurement of the position of the bending
plane (R-φ) coordinate at which the muon crosses the gas volume. The RPCs are double-gap
chambers operated in avalanche mode and are primarily designed to provide timing informa-
tion for the muon trigger. The DT and CSC chambers are located in the regions |η| < 1.2 and
0.9 < |η| < 2.4, respectively, and are complemented by RPCs in the range |η| < 1.9. We dis-
tinguish three regions, naturally defined by the cylindrical geometry of CMS, referred to as the
barrel (|η| < 0.9), overlap (0.9 < ||η|| < 1.2), and endcap (1.2 < |η| < 2.4) regions. The cham-
bers are arranged to maximize the coverage and to provide some overlap where possible. An
event in which two muons are reconstructed, one in the barrel and one in the endcap, is shown
in Fig. 2.

In the barrel, a station is a ring of chambers assembled between two layers of the steel flux-
return yoke at approximately the same value of radius R. There are four DT and four RPC
stations in the barrel, labeled MB1–MB4 and RB1–RB4, respectively. Each DT chamber consists
of three “superlayers”, each comprising four staggered layers of parallel drift cells. The wires
in each layer are oriented so that two of the superlayers measure the muon position in the
bending plane (R-φ) and one superlayer measures the position in the longitudinal plane (R-
θ). However, the chambers in MB4 have only the two R-φ superlayers. The two innermost

FIGURE 3.10: Schematic diagram of a quarter of CMS detector showing different com-
ponents of muon chambers. Steel-flux return disks are shown as dark areas, DTs are
labelled as MB, CSCs are labelled as ME, and RPCs are labelled as RB and RE. In this

labelling B refers to barrel and E refers to endcap.

As the muon passes through the chambers, it ionizes gas in these chambers. Each
of the DTs chambers have drift cells of size 42 × 13 mm2 in transverse direction.
The CSCs are operated as standard multi-wire proportional counters. More detailed
description of muon system and its performance can be found in Ref.[58, 55, 59].

The pT resolution of muons is approximately 1% in barrel and 3% in endcap for
pT < 100 GeV [58]. The combined momentum measurement from tracker and muon
system significantly improves the resolution and Fig.3.11 shows pT resolution as a
function of pT of muon.

3.3 Energy response in long and short fibers of HF calorime-
ter

The HF is located at 11.3 m from the interaction point and provides a pseudo-
rapidity coverage from |η| > 3.0 to |η| < 5.2. Since there is no coverage from the
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Figure 1.2: The muon transverse-momentum resolution as a function of the transverse-momentum
(pT ) using the muon system only, the inner tracking only, and both. Left panel: |η | < 0.8, right
panel: 1.2 < |η |< 2.4.

of the ECAL, for incident electrons as measured in a beam test, is shown in figure 1.3; the stochas-
tic (S), noise (N), and constant (C) terms given in the figure are determined by fitting the measured
points to the function

(σ
E

)2
=

(
S√
E

)2

+

(
N
E

)2

+C2 . (1.1)

The ECAL is surrounded by a brass/scintillator sampling hadron calorimeter (HCAL) with cov-
erage up to |η | < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres
embedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light is
detected by photodetectors (hybrid photodiodes, or HPDs) that can provide gain and operate in
high axial magnetic fields. This central calorimetry is complemented by a tail-catcher in the bar-
rel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorime-
ter. The Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward
calorimeters ensure full geometric coverage for the measurement of the transverse energy in the
event. An even higher forward coverage is obtained with additional dedicated calorimeters (CAS-
TOR, ZDC, not shown in figure 1.1) and with the TOTEM [2] tracking detectors. The expected jet
transverse-energy resolution in various pseudorapidity regions is shown in figure 1.4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12500
t. The ECAL thickness, in radiation lengths, is larger than 25 X0, while the HCAL thickness, in
interaction lengths, varies in the range 7–11 λI (10–15 λI with the HO included), depending on η .
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FIGURE 3.11: pT resolution of muons as a function of pT for |η| < 0.8 (left) and 1.2 <
|η| < 2.4 using tracker only, muon system only and combination of both [55].

tracker or ECAL in this region, the energy deposited in HF is used to reconstruct for-
ward jets and also to calculate pmiss

T . Hence a stable performance of HF is important
both for SM measurements and new physics searches.

The quartz fibers are inserted into the steel absorber plates. Half of the fibers run
over the full depth of the HF (165 cm ≈ 10 interaction lengths) while the remain-
ing half of the fibers start at a depth of 22 cm from the front face of the detector.
The former are called long fibers and latter are called short fibers. The energies
deposited in long and short fibers are read out separately, and are called ELong and
EShort respectively.

The signal in HF is due to the Cherenkov light produced by charged particles as
they traverse through the quarts fibers. The Cherenkov light is emitted only when
the particle’s velocity is greater than the speed of light in that medium. This light is
collected by the long and short optical fibers. The recordable signal in calorimeter is
due to the electromagnetic and hadronic component of the particle showers. Since
electrons or photons result in shorter showers, these result in signal mostly in long
fibers. The hadronic showers, however, continue deeper and result in signal in both
long and short fibers.

The ratio of energy measured in short and long fibers, RS/L = EShort/ELong, de-
pends on the energy of the incident particle which created the shower and hence on
how deeply the shower has penetrated the calorimeter. However, the average RS/L
over a period of time in a given η region is expected to depend on average energy
incident on the calorimeter and accelerator run conditions (which determines the
pileup, the number of pp interactions). In this section, we describe studies RS/L for
data collected at

√
s = 8 TeV and

√
s = 13 TeV, and also the effect of pileup. Since

the average RS/L for various channels of a given iη ring is expected to be same, this
quantity is proposed to be used to intercalibrate the short fibers across φ while the
long fibers are calibrated using Z→ e+e− events.

3.3.1 Data and simulation samples

These studies make use of data collected by CMS detector in the years 2012, 2015 and
2016. Each of these are divided into different parts and they are named by adding a
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suffix to the year, for example 2012D is a subset of data collected in 2012. The events
from these dataset are selected using triggers which are based on hadronic activity,
calculated using sum pT of all jets or using highest pT jet in the event. The dataset
which contains hadronic triggers is called as JetHT dataset. Only those data which
are certified as good for physics analysis are used. Table 3.3 shows list of datatsets
used for this study along with pp bunch spacing and integrated luminosity of the
dataset. Monte-carlo (MC) simulated sample consists of QCD events generated at
leading order (LO) taking

√
s = 13 TeV using MadGraph generator and hadroniza-

tion is carried out using Pythia8.

TABLE 3.3: Collision data used for RS/L studies of HF. The 2012 data
were taken at

√
s = 8 TeV and all other data were taken at

√
s = 13

TeV.

Data Bunch spacing (ns) L (pb−1)
2012D 50 962
2015B

50
40.9

2015C 25.0
2015C

25
16.3

2015D 1.61× 103

2016B

25

5.28× 103

2016C 789
2016D 3.28× 103

2016E 4.05× 103

2016F 3.11× 103

2016G 7.11× 103

2016H 8.68× 103

3.3.2 Energy in long and short fibers of HF

The HF starts at |η|=2.853 and extends up to |η|=5.191. On both the ±z sides, this η
range is divided into 13 towers with tower index starting from iη=29 and ending at
iη=41. Towers |iη|=29 to |iη|=39 have 36 divisions (10◦ each) in φ and towers |iη|=40
and 41 have 18 divisions (20◦ each). In total there are 864 channels. Depth segment
with index 1 corresponds to long fibers and depth segment with index 2 refers to
short fibers in each of these channels. If the energy in a particular channel is above
the noise level, then that channel is considered to have a rechit (recorded hit).

All the plots and discussion till the end of section 3.3.3 correspond to 2015C-50ns
data.

• Fig. 3.12 shows a typical distribution of number of rechits, with rechit energy
> 10 GeV, in each of the channels in depth 1 (long fibers) and depth 2 (short
fibers).

• Fig. 3.13 shows the total number of rechits distribution inclusive in iη and iφ
with rechit energy >10 GeV.

• Fig. 3.14 shows the energy distribution in short fibers (EShort) vs long fiber
(ELong) without any threshold on their recorded energies. This figure shows
that there is correlation between ELong and EShort. So we use RS/L as a tool for
studying the performance of HF.
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(right).
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FIGURE 3.13: Total number of rechits (inclusive in iη and iφ)

There two more important points to note from this plot: firstly, there are cases
with a large ELong while there is almost no energy deposited in corresponding
short fiber i.e. EShort < 10 GeV. This can be due to EM showers. Secondly,
there are cases when there is large energy deposited in short fibers while small
energies in long fibers (ELong <30 GeV). It is not expected to have large energy
deposits in only one of the fibers if the shower originates from hadrons. One
of the reasons for this could be that some of the high energy particles directly
hit the glass window of PMT and resultant Cherenkov light produced in the
glass gives rise to a large signal in only one of the channels. To reject such hits,
thresholds are placed on reconstructed energies of rechits, EShort > 10 GeV and
ELong > 40 GeV. From this point onwards, one can assume that these threshold
have been applied on EShort and ELong unless a different selection is explicitly
mentioned.
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FIGURE 3.14: Distribution of EShort vs ELong for HF channels.
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• With the energy thresholds mentioned above, RS/L is studied for each iη tower.
Fig.3.15 shows distribution of the RS/L for the tower iη =32 integrated over all
iφ channels. Since the mean value of the distribution is sensitive to the tails,
we try to fit it with an asymmetric Gaussian (eqn.3.7) and use the peak value
obtained from the fit to indicate the average ratio for a given iη ring.
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FIGURE 3.15: RS/L for iη 32 tower with iφ inclusive for 2015D-50 ns.

f (x) = e−
(x−µ)2

2σ2

[
1 + er f

(
x− µ√

2σ

)]
(3.7)

Fitting the RS/L with an asymmetric Gaussian works very well for smaller iη
channels (Fig. 3.16). For the channels in higher iη regions, fitting does not
work well and χ2/do f is very large (Fig. 3.17). Changing the fit range did not
improve the fits significantly. So using the peak obtained from the fits cannot
be used for studying all the channels. We then use 90% truncated mean of the
distribution - starting from the arithmetic peak, bin contents are added on both
the sides until the total integral is 90% of the total area under the curve. From
this point onward, mean refers to 90% truncated mean.
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FIGURE 3.16: Asymmetric Gaussian
fit for iη 30
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fit for iη 39

3.3.3 Effect of Pileup on RS/L

The RS/L was studied under different pileup (PU) scenarios. If the number of
good primary vertices is less than 9, it is considered as low pileup; between 11
and 16 as medium pileup and above 18 as high pileup.
Pileup is mainly dominated by low energy particles and these particles do not
have enough energy to penetrate into the short fibers and hence they deposit
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energy mainly in long fibers. Hence these particles give lower RS/L than the
high energy particles. Pileup is added on top of a hard scattered events, and in
hard scattered event RS/L is higher than PU events. Thus with increase of more
and more pileup events, the RS/L is decreasing and that is the observation.
With the high pileup, average energy deposits in long fibers is expected to be
higher and as a result the RS/L is expected to be lower as compared to the
low pileup scenario.Fig. 3.18 shows that higher pileup means lower ratio and
lower pileup means higher ratio. The shaded region corresponds to all events
wherein no restriction on pileup is applied.
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FIGURE 3.18: Effect of pileup on RS/L for different iη rings (integrated over iφ
channels.

3.3.4 Studying RS/L at
√

s =13 TeV and 8 TeV data with 50 ns bunch spac-
ing

• In 2015, LHC started 13 TeV collisions with 50 ns bunch spacing. We compared
RS/L for 13 TeV data taken in 2015 and 8 TeV data taken in 2012.

• Used JetHT dataset for 13TeV data and 8 TeV with all the events (no trigger
based selection of events) for this study.

• Average pile up was similar (Fig.3.19) in 8 and 13 TeV datasets.
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FIGURE 3.19: Pileup comparison for 2015 data and 2012 data
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• Fig. 3.20 and 3.21 show the distributions of energies in long and short fibers,
for 2012D and 2015C, with ELong, EShort > 10 GeV.
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FIGURE 3.21: Energy in short fibers for
2012 and 2015 data

In 2015 p-p collisions, the
√

s was 13 TeV and in 2012 it was only 8 TeV. Because of
the increased energy of the collisions, the outgoing particles will have higher energy
and hence these particles can penetrate deeper into the calorimeter giving larger en-
ergy in short fibers. So the RS/L is expected to be higher in 13 TeV data as compared
to 8 TeV data. RS/L was determined for different iη towers,with iφ inclusive and it
was compared for 2012D data, 2015B data and 2015C data (fig, 3.22). For most of
the iη towers, RS/L of 2015 data is higher than that of 2012. With the increase of

√
s,

average energy of particles is also increasing, consequently the RS/L is increasing.
The reason for differences in 2015 and 2012 data could be because of increased beam
energy in p-p collisions and (or) the response of the fibers has changed. RS/L for |iη|
29 is much higher as compared to other |iη| towers. This is because, this tower is be-
hind |iη| 28 of HE. EM shower energy is already deposited in HE. HF receives only
hadronic shower energy and this energy is deposited in both long and short. Hence
RS/L is higher for these towers. RS/L as a function of iφ for each iη was also studied.
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FIGURE 3.22: RS/L vs iη for 3 different run conditions

Fig. 3.23 shows RS/L vs iφ for iη -35. From this plot one can see whether a particular
channel is problematic or not. In this figure, channel with iφ index 35 shows very
high ratio in 2015B run. Also in most of the iφs, RS/L for 2012 data is slightly lower
than 2015 data RS/L.



3.3. Energy response in long and short fibers of HF calorimeter 29

iϕ

0 10 20 30 40 50 60 70

R
a
ti
o

0.2

0.3

0.4

0.5

0.6

0.7

0.8

2012D

2015B

254833

FIGURE 3.23: RS/L vs iφ plot for iη -35

3.3.5 RS/L for 2015 Data and 2016 Data

Data taken in 2015 with 25ns bunch spacing was compared with the 2016 data (25ns
bunch spacing) using JetHT dataset and requiring at least one jet with pT > 450 GeV
at trigger level. This comparison is useful to understand the problems or changes in
2016 in HF, if any, with respect to the previous data taking.
Pileup conditions for 2015 and 2016B were different (Fig.3.24). As discussed in
sec.3.3.3, if the pileup is high, then the RS/L is expected to be smaller since more
energy goes into the long fibers.
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In order to compare the data taken with these different conditions, events had
to be rewighted according to the pileup. In this case, number of primary vertices
(PV) distribution in 2015D was re-weighted to match PV distribution of 2016B. This
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was done by simple division of 2016B histogram by 2015D histogram. The resulting
histogram gives the pileup weights for 2015D as a function of different PVs. Fig. 3.25
shows the PV distribution after the reweighing. In Fig. (3.26-3.29) some of the HF
parameters such as number of RecHits above 10 GeV, RecHit energy in long and
short fibers for these runs are compared. These runs show very similar behavior
with respect to these parameters.
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RS/L as a function of different iη for 2015 data and 2016B data are compared in
Fig.3.30. The plot shows that both the datasets have similar ratio and the agreement
between these datasets is within 1-2%. It was found that the choice of a different
hardonic trigger does not affect RS/L features seen in this plot.
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FIGURE 3.30: RS/L for 2015 and 2016B data

3.3.6 Performance of RS/L in 2016 Data

In this section, different run eras of 2016 data (era B to H) are compared using JetHT
dataset and events with at least one jet with pT > 450 GeV at trigger level. Different
run eras of 2016 had different pileup scenarios and 2016B has the smallest pileup
among these. This can be clearly seen from the distributions of number of primary
vertices (Fig. 3.31). If the pileup is higher, then the number of rechits are also higher.
So larger pileup runs have higher mean number of rechits as shown in Fig. 3.32. All
these distributions are normalized to unit area.

no. of Vertices

0 10 20 30 40 50 60 70 80 90 100
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

nVertices

Entries  6965702

Mean    15.24

Std Dev     4.827

Integral       1

2016B

nVertices

Entries  44581

Mean     17.4

Std Dev     5.149
Integral       1

2016C

nVertices

Entries  141282

Mean    16.37

Std Dev     5.206

Integral       1

2016D

nVertices

Entries  4772258

Mean    18.45

Std Dev     6.251

Integral       1

2016E

no. of Vertices

0 10 20 30 40 50 60 70 80 90 100
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

nVertices

Entries  6965702

Mean    15.24

Std Dev     4.827

Integral       1

2016B

nVertices

Entries  3679924

Mean     19.1

Std Dev     5.832
Integral       1

2016F

nVertices

Entries  8707606

Mean     19.5

Std Dev     6.145

Integral       1

2016G

nVertices
Entries    1.017044e+07

Mean    20.58

Std Dev     7.107

Integral       1

2016H

FIGURE 3.31: Number of primary vertices (left) for 2016B,C,D,E, and
(right) for 2016B,F,G,H.

RecHit energy distributions for all run eras of 2016 show similar features (Fig.3.33
- 3.34). Any differences seen in these distributions are because of the different pileup
scenarios. In case of run 2016C and D, because of lower statistics (only a part of
whole dataset was used), energy distributions show small variations. Run 2016B
has lower pileup as compared to others and hence, energy distributions are slightly
different from other runs. Runs 2016F to 2016H have very similar pileup and hence
their energy distributions show better agreement (Fig.3.34).
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FIGURE 3.32: Number of RecHits (left) for 2016B,C,D,E, and (right)
for 2016B,F,G,H.
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FIGURE 3.33: RecHitEnergy distributions for 2016B,C,D,E
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FIGURE 3.34: RecHitEnergy distributions for 2016B,F,G, H

Stability of RS/L in 2016 Data

In order to check the stability of RS/L across different iη channels, mean RS/L as a
function of iη is plotted for all the run eras of 2016 (Fig.3.35). Higher energy thresh-
olds are also used to compare RS/L of different run eras across various iη channels.
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Fig. 3.36 shows RS/L as a function of iη with Elong > 50 GeV and Eshort > 10 GeV.
RS/L is found to be stable across all these run eras and also for different energy
thresholds.
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FIGURE 3.35: RS/L vs iη for 2016 with lower Elong threshold
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FIGURE 3.36: RS/L vs iη for 2016 with higher Elong threshold

Corresponding to each iη channels, there are 36 divisions in HF. (|iη| = 40, 41
have 18 divisions). RS/L as a function of iφ for a given iη channel is also studied and
a few such plots are shown in Fig.3.37 and Fig.3.38. Across all the channels for all
these run eras, RS/L show consistent features. These plots clearly indicate that RS/L
is stable across different run eras.
To make sure that there is no bias involved in using the JetHT dataset, comparison of
RS/L for JetHT and a dataset consisting of muons (triggered by a muon with pT > 50
GeV) is done. These two datasets showed very similar RS/L

3.3.7 Corrections for the RS/L Based on φ Symmetry

All the physics processes are symmetric in the azimuthal, φ direction ( or the trans-
verse x-y plane). So RS/L is also expected to be symmetric or flat across all φ channels
for a given η or iη. Based on this symmetry, corrections are derived for the ratio such
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FIGURE 3.37: RS/L vs iφ for 2016B,C,D,E
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FIGURE 3.38: RS/L vs iφ for 2016B,C,D,E

that RS/L is constant across all the φ channels for a given η. The corrections are de-
rived as follows:

• Fit the RS/L vs iφ plot of 2016B with line of 0 slope, and intercept k.

• Correction for a channel is nothing but original RS/L times the intercept.

Correction(iη, iφ) = kiη × RS/L (3.8)

Corrected ratio(iη, iφ) = RCorr
S/L = Correction(iη, iφ)× RS/L (3.9)

These corrections are obtained for all the channels of HF using 2016B dataset with
Elong > 50 GeV and EShort > 10 GeV. The corrections factors as a function of η and iφ
are shown in Fig.3.39. These corrections are applied to 2016B and the remaining 2016
run eras with the same threshold on Elong and EShort. (The errors on the correction
factors are dependent on the error on the mean RS/L and the fit uncertainty. These
errors are less than 1% for almost all the channels, except for |iη|=29)

Fig. 3.41 shows the comparison of ratio plots before correction (left)and after
correction (right). Similar features are seen for other run eras i.e, 2016C,D and E.

Corrections derived so far had energy threshold on long as 50 GeV and almost no
energy threshold on short energy (10 GeV). Using 50 GeV threshold on long makes
the corrections less prone to pileup dependencies. To check the dependency of the
corrections on energy thresholds used, these corrections are also used for the ratio
plots with different thresholds on long for the same dataset 2016B. Fig. 3.42 and 3.43
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FIGURE 3.39: Correction factors as a function of iη, iφ
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FIGURE 3.40: RS/L vs iφ for iη = 30 for (left) current detector, and
(right) after corrections for 2016B,F,G,H
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FIGURE 3.41: RS/L vs iφ for iη = 38 for (left) current detector, and
(right) after corrections for 2016B,F,G,H

show the ratio plots before and after corrections for the energy thresholds Elong >
30 GeV and Elong > 100 GeV. The corrections are derived from 2016B with Elong >
50 GeV. The corrected points are multiplied by a factor of 1.3 so that they can be
visualized in the same plots.

It is clear from the Fig.3.41-Fig.3.43 that using the corrections on the ratio, im-
proves the symmetry in φ.
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FIGURE 3.42: RS/L vs iφ before and after corrections for 2016B with
Elong > 30, Eshort > 10
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FIGURE 3.43: RS/L vs iφ before and after corrections for 2016B with
Elong > 100, Eshort > 10

The long fibers are be calibrated using Z → e+ + e− events. The plots shown indi-
cate that RS/L is stable across different runs and it improves the φ symmetry. So RS/L
can be used as a tool to inter-calibrate the short fibers.

3.3.8 Performance of RS/L in data & MC

In this section comparison of QCD MC sample with data is done. JetHT dataset of
2016E is used for the studies. Trigger used to select events in the data is found to be
≈ 100% efficient for jet pT > 500 GeV. There is no trigger requirement for the MC
samples. Apart from this selection, the event must contain (in both data and MC) at
least one jet with pT > 600 GeV and within |η| < 2.4. Nominal HF rechit filters are
also used.
Data and MC have different number of observed interactions or different pileup
(Fig.3.44). So MC is re-weighted such that the observed number of interactions in
data and MC match. Solid blue line corresponds to the observed interactions in MC
before PU re-weighting and dotted blue refers to observed interactions in MC after
PU re-weighting.
MC is scaled to integrated luminosity of the data (= 4.05 fb−1). After this scaling of
MC, MC had more events (integral) than data (about 20% higher). So MC is scaled
down so that the integrals in data and MC match.
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FIGURE 3.44: Observed number of interactions in data and MC (Solid blue line-
MC before PU re-weighting, dotted blue-after PU re-weighting).

Fig. 3.45 shows the number of reconstructed primary vertices and Fig. 3.46 shows
the number of HF rechits above 10 GeV (after all MC re-weightings mentioned
above).
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FIGURE 3.45: Number of reconstructed
primary vertices in data and MC
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FIGURE 3.46: Number of HF rechits
above 10 GeV

Fig. 3.47 (left) shows the energy distribution in HF. The energy distributions in
data and MC show different behavior. Fig. 3.47 (middle) shows energy in long and
fig.3.47 (right) shows the energy in short. The energy distributions in long fibers
show more discrepancies as compared to the ones in short. In data, energy falls
more rapidly than the ones shown by MC.

RS/L vs iη

Average RS/L is determined for data and MC with different energy thresholds on
Elong and Eshort and they are plotted as a function of iη (Fig. 3.48 - Fig. 3.50). If
the energy threshold is low (Fig. 3.48), data and MC show large discrepancies. If
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FIGURE 3.47: Distribution of energies in (left) all HF rechits, (middle)
long fibers or depth 1, and (right) in short fibers or depth 2.

higher Elong threshold is used, then the agreement is better (Fig. 3.49). However in-
creasing the Elong threshold to very high values also shows discrepancies (Fig. 3.50).
Increasing short energy threshold along with long threshold gives better agreement
(Fig. 3.51) between data and MC. The differences are present at long and short en-
ergy itself (Fig. 3.47). If data and MC agree for certain thresholds, then it because the
differences in long and short cancel to some extent.
As the energy thresholds are varied, shape of the distributions in these plots also
change. One reason is that, shape of RS/L distribution is different for different iη
(fig.3.16 and fig.3.17). The other reason is because of the correlation between long
and short energies. Any threshold on long or short affects the energy in the other.
In fig.3.51, the threshold on long and short are same (50GeV). This energy thresh-
old will not select many of EM showers since Eshort is very high. In other words,
different thresholds select different EM and hadronic components.
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FIGURE 3.48: RS/L vs |iη| with Elong > 20, Eshort > 10 GeV

RS/L vs iφ

Since RS/L vs iη plots for data and MC show differences, it is obvious that RS/L does
not agree for different iφs as well (Fig. 3.52). However, it can be seen that RS/L is flat
(constant across all iφ) for a given iη.
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FIGURE 3.49: RS/L vs |iη| with Elong > 40, Eshort > 10 GeV
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FIGURE 3.50: RS/L vs iη with Elong > 100, Eshort > 10
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FIGURE 3.51: RS/L vs iη with Elong > 50, Eshort > 50

3.3.9 Summary of HF studies using RS/L

Study of performance of hadron forward (HF) calorimeter was done using ratio of
energy deposited in short to long fibers (RS/L) of HF. Data collected by CMS in 2012
with

√
s = 13TeV was compared with 2015 data using RS/L. For most of the iη

towers, 2012 showed lower RS/L than 2015, which might be because of increased√
s or radiation damage. Affect of pileup on RS/L was studied and with increased

pileup, RS/L was found to decrease. Comparison of 25ns bunch spacing 2015 data
and 2016 data was done and RS/L showed similar features. Different run eras of
2016 also showed similar RS/L, which indicates the stability of RS/L across these
run eras. For a given iη, different iφs showed small variations in RS/L. Corrections
were obtained using 2016B to make the RS/L constant (flat) across these φ channels
and these corrections improved flatness of RS/L. Assuming that long fibers are well
calibrated within a given iη, these corrections can be used intercalibrate short fibers.
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FIGURE 3.52: RS/L vs iφ for data and MC

Comparison of data and MC was also done and these shows differences in terms of
energy distribution in long and short fibers. RS/L also shows differences for many of
the channels. The agreement in terms of RS/L is better for higher enrgy threholds.
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FIGURE 3.53: Comparison of cross
section for various SM processes and

SUSY processes.

In CMS, two levels of triggering system is
used to reduce the rate of data flow from
various detectors. The first level trigger (L1)
is hardware based and the second level is
software based (high level or HLT). The trig-
ger system is inevitable since there is sev-
eral orders of magnitude difference between
inelastic pp cross section and other SM and
SUSY processes, and it is not possible to col-
lect, store and process all of the pp collision
data because of limiting factors in terms of
the rate of writing into a disk and storage
capacity. Figure 3.53 shows the cross section
(on left y-axis) for various SM processes,
and SUSY processes which are theoretically
calculated [60]. Only those events which
are of potential interest to LHC physics are
saved.

The pp collision frequency is 40 MHz.
The L1 trigger (L1T) system uses custom
hardware made using field programmable
gate arrays (FPGAs) and GaAs application-
specific integrated circuits (ASICs). The out-
put rate is adjusted depending on the LHC
luminosity and it is maintained below 100
kHZ which is the upper limit imposed by
readout electronics. It takes about 4µs for
L1T to make a decision and the detector data is stored in front-end pipelines. The
L1T selects events containing various candidate objects or a combination of the ob-
jects - ionization deposits consistent with muon, or ECAL energy clusters for elec-
trons/photons, or energy deposits in calorimeters expected from τ, jet, or missing
transverse momentum obtained by vectorially summing the objects and using trans-
verse component. A schematic diagram of L1T is shown in Fig.3.54 [61]. The data
from calorimeters is processed regionally and globally forming regional and global
calorimeter trigger (RCT and GCT). Global muon trigger (GMT) is formed by taking
hits from various muon systems by making use of pattern comparator or segment
and track finder. The global trigger (GT) makes the final decision about the event
by combining GCT and GMT. This decision is sent to CMS subdetectors via trig-
ger timing and control (TTC). The DAQ (data acquisition system) reads data from
subsystems for offline processing.

HLT performs reconstruction and identification of objects similar to offline, but
faster and less precise. It makes use of several computers which run various algo-
rithms in a predefined order and increasing complexity and takes about 160 ms to
make a decision. Selections based on the information from calorimeters and muon
chambers is carried out first and then the CPU intensive tracking reconstruction. The
output data flow from HLT is about 400 Hz and it is used for offline storage.
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Figure 2: Overview of the CMS L1 trigger system. Data from the forward (HF) and barrel
(HCAL) hadronic calorimeters, and from the electromagnetic calorimeter (ECAL), are pro-
cessed first regionally (RCT) and then globally (GCT). Energy deposits (hits) from the resistive-
plate chambers (RPC), cathode strip chambers (CSC), and drift tubes (DT) are processed either
via a pattern comparator or via a system of segment- and track-finders and sent onwards to a
global muon trigger (GMT). The information from the GCT and GMT is combined in a global
trigger (GT), which makes the final trigger decision. This decision is sent to the tracker (TRK),
ECAL, HCAL or muon systems (MU) via the trigger, timing and control (TTC) system. The
data acquisition system (DAQ) reads data from various subsystems for offline storage. MIP
stands for minimum-ionizing particle.

FIGURE 3.54: A schematic digram of L1T [61].

3.5 Object reconstruction

The identification and reconstruction of various physics objects is done using the in-
formation from subdetectors using particle-flow (PF) algorithm [62]. Fig.3.55 shows
the interaction of different particles in a transverse slice of CMS detector. The charged
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FIGURE 3.55: A sketch showing interaction of particles in a slice of
CMS detector

particles leave signatures in various layers of the inner tracker because of 3.8 T mag-
netic filed provided by the solenoid. Muon, being charged and minimum ionizing
particle, bends in magnetic field and gives hits in the tracker and outer muon cham-
bers. Electrons give hits in tracker and deposit almost all their energy in the ECAL.
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Photons can be identified if there is energy deposit in ECAL, but no track associ-
ated with this energy deposit. Hadrons deposit most of the energy in HCAL and
distinction of neutral and charged hadron is done by the presence of track.

3.5.1 Tracking

Track reconstruction takes place using a combinatorial track finder (CTF) algorithm
based on Kalman filtering (KF). Full tracking is an iterative process starting with the
easiest tracks and then proceeding to find more difficult tracks. After each iteration,
hits compatible with the tracks are removed and this reduces the number of hits to
use for the next iteration. There are 4 steps in an iteration.

• Seed generation: Finding track candidates using 2-3 hits compatible with charged
particle trajectory.

• Track finding: Extrapolate the trajectory of the seeds to find compatible hits in
the other layers using KF technique.

• Track fitting: Perform fitting to smooth the trajectory and find track parame-
ters - origin, pT and direction.

• Track selection: Apply selection criteria on the tracks based on number of lay-
ers with a hit, number of layers with missing hits, number of 3D hits, goodness
of fit (χ2) and impact parameters of the track.

For the next iteration, hits used in this iteration are removed and some of the selec-
tion criteria are changed in order to reconstruct more difficult tracks which originate
because of missing hits in the pixel detector, particle interactions and decays, high
pT jets with collimated particles etc.

The basic idea in tracking of electrons is extrapolation of tracks to ECAL energy
clusters. The iterative tracking mentioned above is efficient for non-radiating elec-
trons. Because of non-negligible tracker material (Fig.3.7), electrons radiate photons.
Depending on the energy of the radiated photon, values of χ2 and number of hits
may vary. In these cases, Gaussian-sum filter (GSF) technique [63] is used instead of
KF. GSF fitting allows for sudden change in momentum of the tracks as the electron
passes through various layers of tracker. Finally, a requirement is applied on the
score of a boosted decision tree (BDT) classifier which uses various parameters of
the KF and GSF tracks.

3.5.2 Interaction vertices

When the pp bunches collide at the LHC, multiple pp interactions can take place.
The goal of vertex reconstruction is to locate the position of such interactions along
with the uncertainties associated with it. This process involves 3 steps [56]:

1. selection of tracks: tracks passing quality criteria based on transverse impact
parameter relative to the beam spot, number of hits and normalized χ2.

2. clustering of tracks which seem to originate from same vertex: the z-coordinates
of the selected tracks measured from center of the beam spot to the point of
closest approach are used for clustering. The algorithm should be able to re-
solve very close vertices, but not split a genuine single vertex into many. De-
terministic annealing (DA) algorithm [64] [56] is used for this purpose.
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3. fitting the position of each vertex using its associated tracks with the help of
adaptive vertex filter [65].

After all interaction vertices are reconstructed, the primary pp interaction vertex is
selected as the vertex with the largest p2

T sum of all physics objects. The physics ob-
jects used in this calculation are produced by a jet-finding algorithm [66, 67] applied
to all charged-particle tracks associated to the vertex, plus the corresponding pmiss

T
computed from those jets.

3.5.3 Muons

Since the calorimeters absorb energy of EM objects and hadrons, hits in muon spec-
trometer can be used to reconstruct muons. These muons which are reconstructed
using muon systems only are called standalone muons.

If the standalone muon track is compatible with the track from the inner tracker,
a new global muon track is fitted to the hits from both the systems.

If at least one muon segment matches with the extrapolated track from inner
tracker, corresponding muon is called tracker muon.

The performance of global muon is better than standalone or tracker muon since
it uses information from inner tracker and muon system.

The momentum of muon is determined using Tune-P algorithm [68]. The recon-
structed muons are fed into PF algorithm which combines information from the CMS
tracking and calorimeter detectors and applies various quality criteria. The identi-
fication of muons uses criteria on track fit χ2, number of hits in tracker or muon
chambers or both, compatibility of tracker tracks and hits/tracks in muon cham-
bers and also the compatibility with primary vertex. Detailed muon reconstruction
procedure and its performance in 2015 and 2016 data is described in ref. [58].

3.5.4 Electrons and photons

Electrons and photons interact in similar way in ECAL. The material in the tracker
lead to conversion of photons in to e+e− pairs and electrons can emit bremsstrahlung
photons, photons again convert etc.

When an electron radiates photon, energy is spread in φ direction because of the
magnetic field and there is negligible spread in η direction. The amount of energy
radiated depends on η and it varies from 33% to 86% [69].

An electron candidate is seeded from a GSF track, provided the corresponding
ECAL cluster is not linked to 3 or more additional tracks. A photon candidate is
seeded from a ECAL energy cluster with transverse energy, ET > 10 GeV with no
link to GSF track.

Two algorithms, hybdrid for the barrel (EB) and multi 5x5 for endcap (EE) [69] are
used to collect the energy of the radiated photons in case of electron reconstruction
or converted photons in case of photon reconstruction. Clustering is performed on
intercalibrated, reconstructed signal amplitudes after taking care of several detector
effects. Clustering starts with a seed crystal which is the highest ET crystal in its
neighborhood. In EB, clusters are centered on the seed crystal and have a fixed width
of 5 crystals in η. In the φ direction, adjacent strips of 5 crystals are added. Further
η aligned crystals may be seeded and added if they lie within φ window of ±17
crystals. At each step of clustering, predefined thresholds on energy are applied.
Clustering in EE is carried out using fixed 5x5 crystal matrices. After identifying the
seed crystal, more matrices are added if their centroid lies in η of 0.07 and φ distance
of about 0.3 radians. These matrices are partially allowed to overlap. If the photons
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do not convert, then superclusters resulting from these algorithms are simply 5x5
matrices. More details about electron and photon reconstruction and performance
can be found in ref. [69, 70].

Photon Identification

The collection of photons derived from PF algorithm have very loose criteria on their
properties. For the purpose of analyses, more tighter requirements are placed on
photons. The main idea is to get highest efficiency for prompt isolated photons and
reject non-prompt photons which are coming from π0 decays or part of hadroniza-
tion process. Several properties of PF photons are studied to distinguish prompt
and non-prompt photons. Prompt photons generally have smaller energy spread
in ECAL and very less energy deposit in HCAL. Non-prompt photons are associ-
ated with charged or neutral hadrons nearby and they deposit energy in HCAL and
sometimes a part of their energy in ECAL leading to larger ECAL clusters. Table
3.4 shows a list of variables and their values used for selecting photons in this SUSY
search. Description of variables used for photon identification:

TABLE 3.4: A list of variables used for identification (ID) of photons in barrel and endcap.
Prompt photon properties should not exceed any of the values listed in this table. Bot-
tom 2 rows show the efficiency for signal (prompt photons) and background (non-prompt

photons) [71].

Property Max value in EB Max value in EE
H/E 0.05 0.05
σiηiη 0.0102 0.0274

PF h± iso 3.32 1.97
PF h0 iso 1.92 + 0.014pT + 0.000019p2

T 11.86 + 0.0139pT + 0.000025p2
T

PF γ iso 0.81 + 0.0053pT 0.83 + 0.0034pT

Efficiency EB (%) EE (%)
Signal 90 90

Background 16 18

• H/E: Ratio of energy in HCAL tower behind ECAL supercluster to energy of
supercluster.

• σiηiη : This is a shower shape variable which is the second moment of the energy
distribution along the η coordinate.

σ2
iηiη =

5×5
∑
i

wi(iηi − iηseed)
2

5×5
∑
i

wi

, wi = max(0, 4.7 + ln
Ei

E5×5
) (3.10)

The summation runs over 5x5 crystal matrix around most energetic crystal in
the supercluster. Prompt photons deposit large fraction of the energy in the
seed crystal with a small spread around the seed crystal. Non-prompt photons
and hadrons which deposit energy in ECAL, tend to have energy spread over
several crystals near the seed crystal. In this way shower shape variable helps
in identification of prompt photons and reject background more efficiently.
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• PF h± iso: PF charged hadron isolation variable which is defined as sum of pT
of all PF charged hadrons which are associated to the primary vertex, not in
the footprint1of the candidate photon, and within a cone of ∆R= 0.3.

• PF h0 iso: Pileup corrected PF neutral hadron isolation defined as sum of ET of
all PF neutral hadrons which are not in the footprint of the candidate photon
and are within a cone of ∆R= 0.3.

• PF γ iso: Pileup corrected PF photon or γ isolation is defined as sum of ET of
all PF photons which are not in the foot-print of the candidate photon and are
within a cone of ∆R= 0.3.

The PF h0 and γ isolations are corrected for pileup contributions using Isocorr =
Isooriginal − ρEA, where ρ is the energy density of the event calculated using FastJet
package [67] which is a measure of pileup activity in the event per unit area and EA
is the effective area.

Inefficiency in electron track reconstruction and quality criteria on tracks may
result in electron being mis-identified as photon; but there might have been hits(s)
in the pixel detector. If the ECAL energy cluster is associated with hit(s) in the pixel
detector then the corresponding electron or photon is said to have pixel seed. To
reject mis-identification of electrons into photons, an additional criteria called pixel
seed veto is also used.

This identification criteria shown in table 3.4 with pixel seed veto is called loose
ID + pixel seed veto. The efficiency for this selection in shown in figure 3.56. This ef-
ficiency is determined using simulation with data to simulation corrections applied.

The	photon	selec,on	efficiency	with	respect	to	generator	level	photons	is	presented	
as	a	func,on	of	ET	and	|η|.	The	selec,on	uses	the	loose	cut-based	photon	ID	and	the	
pixel	veto.	The	efficiency	is	computed	using	35.9	D-1	of	data	collected	in	2016.	The	
uncertain,es	include	systema,c	uncertain,es	on	the	signal	and	background	shape	
model	used	in	the	tag	and	probe	method.		
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FIGURE 3.56: Efficiency for loose ID + pixel seed veto photons determined from simulation.
The uncertainty includes statistical and systematic.

Electron Identification

Various quality criteria are applied to PF electrons in a similar way as photons. Since
electron also has a track, electron ID makes use of track based variables apart from

1Footprint refers to the signatures left by a photon candidate in electromagnetic and hadron
calorimeters and tracker if it had converted.
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photon ID variables. In this analysis, we use mini-isolation, Imini < 0.1 instead of
isolation calculated using fixed cone size of ∆R = 0.3.

Imini =
∑R pT(h±) + max(0, ∑R pT(h0) + pT(γ)− ρEA( R

0.3 )
2)

pT(e)
(3.11)

The variables used in this equation are same as the ones used for photon and its
calculation is similar to the way fixed cone isolation is calculated, except that the
isolation cone size is dependent on pT of the electron [72]. The size of the cone varies
as:

R =





0.2 if pT < 50 GeV
10 GeV/pT if 50 < pT < 200 GeV
0.05 if pT > 200 GeV

In case of boosted tt̄ events involving W → eν, b-jet from top decay may be very
close to the electron. The fixed cone isolation becomes inefficient in identifying these
kind of electrons. Since the cone size is smaller for large pT electrons in case of
mini-isolation, the efficiency for identification of such electrons is high with mini-
isolation.

To measure the efficiency of an identification or isolation criteria, tag & probe
(TnP) technique can be used. The decay of Z boson can give a pair of electrons
and one the electrons serves as the tag and the other as the probe. By using the
4-momenta of electrons, invariant mass of Z boson can be reconstructed and the
distribution of invariant mass has a peak at the mass of Z boson. TnP technique can
measure the efficiency of an electron selection both in data and MC simulation. If
there are differences in data and MC efficiencies, corrections are applied to MC and
these corrections are called as scale factors (SFs). The procedure used to obtain SFs
for mini-isolation is described below:

Tag object: It is a well identified electron with very strict criteria on its properties.
This object needs to have pT > 30 GeV and |η| < 2.17 and matched with any of the
electron HLT trigger objects. The matching criteria is ∆R(Tag, HLT object) < 0.3.

Probe object: It is the electron whose selection efficiency needs to be measured
and it has charge opposite to that of tag. This object is required to pass a multi-
variate technique based electron identification criteria which does not use isolation
variables.

The invariant mass of TnP pairs should fall within 60 - 120 GeV so that these pairs
are more likely to arise from the decays of Z bosons. Figure 3.57 shows the invariant
mass distribution of tag and probe pairs in data collected in 2016 for events with
probe pT ∈ 35− 50 GeV and η < 0.8. The left distribution corresponds to events in
which probe object passes min-isolation criteria and right distribution corresponds
to events in which probe fails mini-isolation criteria.

This distribution is fitted with a signal plus background function as shown in
red. The signal function used is MC template with Gaussian smearing, and the
background function is CMS shape function whic is shown in blue. The CMS shape
function is a product of falling exponential and error function [73]. The efficiency is
given by

ε =
Events with passing probe

Events with passing probe + Events with failing probe
(3.12)

The number of events passing or failing probe can be determined by taking the area
under the signal function from left and right distributions shown in figure 3.57. The
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FIGURE 3.57: The left (right) plot shows the invariant mass distribution of tag and
probe passing (failing) mini-isolation criteria.

efficiency is found to be 0.97 with negligible statistical uncertainty. The efficiency in
MC can be obtained by using the template, or using generator level information to
select events from Z boson decays.

The whole procedure can be repeated by taking other pT− η ranges and calculate
the efficiency. To evaluate the systematic uncertainty, refitting is done using different
signal function (Crystal-Ball [74] with Gaussian smear) and background function
(exponential). Systematic uncertainty because of the choice of tag is evaluated by
making a different tag selection. Figure 3.58 shows the efficiency (top panel) and SFs
(bottom panel) for various η regions as a function of pT.
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These SFs account for any discrepancies in data and MC and they are applied on
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MC. In a similar way the SFs are derived to account for discrepancies at track recon-
struction level, identification, and isolation (as mentioned here for mini-isolation).
Wherever needed, these type of corrections are applied to other physics objects as
well.

3.5.5 Jets

Hadronization of quarks and gluons results in formation of a spray of many mesons
and baryons which are then clustered into the jets. On an average 65% of the total
energy of the jet is carried by charged hadrons, 25% by photons and 10% neutral
hadrons (excluding π0). Figure 3.59 shows the jet energy fraction as a function of pT
in data and simulation. The lower panel shows the difference in data and simulation.

6.1 Jets 47

 (GeV)
T

p
40 100 200 1000 2000

E
ne

rg
y 

fr
ac

tio
n

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 (8 TeV)-119.7 fbCMS

Leptons
Neutral hadrons
Photons
Charged hadrons
Charged PU hadrons | < 1.3η|

 R=0.5TAnti-k

Markers: Data
Histogram: MC

 (GeV)
T

p
40 100 200 1000 2000

D
at

a-
M

C
 (

%
)

2−

0

2 η
3− 2− 1− 0 1 2 3

E
ne

rg
y 

fr
ac

tio
n

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 (8 TeV)-119.7 fbCMS

Forward EM energy
Forward hadrons
Leptons
Neutral hadrons
Photons
Charged hadrons
Charged PU hadrons

 < 74 GeV
T

56 < p
 R=0.5TAnti-k

Markers: Data
Histogram: MC

η
3− 2− 1− 0 1 2 3

D
at

a-
M

C
 (

%
)

4−

2−

0

2

4

〉µ〈
10 15 20 25 30 35

E
ne

rg
y 

fr
ac

tio
n

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

 (8 TeV)-119.7 fbCMS

Leptons
Neutral hadrons
Photons
Charged hadrons
Charged PU hadrons

| < 1.3η|
 < 84 GeV

T
56 < p

 R=0.5TAnti-k

Markers: Data
Histogram: MC

 µ
10 15 20 25 30 35

D
at

a-
M

C
 (

%
)

5−

0

5

Figure 23: Jet energy composition in observed and simulated events as a function of pT (top
left), η (top right), and number of pileup interactions (bottom). The top panels show the mea-
sured and simulated energy fractions stacked, whereas the bottom panels show the difference
between observed and simulated events. Charged hadrons associated with pileup vertices are
denoted as charged PU hadrons.

FIGURE 3.59: Energy composition in jets as a function of jet pT in data
and MC simulation [62].

Jets are reconstructed using PF candidates using anti-kT algorithm [66, 67] with
a size parameter of 0.4. These jets are called as AK4PF jets. They are also sub-
ject to pileup mitigation using charged hadron subtraction (CHS). In CHS, charged
hadrons associated to vertices apart from primary vertex are removed from PF can-
didates. To remove remaining energy due to charged hadrons and neutral hadrons,
jet area based pileup corrections are applied on an event by event basis. The distance
parameters used in jet clustering are:

dij = min(p2n
Ti , p2n

Tj) (∆
2
ij/R2) (3.13)

diB = p2n
Ti (3.14)

where ∆2
ij = (yi − yj)

2 + (φi − φj)
2 (3.15)

The values of R and n for AK4 jets are 0.4 and -1 respectively. dij is the distance
between entities (particles or psudojets) i and j, diB is the distance between i and
the beam (B), yi is rapidity and φi is the azimuthal angle of ith particle. The jet
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clustering proceeds iteratively by combining nearest particles. In the case of anti-kT,
the dij between similarly separated soft particles is higher than the dij between a
hard particle and soft particle. The soft particles in this algorithm do not modify the
shape of the jet, but the hard ones do.

The measured energy or the pT of the jet needs to be corrected so that its mea-
sured 4-momentum is close to parton level 4-momentum. There are several reasons
for imperfect measurement of jet energy such as pileup energy contribution, non-
uniformity of detector response to different jet energy etc. The jet energy corrections
(JECs) aim to correct the jets and determine the momentum of the initial parton. The

Introduction Technical User Software Conclusion Why? What? Uncertainties Grouped Uncertainties Collections JEC Release Procedure Jet Energy Resolution Corrections

JECs: A Factorized Approach

Pileup (PU) Corrections

Pileup is the additional energy in a jet coming from all interactions except the primary

vertex (PV) and it’s underlying event (UE)

O↵set ⌘ pwith PU
T � pno PU

T

The goal of the pileup (L1) corrections is to remove the energy inside a jet coming from

pile-up events

L1O↵set - No longer used
L1FastJet - The current standard
Charged Hardron Subtraction - Remove the charged hadrons inside a jet which have a
track coming from a pileup vertex
Pileup Per Particle Identification (PUPPI) - the new kid on the block

Done on an event-by-event basis (⇢, µ) and a jet-by-jet basis (pT , ⌘, jet area)

The first step in calculating these is MC based, but the corrections for data are scaled with
L1Residual corrections

HATSLPC A. Perlo↵, B. Kreis Thursday, June 30, 2016 4 / 30
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FIGURE 3.60: Pictorial representation of various steps in application of JECs on data
and MC simulation [75].

corrections are derived at different levels (L1, L2 and L3) and the output of each level
becomes the input for the other, in other words a factorized approach is followed for
applying the corrections. Figure 3.60 shows a pictorial representation of different
steps in applying JECs both on data and MC simulation. The corrected 4-momenta
of the jet can be written as [76]:

pcorr
µ = Cpraw

µ (3.16)

where C = Coffset(praw
T ) · CMC(p′T, η) · Crel(η) · Cabs(p′′T) (3.17)

The offset correction, Coffset removes extra energy due to pileup and noise, MC cali-
bration factor, CMC removes bulk of non-uniformity in η and non-linearity in pT, Crel
and Cabs are relative and absolute energy scale corrections which account for small
differences in data and MC. In the expression for C, p′T is the pT of the jet after offset
correction, p′′T is the pT of the jet after all previous corrections. Figure 3.61 shows the
average jet pT response with and without corrections at a few stages of JEC applica-
tion. The pT response is defined as the average value of ratio of measured jet pT to
particle-level jet pT, pT,ptcl.

3

charged-hadron subtraction (CHS, Section 4.2) reduces these effects by removing tracks iden-
tified as originating from pileup vertices. The results in this paper are reported for jets recon-
structed with and without CHS.

The JEC are extracted for jets with pT > 10 GeV and |η| < 5.2, with uncertainties less than or
about 3% over the whole phase space. The minimum JES uncertainty of 0.32% for jets with
165 < pT < 330 GeV and |η| < 0.8, when excluding sample-dependent uncertainties due to
jet-flavor response and time-dependent detector response variations, surpasses the precision
of previous JES measurements at the Tevatron [15, 16] and the LHC [13, 17].
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Figure 1: Average value of the ratio of measured jet pT to particle-level jet pT, ptcl in QCD MC
simulation, in bins of pT, ptcl, at various stages of JEC: before any corrections (left), after pileup
offset corrections (middle), after all JEC (right). Here µ is the average number of pileup inter-
actions per bunch crossing.

Outline of the paper and overview of the corrections

The CMS detector and reconstruction algorithms are briefly described in Section 2. The data
and MC samples used throughout this document, together with the different selection criteria,
are detailed in Section 3.

The pileup offset corrections, discussed in Section 4, are determined from the simulation of
a sample of dijet events processed with and without pileup overlay. They are parameterized
as a function of offset energy density ρ, jet area A, jet pseudorapidity η, and jet transverse
momentum pT. Corrections for residual differences between data and detector simulation as
a function of η are determined using the random cone (RC, Section 4.3) method in zero-bias
events (Section 3.2). The pileup offset corrections are determined both before and after CHS,
which removes tracks identified as originating from pileup vertices.

The simulated jet response corrections are determined with a CMS detector simulation based
on GEANT4 [18] combined with the PYTHIA 6.4 [19] tune Z2* [20], as discussed in Section 5.
The corrections are determined for various jet sizes. The default corrections are provided for
the QCD dijet flavor mixture as a function of pT and η. Uncertainties arising from the modeling
of jet fragmentation are evaluated with HERWIG++ 2.3 [21] tune EE3C [22], and uncertainties
from the detector simulation are evaluated with the CMS fast simulation [23].

The residual corrections for data are discussed in Section 6. The η-dependent corrections are
determined with dijet events, relative to a jet of similar pT in the barrel reference region |η| <
1.3. These corrections include a pT dependence of the JES relative to the JES of the barrel jet for
pT > 62 GeV and up to about 1 TeV, the limit of available dijet data. The absolute scale, together
with its pT dependence within |η| < 1.3 for 30 < pT < 800 GeV, is measured combining
photon+jet, Z(→ µµ)+jet and Z(→ ee)+jet events. The pT dependence at pT > 800 GeV is

FIGURE 3.61: Average jet pT response in QCD MC at different stages of JECs. The left plot
is without any corrections, middle plot is for after pileup offset corrections and the right
plot is after applying all the JECs. µ refers to the average number of pileup interactions

per bunch crossing.
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The resolution of AK4PF jet as a function of ref jet is shown in 3.62. The uncer-
tainty in the jet energy correction is about 2% for barrel region jets with pT of 30 GeV
[77].

Jet Energy Resolutions (JER) 
 

o  ResoluXons	stable	against	pileup	above	jet	pT=100	GeV	
o  Befer	than	10%	(5%)	resoluXon	above	pT=100	GeV	(1	TeV)				
o  DegradaXon	of	50%	at	pT=20	GeV	for	very	high	pileup	of	up	to	μ=75		
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FIGURE 3.62: Resolution of PF jets as a function of pT in the barrel and endcap
regions [78].

3.5.6 Tagging of b-quark jet

The mass of b-quark is about 4.2 GeV and the hadrons formed from b-quark have
masses of 5-6 GeV. The lifetime, τ of b-hadrons is about 1.5 ps and this corresponds
to cτ value of 0.45 mm. If the momentum of b-hadron is about 200 GeV, the mean
decay length is about 2 cm in the lab frame and this increase in decay length is
because of Lorentz-boost. With the high position resolution of tracker, it is possible
to identify such decays which take place away from the primary vertex (PV). These
decay vertices are called secondary vertices and the impact parameter (IP) for such
decays is high. In many cases, b-hadron decays result in a soft lepton. Figure 3.63
illustrates a b-jet containing a soft lepton and a secondary vertex (SV).

4.1 Properties of heavy-flavour jets 5

jet

jet

heavy-flavour
jet
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displaced
tracks
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charged
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Figure 1: Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay of
a b or c hadron resulting in charged-particle tracks (including possibly a soft lepton) that are
displaced with respect to the primary interaction vertex (PV), and hence with a large impact
parameter (IP) value.

of tracks with respect to the primary vertex is characterized by their impact parameter, which is
defined as the distance between the primary vertex and the tracks at their points of closest ap-
proach. The vector pointing from the primary vertex to the point of closest approach is referred
to as the impact parameter vector. The impact parameter value can be defined in three spatial
dimensions (3D) or in the plane transverse to the beam line (2D). The longitudinal impact pa-
rameter is defined in one dimension, along the beam line. The impact parameter is defined to
be positive or negative, with a positive sign indicating that the track is produced “upstream”.
This means that the angle between the impact parameter vector and the jet axis is smaller than
π/2, where the jet axis is defined by the primary vertex and the direction of the jet momentum.
In addition, b and c quarks have a larger mass and harder fragmentation compared to the light
quarks and massless gluons. As a result, the decay products of the heavy-flavour hadron have,
on average, a larger pT relative to the jet axis than the other jet constituents. In approximately
20% (10%) of the cases, a muon or electron is present in the decay chain of a heavy b (c) hadron.
Hence, apart from the properties of the reconstructed secondary vertex or displaced tracks, the
presence of charged leptons is also exploited for heavy-flavour jet identification techniques and
for measuring their performance in data.

In order to design and optimize heavy-flavour identification techniques, a reliable method is
required for assigning a flavour to jets in simulated events. The jet flavour is determined by
clustering not only the reconstructed final-state particles into jets, but also the generated b and
c hadrons that do not have b and c hadrons as daughters respectively. To prevent these gen-
erated hadrons from affecting the reconstructed jet momentum, the modulus of the hadron
four-momentum is set to a small number, retaining only the directional information. This pro-
cedure is known as ghost association [34]. Jets containing at least one b hadron are defined
as b jets; the ones containing at least one c hadron and no b hadron are defined as c jets. The
remaining jets are considered to be light-flavour (or “udsg”) jets. Since pileup interactions are
not included during the hard-scattering event generation, jets from pileup interactions (“pileup
jets”) in the simulation are tentatively identified as jets without a matched generated jet. The
generated jets are reconstructed with the jet clustering algorithm mentioned in Section 2 ap-
plied to the generated final-state particles (excluding neutrinos). The matching between the
reconstructed PF jets and the generated jets with pT > 8 GeV is performed by requiring the
angular distance between them to be ∆R =

√
(∆η)2 + (∆φ)2 < 0.25. Using this flavour def-

inition, jets arising from gluon splitting to bb are considered as b jets. In Sections 6, 8 and 9,
these g→ bb jets are often shown as a separate category. In this case, two b hadrons without b

FIGURE 3.63: Illustration of a b-jet showing the decay of a b-hadron
and a soft lepton inside the jet [79].

The algorithm used for identifying whether a jet is b-jet or not, is called com-
bined SV version-2 (CSVv2) algorithm [79] which combines information about the
displaced tracks and the SVs associated with a jet using a multivariate technique.
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The output of the CSVv2 algorithm is shown in figure 3.64 (left) for u, d, s or gluon
jets, c-jets and b-jets in simulated tt̄ events. A neural network based CSVv2 tagger
(DeepCSV) is also used by CMS.

The plot on the right side of figure 3.64 shows the efficiency for b-tagging using
CSVv2 and DeepCSV as a function of particle-level jet pT. These efficiencies are ob-
tained from simulation after applying data to simulation corrections. The b-tagged
jets (or b-jets) used in this search use CSVv2 - medium working point which has
a 55% efficiency to correctly identify b-jets with pT ≈ 30 GeV. The corresponding
misidentification probabilities are 1.6% for gluon and light-flavor quark jets, and
12% for charm quark jets.

The efficiency of b-tagging is low at low pT because of multiple Coulomb inter-
actions and lower Lorentz-boost making the SV closer to PV. At high jet pT, tracks
in the jets are collimated and the curvature of the tracks are small which may cause
close-by tracks to create overlapping hits in the tracker and hence the efficiency de-
creases.

5.1 The b jet identification 19

(jet)
T

)) / Ep(E,trkΣ(TE
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Je
ts

 / 
0.

02
 u

ni
ts

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07 b jets

c jets

udsg jets
 + jetstt
 > 20 GeV

T
p

13 TeV, 2016

CMS
Simulation

R(track,jet axis)∆
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

T
ra

ck
s 

/ 0
.0

07
  u

ni
ts

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

b jets

c jets

udsg jets
 + jetstt
 > 20 GeV

T
p

13 TeV, 2016

CMS
Simulation

Figure 11: Distribution of the transverse energy of the total summed four-momentum vector
of the selected tracks divided by the jet transverse energy (left), and angular distance between
the track and the jet axis (right) for jets of different flavours in tt events. The distributions are
normalized to unit area. The last bin in the left panel includes the overflow entries.
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Figure 12: Distribution of the CSVv2 (left) and CSVv2(AVR) (right) discriminator values for jets
of different flavours in tt events. The distributions are normalized to unit area. Jets without a
selected track and secondary vertex are assigned a negative discriminator value. The first bin
includes the underflow entries.
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FIGURE 3.64: The output of the CSVv2 algorithm for different flavor jets (left) [79]. The
right plot shows the efficiency of b-tagging for CSVv2 and DeepCSV as a function of

particle-level jet pT [80].

3.5.7 Missing transverse momentum

The protons are accelerated in z direction and hence the momentum before the col-
lision in x and y directions, transverse direction, is zero. From momentum conser-
vation, final momentum after the collision in transverse direction should be zero. If
there are n PF candidates each of them having a transverse momentum vector ~pT,
and a neutrino with transverse momentum vector ~pT

ν, we have

0 =
n

∑
i
~pT

i + ~pT
ν (3.18)

~pT
ν = −

n

∑
i
~pT

i (3.19)

pmiss
T = |~pT

ν| =
∣∣∣∣∣−

n

∑
i
~pT

i

∣∣∣∣∣ (3.20)

The transverse momentum of neutrino, ~pT
ν is nothing but the negative vector sum

of all PF candidates. Magnitude of this vector is referred to as pmiss
T and it gives the

exact pT of neutrino if we detect and reconstruct all other particles and measure their
transverse meomentum accurately. If there are multiple neutrinos or new particles
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which do not interact with detector, then their momenta get added vectorially and
their net effect is reflected in pmiss

T . If PF algorithm is not able to reconstruct and

5.3 Electrons 35

The performance improvement brought by PF reconstruction is quantified with a sample of tt
events by comparing ~pmiss

T,PF and ~pmiss
T,Calo to the reference ~pmiss

T,Ref, calculated with all stable parti-
cles from the event generator, excluding neutrinos. The pmiss

T resolution must be studied for
events in which the pmiss

T response has been calibrated to unity. The pmiss
T,Ref is therefore required

to be larger than 70 GeV, a value above which the jet-energy corrections are found to be suffi-
cient to adequately calibrate the PF and Calo pmiss

T response. Figure 15 shows the relative pmiss
T

resolution and the ~pmiss
T angular resolution, obtained with a Gaussian fit in each bin of ~pmiss

T,Ref.
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Figure 15: Relative pmiss
T resolution and resolution on the ~pmiss

T direction as a function of pmiss
T,Ref

for a simulated tt sample.

5.3 Electrons

The electron seeding and the subsequent reconstruction steps are described in Sections 3.2
and 4.3. In the reconstruction, electron candidates are only required to satisfy loose identifica-
tion criteria so as to ensure high identification efficiency for genuine electrons, with the poten-
tial drawback of a large misidentification probability for charged hadrons interacting mostly in
the ECAL. In this section, as is typically done in physics analyses, the electron identification is
tightened with a threshold on the classifier score of a BDT trained for electrons selected without
any trigger requirement [33].

The gain brought by the use of the tracker-based seeding in addition to the ECAL-based seed-
ing is quantified in Fig. 16, for electrons in jets and for isolated electrons produced in the decay
of heavy resonances. The left plot shows the reconstruction and identification efficiency for
electrons in jets as a function of the hadron misidentification probability. Electrons and hadrons
are selected from the same simulated sample of multijet events, with pT > 2 GeV and |η| < 2.4.
Electrons are additionally required to come from the decay of b hadrons. The electron efficiency
is significantly improved, paving the way for b quark jet identification algorithms based on the
presence of electrons in jets.

The absolute gain in efficiency for isolated electrons is quantified in the right plot for electrons
from Z boson decays in a simulated Drell–Yan sample, and for two different working points.
The first working point, used in the search for H→ ZZ → 4 e [48, 49], provides very high elec-
tron efficiency in order to maximize the selection efficiency for events with four electrons. At
this working point, the addition of the tracker-based seeding adds almost 20% to the identifi-

FIGURE 3.65: Relative pmiss
T resolution (left) and pmiss

T -φ resolution as
a function of pmiss

T, ref in simulated tt̄ sample [62].

get accurate measurement of momenta all the particles, either because of detector
imperfections or finite resolution while measuring momenta of various objects, we
get incorrect measure of pmiss

T . The amount of incorrectness is termed as fake pmiss
T .

As discussed, earlier, jets need various types of corrections to estimate their true
4-momenta. Once the jets are corrected, these corrections need to be propagated to
pmiss

T since corrections on jets do not affect PF candidates. The corrected pmiss
T is given

by

~pT
miss, corr = ~pT

miss −∑
jets

(~pcorr
T,jet − ~pT,jet) (3.21)

This pmiss
T is called type1 corrected pmiss

T and it uses all jets with pT > 15 GeV and
having ECAL energy not more than 90% of the total jet energy. If there is a muon
in the jet, then 4-momenta of the muon is subtracted from the jet, corrections are
applied, 4-momenta of muon is added back to the corrected jet [81].

All the physics objects, electrons, muons, photons, and jets (to large extent), play
a role in resolution of pmiss

T . Figure 3.65 shows the relative resolution of pmiss
T (left)and

pmiss
T -φ (right) as a function of pmiss

T, ref, where pmiss
T, ref is calculated using all stable parti-

cles, except neutrinos, from the event generator [62].
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Chapter 4

Search for supersymmetry in
events with a photon, jets, b-jets,
and missing transverse momentum

4.1 Introduction

This chapter describes a search for SUSY in events with one photon, large miss-
ing transverse momentum (pmiss

T ), and large hadronic activity. The targeted produc-
tion mechanism is described by simplified models of gluino and stop production as
depicted in Figure 4.1, though the analysis is more generically applicable to other
production scenarios. This analysis focuses on SUSY models in which R-parity is
conserved forcing the lightest supersymmetric particle (LSP), to be stable weakly
interacting, leading to potentially large pmiss

T .
In general, gluinos and squarks will decay to at least one colored SM particles

and the LSP through some number of supersymmetric particles in the form of cas-
cades. Other SM particles, such as vector bosons or Higgs boson, can be produced
in these cascades. Massive SM boson decay predominantly to hadronic final states.
In particular, the Higgs boson decays predominantly to a pair of b-quarks. In addi-
tion to heavy flavor from Z and Higgs bosons, heavy flavor quarks can come from
top and bottom squarks. These cases are particularly motivated by naturalness ar-
guments, where squarks at least partially cancel the leading contributions of virtual
corrections to the Higgs mass from SM particles (Figure 2.3).

Given the reasons stated above, final states with high jet and b-jet multiplici-
ties and at least one photon are particularly well-motivated by the GMSB symmetry
breaking mechanism and naturalness considerations. Depending on the topology,
these jets can arise from either light-flavored quarks (u, d, s, c) or b quarks. We
study four simplified models; example diagrams depicting these models are shown
in Fig. 4.1. Three models involve gluino pair production (prefixed with T5), and
one model involves top squark pair production (prefixed with T6). For the gluino
models, we assume all supersymmetric particles apart from gluino, neutralino and
gravitino, are very heavy (generally the mass is chosen to be 100 TeV) and inacces-
sible at the LHC. In the top squark model, we assume all supersymmetric particle
masses are very large, except the mass of top squark, neutralino and gravitino. In
the T5qqqqHG model, each gluino decays to a pair of light-flavored quarks (qq̄) and
a neutralino. The T5bbbbZG and T5ttttZG models are similar to T5qqqqHG, except
that the each pair of light-flavored quarks is replaced by a pair of bottom quarks (bb̄)
or a pair of top quarks (tt̄), respectively. In the T5qqqqHG model, the χ̃0

1 decays ei-
ther to an SM Higgs boson and a G̃ or to a photon and a G̃. The χ̃0

1 →H G̃ branching
fraction is assumed to be 50%, and the smallest χ̃0

1 mass considered is 127 GeV. In



56 Chapter 4. SUSY search with photon

the T5bbbbZG and T5ttttZG models, the neutralinos decay to ZG̃ and γG̃ with equal
probability. The T6ttZG model considers top squark pair production, with each top
squark decaying into a top quark and a neutralino. The neutralino can then decay
with equal probability to a photon and a G̃ or to a Z boson and a G̃ . For the models
involving the decay χ̃0

1 → ZG̃, we probe χ̃0
1 masses down to 10 GeV. If the mass

of χ̃0
1 is less than the mass of Z boson, then the Z boson is considered to be offshell

and the decay χ̃0
1 → ZG̃ is kinematically allowed. All decays of supersymmetric

particles are assumed to be prompt i.e. the decays take place much before the first
layer of detector.
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FIGURE 4.1: Example diagrams depicting the simplified models
used, which are defined in the text. The top left diagram depicts
the T5qqqqHG model, the top right diagram depicts the T5bbbbZG
model, the bottom left diagram depicts the T5ttttZG model, and the

bottom right depicts the T6ttZG model.

In all models, the mass G̃ is fixed to be 1 GeV, to be consistent with other pub-
lished results of CMS experiment. To estimate the impact of G̃ mass on the kine-
matics of photon and G̃ , the mass of G̃ was changed to 1 MeV and 1 keV. The pT
spectrum of photon, the pT of G̃ and the transverse component of total momentum
of gravitinos were found to be similar in all the three G̃ mass scenarios. The mass of
gluino is large and hence χ̃0

1 has large momentum which results in high momentum
decay products irrespective of 1 GeV or 1 MeV or 1 keV G̃ mass. The lowest χ̃0

1 mass
considered for this study is 10 GeV. There may be significant impact on the search
if very low χ̃0

1 masses (∼ 1 GeV) are considered. However in those cases, actual
physics models instead of SMS need to be considered because the branching ratio
for χ̃0

1 → γ + G̃ can be higher than 50%. For the parameter space explored in this search,
the kinematic properties do not depend strongly on the exact value of G̃ mass.

The analysis presented here [82] is an extension of existing single photon analysis
previously [83], by taking full advantage of pmiss

T , large hadronic activity, and heavy
flavor content. The analysis will search for large pmiss

T events in various regions of
jet multiplicity and b-jet multiplicity, motivated by several SMS scenarios. The SM
backgrounds are estimated from data control regions with as little reliance on simu-
lations as possible. Section 4.2 discusses the SM and signal simulations used in the
analysis. The triggers used for both the signal and control regions are described in
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Section 4.3. Even selections are detailed in Section 4.4. The background estimation
techniques are discussed in Section 4.6. Signal systematic uncertainties are described
in Section 4.7. Finally, results and a description of our statistical modeling of data
and the inferred limits are described in Chapter 5.

4.2 MC simulation samples

Monte Carlo simulation is used to design the analysis, to provide input for back-
ground estimation methods that use data control regions, and to predict event rates
from simplified models. Simulated SM background processes include jets produced
through the strong interaction, referred to as quantum chromodynamics (QCD) mul-
tijets, tt̄+jets, W+jets, Z+jets, γ + jets, tt̄γ, tγ, and Vγ + jets (V = Z, W). The SM back-
ground events are generated using the MADGRAPH5_aMC@NLO v2.2.2 or v2.3.3 genera-
tor [84, 85, 86] at leading order (LO) in perturbative QCD, except tt̄γ and tγ, which
are generated at next-to-leading order (NLO). The cross sections used for normal-
ization are computed at NLO or next-to-NLO [84, 87, 88, 89]. The QCD multijets,
diboson (Vγ), top quark, and vector boson plus jets events are generated with up
to two, two, three, and four additional partons in the matrix element calculations,
respectively. Any duplication of events between pairs of related processes—QCD
multijets and γ + jets; tt̄+jets and tt̄γ; W+jets and Wγ + jets—is removed using gen-
erator information.

The NNPDF3.0 [90] LO (NLO) parton distribution functions (PDFs) are used
for samples simulated at LO (NLO). Parton showering and hadronization are de-
scribed using the PYTHIA 8.212 generator [91] with the CUETP8M1 underlying event
tune [92]. Partons generated with MADGRAPH5_aMC@NLO and PYTHIA that would oth-
erwise be counted twice are removed using the MLM [93] and FXFX [94] matching
schemes in LO and NLO samples, respectively.

Signal samples are simulated at LO using the MADGRAPH5_aMC@NLO generator and
their yields are normalized using NLO plus next-to-leading logarithmic (NLL) cross
sections [95, 96, 97, 98, 99]. The decays of gluinos, top squarks, and neutralinos are
modeled with PYTHIA.

The detector response to particles produced in the simulated collisions is mod-
eled with the GEANT4 [100] detector simulation package for SM processes. Because
of the large number of SUSY signals considered, with various gluino, squark, and
neutralino masses, the detector response for these processes is simulated with the
CMS fast simulation [101, 102]. The results from the fast simulation generally agree
with the results from the full simulation. Where there is disagreement, corrections
are applied, most notably a correction of up to 10% to adjust for differences in the
modeling of pmiss

T .

4.3 Triggers

The analysis phase space is partly driven by the availability of single photon trig-
gers. We make use of two single photon triggers for both the signal region and all
control regions. For the fake-rate background prediction, which relies on extrapolat-
ing from single electron events, we also make use of single electron triggers. For val-
idating the multijet backgrounds, where pmiss

T is dominated by jet mis-measurement,
we make use of a zero photon control region, which is triggered using the inclusive
HT triggers.
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These three triggering strategies and studies of there efficiencies are discussed in
the following sections.

4.3.1 Signal triggers

The signal events for are triggered using a logical OR of HLT_Photon90_CaloIdL_PFHT600
and HLT_Photon165_HE10 which require either a photon with pT > 90 GeV pho-
ton and HT > 600 GeV, or a photon with pT > 165 GeV respectively. In ad-
dition, photons need to have H/E < 0.10. Both of these triggers are seeded by
level-1 triggers that are based on energy deposited in the ECal. The trigger ef-
ficiencies are studied using MET dataset by taking OR of inclusive pmiss

T triggers :
HLT_PFMET*_PFMHT*_IDTight, where * corresponds to 90, 100, 110 & 120. Efficiency
of the trigger is given by

ε =
Events passing photon trigger(s) & MET triggers

Events passing MET triggers
(4.1)

Figure 4.2 shows the efficiency of the Photon165 trigger versus pγ
T for different

data-taking eras and for all 2016 data. No conditions are imposed on kinematic
variables, except that the events should have at least one photon with pT > 100 GeV.
This trigger becomes fully efficient for pγ

T > 190 GeV and has a plateau efficiency of
97.6%.
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FIGURE 4.2: Efficiency of Photon165 trigger versus pγ
T for all eras (left) and split by

eras (right).

For measuring the efficiency of the Photon90_PFHT600 trigger as a function of pγ
T,

Hγ
T > 900 GeV is used. To measure the efficiency as a function of Hγ

T , pγ
T > 100 GeV

is used. Figure 4.3 shows the efficiency of the Photon90_PFHT600 trigger versus both
pγ

T, for events with Hγ
T > 900 GeV , and versus Hγ

T (pγ
T + Σjets pAK4

T ), for events with
pγ

T > 100 GeV. Efficiencies are presented both separated by eras and for all 2016 data
combined. The trigger is fully efficient for Hγ

T > 800 GeV, but has an inefficiency
at high Hγ

T . This inefficiency is ultimately recovered by the Photon165 trigger. The
Photon90_PFHT600 is found to be fully efficiency for pγ

T > 100 GeV for high Hγ
T

events. At plateau, the efficiency is > 95% as a function of Hγ
T or pγ

T.
The combined efficiency from the OR of the Photon165 and Photon90_PFHT600

triggers is shown in Figure 4.4. This efficiency is measured by considering events
with at least 2 jets and the following condition: (Hγ

T > 500 & pγ
T > 190) OR (Hγ

T >
800 & pγ

T > 100). The average efficiency is found to be 98% with a negligible statis-
tical uncertainty. The kinematic dependence of the efficiency amounts to a roughly
2% variation and is taken as a systematic uncertainty, where relevant.

The single (tight) electron control region, used for estimating the fake photon
background, is also triggered using a logical OR of the Photon165 and Photon90_PFHT600
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FIGURE 4.3: Efficiency of Photon90_PFHT600 trigger versus pγ
T (top) and Hγ

T (bot-
tom) for all eras (left) and split by eras (right).
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FIGURE 4.4: Efficiency of the OR of the Photon165 and Photon90_PFHT600 triggers
versus Hγ

T (left) and pγ
T (right).
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triggers. To ensure that there is no trigger bias in our estimations, we measure the
trigger efficiency for events with a single tight electron, shown in Figure 4.5.
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FIGURE 4.5: Efficiency of the OR of the Photon165 and Photon90_PFHT600 versus
Hγ

T (left) and pγ
T (right) for events with one tight electron.

4.3.2 Multijet triggers

Events with zero photons are used to validate the multijet background predictions.
These events are triggered using an OR of the PFHT800 and PFHT900 triggers. The for-
mer HLT path is used only for the early data taking, and the later was used through-
out 2016 data-taking without any prescaling. These triggers are observed to be in-
efficient at high HT. To recover this inefficiency, a single jet trigger is also included,
HLT_CaloJet500_NoJetID. The efficiency for these triggers is shown in Figure 4.6,
which is measured using events which pass the inclusive PFMET*_PFMHT*_ triggers.
The efficiency is found to plateau for at 98% for HT > 1000 GeV. The systematic
uncertainty on this is taken to be +2%/-1%.
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FIGURE 4.6: Efficiency of HLT_PFHT800 trigger for eras B-G, and HLT_PFHT900 OR

HLT_CaloJet500_NoJetID for era H for zero photon events.

4.4 Event selection

The search regions for the analysis require large pmiss
T , large Hγ

T , one high energy pho-
ton, and no leptons. Jets used in this analysis are reconstructed from charged-hadron
subtracted particle-flow (PF) candidates using the anti-kT algorithm [66] with the
distance parameter 0.4. The PF algorithm is used to individually identify and re-
construct all particles produced in the collision (PF candidates); namely charged
hadrons, photons, neutral hadrons, muons, and electrons [62]. The following re-
quirements define the baseline selection:

• Hγ
T > 500 GeV for events with pγ

T > 190 GeV, and Hγ
T > 800 GeV for events

with pγ
T > 100 GeV, where Hγ

T = pγ
T + ∑jets pAK4

T . The photon reconstruction
and identification is described in the following.
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• Photons: Photons are selected using ID criteria described in Section 3.5.4. Pho-
ton candidates whose supercluster is found to be in the pseudorapidity range
of 1.44 < |η| < 1.56, which is the EB-EE transition region are not considered.
Photons are required to have pT > 100 GeV and |η| < 2.5.

• AK4PF jets used in this analysis are required to have pT > 30 GeV, |η| < 2.4
and pass the loose jet ID requirements [103]:
For jets with |η| < 2.4:

– neutral hadron fraction < 0.99,

– neutral EM fraction < 0.99,

– number of constituents > 1,

– charged hadron fraction > 0,

– charged multiplicity > 0,

– charged EM fraction < 0.99

Jets that are matched to isolated photons, within ∆R < 0.3 are not subject to
these requirements.

• Tagging of b-jets:

Although not used for a selection criterion, the number of selected jets sat-
isfying the combined inclusive secondary vertex b-tagging algorithm at the
medium working point (CSVv2M > 0.8484) is used as a discriminating vari-
able [79] and is used for deciding which signal region an event belongs to.

• pmiss
T > 200 GeV for signal region and 100 < pmiss

T < 200 GeV is used for
estimation of γ + jets background.

• Angular cut: The majority of γ+ jets and QCD multijet events in our high-pmiss
T

search region have jets with undermeasured momenta and thus a spurious
momentum imbalance. A signature of such an event is a jet closely aligned
in direction with the pmiss

T vector. To suppress this background, we reject all
events in which either of the two highest-pT jets lie within 0.3 radians of the
pmiss

T vector in the azimuthal coordinate i.e. ∆φ (~pT
miss, ~p jet

T ) < 0.3 for first two
leading jets.

• Muon veto: Muon candidates are selected using medium-ID muon selection
[58] with the additional requirements on impact parameters (IPs):

dxy(µ, PV) < 0.2 cm
dz(µ, PV) < 0.5 cm (4.2)

Muon candidates are required to have pT > 10 GeV and |η| < 2.4. To dis-
tinguish between prompt muons and muons from b-hadron decays, muons
are required to satisfy an isolation requirement, Imini < 0.2, where Imini is the
mini-isolation variable, whose description is similar to the one in Section 3.5.4
for electrons. Any event with a muon satisfying all of the above criteria is
vetoed.

• Electron veto:

Electron candidates are selected using very loose criteria on its properties,
called veto selection. They are required to have pT > 10 GeV and |η| < 2.5
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and satisfy an isolation requirement of Imini < 0.1. Similar to muons, elec-
trons also need to pass IP cuts: dxy < 0.06 cm, dz < 0.5 cm for EB electrons
and dxy < 0.2 cm, dz < 0.9 cm for EE electrons. Any event with an electron
satisfying all of the above criteria is vetoed.

• Isolated track vetoes:

Following the event selection described above, including the muon and elec-
tron event vetoes, there is still some background in the search regions from tt̄,
single-top, and W+jets events with one W → `ν decay. In about half these
background events, the W boson decays to a τ lepton and the τ lepton decays
hadronically, while in the other half, an electron or muon is not identified or
does not satisfy the criteria for an isolated electron or muon candidate given
above. To suppress these backgrounds, we reject events with one or more iso-
lated charged track.

The requirements for the definition of an isolated track differ slightly depend-
ing on whether the track is identified as leptonic or hadronic by the PF algo-
rithm. For leptonic tracks, we require:

– pT > 5 GeV,

– Itk < 0.2,

where Itk is the scalar pT sum of other charged tracks within ∆R < 0.3 of the
primary track, divided by the pT value of the primary track. For hadronic
tracks, we apply slightly tighter requirements:

– pT > 10 GeV,

– Itk < 0.1.

Isolated tracks are considered only if they satisfy

mT(tk, pmiss
T ) =

√
2ptk

T pmiss
T (1− cos ∆φ) < 100 GeV, (4.3)

where ptk
T is the transverse momentum of the track and ∆φ is the azimuthal

separation between the track and ~pT
miss.

To reduce the influence of tracks from extraneous pp interactions (pileup), iso-
lated tracks are considered only if their nearest distance of approach along the
beam axis to a reconstructed vertex is smaller for the primary event vertex than
for any other vertex.

• Event cleaning:

We reject events with a jet that satisfies pT > 30 GeV and |η| < 2.4 if the jet
fails the loose jet ID criteria given above. We apply event filters designed to
reject events with spurious pmiss

T signals [81].

In almost all cases there is a jet matched to a photon within ∆R< 0.3. Since this
jet contains photon plus the activity near it, pjet

T ≥ pγ
T. Any event which does

not have a jet matched to the leading photon or the matching jet pT is less than
pγ

T is also rejected. This criteria, pjet
T ≥ pγ

T, helps in cleaning the data if there are
any photon reconstruction failures (Appendix C).

Table 4.1 summarizes various event selections applied to the search region.
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TABLE 4.1: List of event selections applied to the search regions.

Variable/object Selection
Photon pT > 100 GeV, |η| < 2.4
µ Veto, if pT > 10 GeV & |η| < 2.4 & Imini < 0.2 & IP cuts
e Veto, if pT > 10 GeV & |η| < 2.5 & Imini < 0.1
Isolated e, µ tracks Veto, if pT > 5 GeV & Itk < 0.2 & mT < 100 GeV
Isolated π± tracks Veto, if pT > 10 GeV & Itk < 0.1 & mT < 100 GeV
pmiss

T > 200 GeV
Njets ≥ 2, pjet

T > 30 GeV, |ηjet| < 2.4
Hγ

T (> 800 GeV) ‖ (> 500 GeV if pγ
T > 190 GeV)

min(∆φ1, ∆φ2) > 0.3
Event cleaning filters Pass

4.5 SM background and search regions

The dominant backgrounds for these high pmiss
T , single photons events typically in-

volve either fake pmiss
T , from γ-multijet events, or leptonic decays of weak vector

bosons, which produce neutrinos. In electroweak events, photons can either arise
from a genuine photon, either prompt or non-prompt, or from an electron faking a
photon. While prompt and non-prompt photons are not distinguished in this anal-
ysis, fakes from electrons are estimated separately. Since photons can be produced
from both simulations of matrix elements and parton shower models, via Pythia,
MC simulations are often broken up based on whether or not the matrix element
includes photons or not.

Figure 4.7 shows the expected distributions of pγ
T, pmiss

T , Njets, Nb-jets, and Hγ
T for

SM backgrounds and several signal points after the baseline selection mentioned in
previous section.

Figure 4.8 shows the expected distributions of event yields for SM backgrounds
and a few signal model points after the baseline selection. The final statistical in-
terpretations are made using 25 independent signal regions. These regions are de-
fined by Njets, Nb-jets, and pmiss

T selections. Six groups are defined based on Njets and
Nb-jets, they are listed in table 4.2 along with 6 sidebands which are used for fake
pmiss

T (γ + jets and QCD multijet) background. The sidebands are not used for the
interpretations. Each of these regions, Nb-jets

jets , is further divided into 5 pmiss
T regions

whose boundaries are defined by, 100 < pmiss
T < 200 (sideband), 200 < pmiss

T < 270,
270 < pmiss

T < 350, 350 < pmiss
T < 450, and pmiss

T > 450 GeV. In N0
2−4 the highest pmiss

T
bin is further split such that the highest pmiss

T region corresponds to pmiss
T > 750 GeV.

The first bin in each of the 6 groups in Figure 4.8 corresponds to 100 GeV < pmiss
T <

200 GeV sideband used for estimation of fake pmiss
T background.

4.5.1 Optimization of search bins

The above signal region definitions were optimized by maximizing sensitivity to
some of the SMS models shown in Figure 4.1. For a given gluino mass if the mass
of NLSP is close to mass of gluino mass, then the event has large pmiss

T and soft jets
leading to low jet multiplicity. On the other hand, if the mass of NLSP is much less
than mass of gluino, then there is small pmiss

T , but large hadronic activity leading to
many jets in the final state. To cover both of these scenarios, search region is divided
in bins of Njets, Nb-jets and pmiss

T . Adding Nb-jets binning along with Njets and pmiss
T
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FIGURE 4.7: Distributions of pγ
T, pmiss

T , Njets, Nb-jets, and Hγ
T after baseline selection.

Filled, stacked histograms represent SM backgrounds, taken directly from simula-
tion, open histograms show two examples of T5bbbbZG signals, one with a high
mass (1750 GeV) NLSP and one with a low mass (150 GeV) NLSP. The gluino mass

for both signals is 1800 GeV.
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FIGURE 4.8: Distributions of events after baseline selection. Filled, stacked his-
tograms represent SM backgrounds, taken directly from simulation, open his-
tograms show two examples of T5bbbbZG signals, one with a high mass (1750 GeV)
NLSP and one with a low mass (150 GeV) NLSP. The gluino mass for both signals

is 1800 GeV. The lowest pmiss
T bin is not used for final limit calculations.

TABLE 4.2: Signal regions and sidebands

Nb-jets Njets Notation (Nb-jets
jets )

Bin number
Sideband Signal region

0
2-4 N0

2−4 1 2 - 6
5-6 N0

5−6 7 8 - 11
≥ 7 N0

≥7 12 13 - 16

≥ 1
2-4 N≥1

2−4 17 18 - 21
5-6 N≥1

5−6 22 23 - 26
≥ 7 N≥1

≥7 27 28 - 31

bins gives higher sensitivity if there are any b quarks in the signal model. So these 3
variables are chosen to obtain higher sensitivity. 3 regions are defined based on Njets:
2-4, 5-6 and ≥7. These regions can be represented as N2−4, N5−6, N≥7. Each of these
regions is subdivided into 3 regions based on Nb-jets: 0, 1 and ≥2 (represented as
N0, N1, N≥2). This gives total of 9 regions; all these 9 regions are further divided in
pmiss

T dimension with the following bin boundaries : 100-120, 120-160, 160-200, 200-
270, 270-350, 350-450, ≥450. In total there are 63 search bins. This binning can give
very good sensitivity, but there will not be enough statistics in the control regions
to predict the background. In this analysis, single electron +γ control sample (CS),
used for lost electron estimation, is one of the smallest control samples. These 63
bins need to be merged in Njets, Nb-jets or pmiss

T to avoid too many bins with 0 CS
events; without sacrificing too much on sensitivity. Different ways of merging the
bins is studied and for each of them expected exclusion curve is plotted in figure 4.9
for T5qqqqHG (left) and T5bbbbZG (right) models.

In the legends, numbers shown in subscript refers to Njets and superscript refers
to Nb-jets. These 63 bins are represented as (N2−4, N5−6, N≥7)× (N0, N1, N≥2) with
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each of these regions subdivided into 7 pmiss
T bins.

In figure 4.9, red curve (corresponding to 63 bins) gives the best exclusion, but
it has many bins with low CS events. Next best exclusion is obtained with orange
curve which corresponds to 7 pmiss

T bins × 3 bins in Njets × 2 bins in Nb-jets. Based
on this scenario final search bins are determined. To increase the sensitivity for com-
pressed scenario (mass of gluino is close to mass of NLSP), last pmiss

T bin in N0
2−4 is

further divided into 450-750 and ≥750 GeV.
These optimization studies are done based on MC samples, by considering MC

statistical uncertainties and additional 20% uncertainty for each bin and for each of
the MC samples, including signal samples.

The final search region starts at pmiss
T ≥ 200 GeV, whereas in these studies, re-

gions ≥ 100 GeV are also considered. This does not affect the optimization, since
100 < pmiss

T < 200 GeV region is background enriched and does not contribute to
sensitivity.
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FIGURE 4.9: Expected exclusion curves for different types of binning for
T5qqqqHG (left) and T5bbbbZG (right). In the legends, subscript j in Ni

j refers
to number of jets and superscript i refers to number of b-tagged jets. The red curve
corresponds to 63 search bins defined as (Njets = 2-4, 5-6, ≥ 7) × (Nb-jets = 0, 1, ≥ 2)
× (7 pmiss

T bins). Other curves are obtained by combining these 63 bins in either
Njets or Nb-jets or pmiss

T or any combination of these variables. The final binning of
the analysis is based on orange curve defined as (Njets = 2-4, 5-6, ≥ 7) × (Nb-jets = 0,

≥ 1) × (7 pmiss
T bins).

4.6 Background Estimation

In order to have a robust background prediction over all analysis bins, it is necessary
to individually estimate the various background components since the composition
is expected to vary dramatically in various bins (Figure 4.10). Low pmiss

T regions have
more γ + jets background, high pmiss

T regions with low Njets or Nb-jets is dominated
by processes involving Z or W, and the high pmiss

T , high Njets, high Nb-jets region is
mainly tt̄+jets or tt̄γ dominated.

There are four main sources of background events: events with a lost lepton
(lost e/µ) or a hadronically decaying tau leptons, events in which an electron from a
W → eν decay fakes a photon, Z → νν̄ events produced in association with a γ, and
fake pmiss

T events.
The lost lepton background arises from events in which the charged lepton from

a leptonically decaying W, produced directly or from the decay of a top quark, fails
to be identified by being out of acceptance, or failing the identification or isolation
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FIGURE 4.10: Pie charts showing relative background composition in various Njets

and Nb-jets regions for pmiss
T of 200 - 350 GeV on left and pmiss

T ≥ 350 GeV on right.

requirements. For example, in events with high pT top quarks, the top quark decay
products will be collimated, forcing the b-jet to be closer to the charged lepton. In
these cases, events are more likely to fail the isolation requirements. These events are
estimated by studying events with both a well-identified photon and lepton (e/µ) in
both data and simulation.

The hadronic-τ background arises from events in which τ leptons from W decays
decay to mesons and neutrinos, which occurs ∼ 65% of the time. Due to lepton
universality, the fraction of hadronically decaying τ events can be estimated from
single muon after correcting for reconstruction differences and for the hadronic-τ
branching fraction.

Fake photon events primarily arise from electrons from W decays faking pho-
tons. This can happen when a pixel seed fails to be associated with the photon can-
didate. Given a fake rate, which relates events with well-identified electrons with
events with well-identified photons, the fake photon background can be estimated
from a single electron (zero photon) control region. The fake rate will be estimated
in MC and data/MC corrections are studied to account for any MC mismodeling.

Invisible Z decays constitute a major background for low Nb-jets or Njets multi-
plicity, high pmiss

T events. These events have a natural counterpart, Z(µµ) and Z(ee)
events, which can be studied in both data and MC to predict the Z(νν) contribution.

Fake pmiss
T events occur primarily in events with a single photon and jets, where

one of the jets’ energy is mismeasured. These events primarily contribute to the low
pmiss

T phase space. These events are greatly reduced by requiring events to have a
large angle, in the transverse plane, between pmiss

T and the leading and subleading
jets, ∆φ > 0.3. There are several control regions that will be used to estimate these
events, events with zero photons, events with a photon, but after inverting the ∆φ
cuts, finally, the whole method will be anchored to the high ∆φ, photon signal region
with low pmiss

T . Region ∆φ (~pT
miss, ~p jet

T ) > 0.3 for first two leading jets is defined as
high ∆φ and low ∆φ is the region with does not pass this criteria (one of the jets or
both of the jets are aligned, ∆φ <0.3, with pmiss

T ).

4.6.1 Lost lepton estimation

The lost lepton background is estimated from single lepton prompt (e,µ) plus photon
control regions. The definition of electrons and muons are the same as those used for
the signal region veto defined in Section 4.4. Both the control regions require exactly
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one lepton (e,µ) and veto the opposite flavor lepton (µ,e). In order to reduce the ef-
fect of signal contamination from signals with W bosons, for example, events in the

control region are also required to satisfy mT =
√

2p`T pmiss
T (1− cos(∆φ)) < 100 GeV.

Figure 4.11 shows the distribution of mT for µγ events for SM processes and repre-
sentative signal models (signal is scaled up by a factor of 10). For standard model
events, mT is constrained by the W boson mass, whereas for the signal, missing
transverse momentum from the gravitinos is included in mT . The region with
mT < 100 GeV provides a background-enriched sample with very small signal con-
tamination.
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FIGURE 4.11: The transverse mass, mT distribution for µγ events. Standard model
processes are shown as filled histograms, representative signals of T5ttttZG model
are shown as solid lines, and the signal is scaled up by a factor of 10 for better

visualization.

All other selections for the control region, isolated track vetos, Hγ
T , pmiss

T , Njets,
and ∆φ are the same as the signal region. The control region events are triggered
using the same triggers as the signal region and the same trigger efficiency correc-
tion/efficiencies are applied.

The method relies on weighting single lepton events. Event weights are de-
rived from simulations for electron and muon control samples separately. The event
weights are derived according to,

Npred
lost−` = Ndata

` (pmiss
T , Njets, Nb-jets) · TMC(pmiss

T , Njets, Nb-jets)

where TMC(pmiss
T , Njets, Nb-jets) = NMC

lost−`(pmiss
T , Njets, Nb-jets)/NMC

` (pmiss
T , Njets, Nb-jets)

(4.4)

Ndata
` and TMC are the observed yields in the control region and the simulation-

derived event weight for a corresponding search region. For the muon (` = µ)
transfer factors, we include events with zero e,µ, but at least one hadronic-τ in the
numerator of the transfer factor.

Table 4.3 shows the event weights for the two lost-lepton control regions. These
weights are typically 0.5 (0.75) for the e (µ) control regions.

To test the paremeterization of the event weights, the lost lepton method is evalu-
ated on simulated data. Figure 4.12 shows comparisons of the predicted event yield
in each of the search regions and the true event yield from simulation for the electron
and µ + τhad events. The event weight parameterization is found to predict the true
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TABLE 4.3: Parameterization of transfer factors for lost-e and lost-µ + τhad events.

Event weight
High-∆φ Low-∆φ

Nb−jets
jets pmiss

T Lost-e Lost-µ + τhad Lost-e Lost-µ + τhad

N0
2

100-150 0.55 ± 0.06 1.05 ± 0.07 0.23 ± 0.04 0.75 ± 0.10
≥ 150 0.42 ± 0.04 0.84 ± 0.06 0.24 ± 0.04 0.66 ± 0.10

N0
3

100-150 0.30 ± 0.04 0.81 ± 0.06 0.20 ± 0.04 0.59 ± 0.12
≥ 150 0.30 ± 0.04 0.67 ± 0.06 0.21 ± 0.04 0.54 ± 0.13

N0
4

100-150 0.29 ± 0.06 0.62 ± 0.10 0.26 ± 0.08 0.43 ± 0.12
≥ 150 0.64 ± 0.06 1.23 ± 0.08 0.20 ± 0.04 0.67 ± 0.07

N0
5−6

100-150 0.30 ± 0.02 0.97 ± 0.05 0.16 ± 0.03 0.60 ± 0.07
≥ 150 0.36 ± 0.03 0.79 ± 0.05 0.11 ± 0.02 0.43 ± 0.05

N0
≥7

100-150 0.25 ± 0.03 0.64 ± 0.04 0.17 ± 0.03 0.54 ± 0.07
≥ 150 0.33 ± 0.08 0.73 ± 0.10 0.17 ± 0.05 0.59 ± 0.20

N≥1
2−4

100-150 0.51 ± 0.05 0.87 ± 0.09 0.43 ± 0.06 0.98 ± 0.18
≥ 150 0.39 ± 0.04 0.70 ± 0.07 0.21 ± 0.06 0.81 ± 0.15

N≥1
5−6

100-150 0.44 ± 0.08 0.64 ± 0.09 0.27 ± 0.09 0.45 ± 0.17
≥ 150 0.57 ± 0.05 1.11 ± 0.10 0.27 ± 0.04 0.68 ± 0.10

N≥1
≥7

100-150 0.35 ± 0.04 0.79 ± 0.07 0.25 ± 0.04 0.54 ± 0.07
≥ 150 0.36 ± 0.06 0.67 ± 0.10 0.25 ± 0.06 0.53 ± 0.10
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FIGURE 4.12: Expected closure of lost electron (left) and lost µ + τhad (right) pre-
dictions where simulated event yields are treated like data.

event yield for each of the search regions with the largest observed deviation corre-
sponding to a 30% discrepancy, which is consistent with expectations from statistical
fluctuation only. The uncertainty on the event weights from limited MC statistics is
propagated to the final predictions. Any non-closure seen in the tighter pmiss

T region
will be covered by the control sample statistical uncertainty in data.

To model the uncertainty on the prediction due to limited statistics from the sin-
gle lepton control regions, each prediction will have a prior distribution modeled by
a gamma distribution that uses the observed control region statistics and the aver-
age transfer factor. The average transfer factor is defined to be the prediction divided
by the raw observed control region event yield. In bins where there are no events
observed, the average transfer factor is computed based on MC events yields.

Other sources of systematic uncertainty correspond to effects related to:

• lepton scale factors

• b-tagging scale factors

• PDF and scale uncertainties
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• modeling of mT in simulations

• modeling of colinear photons

The PDF and scale uncertainties are studied by varying the MC weights accord-
ing to 101 and 9 weight sets respectively. For each variation the average transfer
factor for all signal regions combined is computed. The maximum variation of the
lost µ + τhad average transfer factor is found to be 1.3% and 0.7% for the PDF and
scale variations, respectively. The maximum variation of the lost µ average TF is
found to be 1.3% and 0.7% for the PDF and scale variations respectively. For the
lost-e, 4.8% and 1.0% variations were found in TF because of the PDF and scale vari-
ations, respectively. The maximum variation of these alternative weights is added
as a systematic uncertainty on the lost-lepton and τhad prediction. A single nuis-
nace parameter is used to model this uncertainty, correlating all signal regions and
correlating the effect of PDF and scale uncertainties for both lost-e and lost-µ + τhad
predictions.

The effect of JEC uncertainties are studied by varying both jet pT and pmiss
T . This

variation can cause events to migrate below the minimum pmiss
T or Hγ

T thresholds, or
above the maximum mT threshold for single lepton events. No trends are observed
versus the various signal region. There is a 2% (0.6%) effect on the lost-e (lost-µ +
τhad) transfer factor, averaged over all signal regions. The 2% effect for the lost-
e prediction is applied as a systematic uncertainty. The effect on the lost-µ + τhad
prediction is neglected. The same correlation model as used for the PDF and scale
uncertainties is applied for the JEC uncertainty systematic.

The modeling of the mT distribution is potentially effected by generator level cuts
in MC samples, but this effect is found to be less than 1% and is neglected.

The effect of uncertainties on the lepton scale factors are propagated to the lost-
e and lost-µ + τhad transfer factors. These are found to have a 2% effect, which is
assumed to be correlated among common pmiss

T bins.
Finally the effect of b-tagging scale factor uncertainties was checked. It was

found to have < 1% effect on the lost-lepton transfer factors and is neglected.
Comparisons between simulation and data for single lepton events show a sys-

tematic mismodeling of events with small angle between the e/µ and the photon.
This is due to generator level cuts on the angle between photons and partons, in
Madgraph W/tt̄ + γ samples, of ∆R < 0.5, which is not well modeled by pythia
W/tt̄+jets samples. Figure 4.13 shows the ∆R(e, γ) and ∆R(µ, γ) distributions. The
region ∆R(e, γ) < 0.2 is excluded due to the photon/electron isolation cuts. To
assess the effect of the missing low ∆R phase space, the average transfer factor is
derived for events with ∆R > 0.5 and compared to the average transfer factor com-
puted with all events. The effect is found to be a 12% effect on the lost-e transfer
factor and < 1% on the lost-µ + τhad transfer factor. Since no trends are found ver-
sus various signal regions, a flat 12% uncertainty is applied to lost-e prediction. No
systematic uncertainty is applied to the lost-µ + τhad prediction.

The observed event yields and the corresponding predictions are shown in Ta-
ble A.1 (for high ∆φ) and Table A.2 (for low ∆φ) of appendix A. Comparisons of the
observed yields and expected MC yields for the e + γ and µ + γ control regions in
Figures B.2 and B.1 of appendix B.

4.6.2 Estimation of events with electrons faking photons

The fake-rate estimation predicts the expected rate from W(eν) events where the
electron fakes a photon. The method relies on computing an e→ γ fake rate, derived
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FIGURE 4.13: Distribution of ∆R(`, γ) for single electron (left) and single muon
(right) events.

from a mixture of simulation and data, and applying the fake rate as an event weight
to the single electron control region, in which we veto events with a photon.

The kinematic selection for the single electron control region is exactly the same
as the single photon control region except that we require exactly zero photons, ex-
actly one electron with tight ID criteria, and use the tight electron 4-vector in place
of the photon 4-vector where relevant.

The crux of this method is the derivation of the fake rate. The fake rate in a given
region of phase space is defined to be the ratio of events with photons and no elec-
tron with respect to events with exactly one tight electron and zero photons. The
fake rate will be derived using simulated W/tt̄ events. However, due to MC mod-
eling of various nuisances relevant to electron reconstruction, an overall difference
is to be expected between data and MC fake-rates. To correct for this, we will also
measure the fake-rate in data and MC using DY events with a tag-and-probe (T&P)
method. These T&P measurements will be used to correct the fake rates derived on
W/tt̄ simulations.

The overall prediction is then given by:

Ne→γ = Ndata
e · f tt,W · βdata/MC · ε

trig
SR

ε
trig
CR

, (4.5)

where f tt,W is the fake-rate derived from W/tt̄ simulation, β represents the T&P
corrections factors, and ε represents the measured trigger efficiency.

There are two important paramterizations, namely, f tt,W and β.

Fake-rate parameterization

The fake rate is parameterized as a function of local metrics relevant to electron
reconstruction; the electron pT and the charged track multiplicity, Qmult around the
electron are found to give the best closure on MC. The metric Qmult is defined to be
sum of charged constituents of jet i.e. the charged PF candidates associated with the
jet, which is matched to the electron within ∆R < 0.3. Since we require electrons
have at least pT > 100 GeV, the jet clustering algorithm almost always clusters the
electron into an AK4PF jet along with any neighboring activity. Hence, Qmult is a
well defined quantity for high pT electrons. On the rare occasions that there is no
matched jet, the event is rejected. The distribution of Qmult is shown in Figure 4.14
for DY, W+jets, and tt̄ events.

When deriving the fake-rate from simulation events are divided into two cat-
egories, signal region (SR) events, and control region (CR) events. Signal region
events are those with zero electrons found and an EM objects matched, ∆R < 0.2,
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FIGURE 4.14: Qmult distribution in a jet matched to the electron in
DY, W+jets, and tt̄ events. Each of these distribution are scaled to

unit area.

to a gen-level electron. Control region events are those with 1 tight electron (pT >
100 gev), exactly zero photons, and mT(e, pmiss

T ) < 100 GeV; the last requirement in-
creases the purity of the control sample and avoids overlap with signal events. After
these selections are applied, the fake rate is then defined as f tt,W = NSR/NCR.

Table A.3 shows the parameterization of the fake rate that is used. To validate
this parameterization, the fake rate method is applied to MC and the prediction is
compared to the true yields from simulation. Figure 4.15 show the comparison of
the prediction (applying the fake rate parameterization to single electron MC events)
and true yields; the agreement is found to be within 20%.
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FIGURE 4.15: Comparison of fake rate prediction using fake rate parameterization
and true MC yields using W/tt̄ + (γ) simulations versus pmiss
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right), Nb-jets (bottom left) and search bins (bottom right). The hashed region in the

lower panel of bottom right plot shows the total systematic uncertainty.

Data/MC fake rate corrections

The data/MC corrections for the fake rate are computed using a T&P method on
Drell-Yan events. Z bosons are reconstructed using a tag object and a probe object.
The tag object definition is one tight electron with pT > 40 GeV. The probe can
either be one tight electron or one photon with pT > 100 GeV. Event selections
otherwise includes, Njets ≥ 2, pmiss

T < 100 GeV, zero isolated tracks (not including
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the tag/probe objects), and ∆R(tag, probe)> 0.2. In the case where the probe satisfies
the tag criteria, the tag is chosen randomly and the event is counted twice.

Once the photon and electron candidates are formed, the m`` distribution is fit
using a Briet-Wigner convoluted with a Gaussian to model the Z boson peak and a
polynomial to model the combinatorial background. The fit is performed on both
data and MC in regions of Qmult, which is the variable for which the discrepancies
between data and MC are found to be the largest. Table 4.4 shows the fitted fake rate
in data and MC, and the corresponding correction factor in each of the Qmult bins.
Figure 4.16 shows the fit results for each of the fake rate measurements.

TABLE 4.4: Fake rate as measured by T&P procedure on Drell-Yan
events in data and MC.

Qmult MC fake rate data fake rate scale factor
0-1 0.014 ± 0.002 0.016 ± 0.003 1.17 ± 0.27
≥2 0.015 ± 0.001 0.018 ± 0.002 1.21 ± 0.16
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FIGURE 4.16: Tag & probe fits of the fake rate in 0-1 Qmult bins (top row) and
≥ 2 Qmult bins (bottom row). The first and second columns are the the photon
region and electron region fits in MC, respectively. The third and fourth columns

are the photon region and electron region fits in data, respectively.

Fake rate prediction

Using the results described above, the prediction for the fake photon background is
shown in Table A.4 (for high ∆φ) and Table A.5 (for low ∆φ).

4.6.3 Invisible Z estimation

The invisible Z background is estimated using a Z(``) plus γ control region. The
method relies on the fact that for γZ(νν) events, the pmiss

T is roughly equal to the
transverse momentum of the Z boson. There is also a small contribution from limited
resolution of other objects in the event – primarily jets; this effect of finite resolution
means that pT,Z(``) cannot be used directly as a proxy for pmiss

T .
The Z(``) plus γ events are required to have one high-pT photon and two oppo-

sitely charged, same flavor leptons (e, µ) whose invariant mass is consistent with the
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Z mass, 80 < m`` < 100 GeV. For the purposes of computing event level kinematic
variables, the effect of leptons is removed. For Hγ

T , Njets, Nb-jets, and ∆φ jets which are
matched, ∆R < 0.3, to the charged leptons are ignored. For pmiss

T the reconstructed
transverse momentum of the Z candidate is added to the pmiss

T vector. This cleaning
procedure allow for finite jet resolution to smear the pT,Z(``) and provide a consis-
tent way of modeling the kinematics of neutrino decays. The kinematic selections
are then the same as the signal region, but using these “cleaned” variables.

Z(``) plus γ events have one primary difference with respect to Z(νν)+γ events;
the former can result from the photon being radiated by charged leptons from the
Z boson decay. This effect is small for our phase space, pT,Z(``) pmiss

T > 100 GeV
and pγ

T > 100 GeV. However, these events will typically produce a photon which is
roughly colinear with one of the charged leptons in the event. We require that the
angle between any electron or muon and the photon be ∆R(e/µ, γ) > 0.2. We also
require the invariant mass of di-lepton pair to be in the range 80− 100 GeV which
further supresses the photon radiation from lepton.

The triggers for the γ-DY control region are the same as the signal region triggers.
Because of the low statistics for Z(``)+γ events, the pmiss

T shape will be taken di-
rectly from MC. The overall event yield will be measured by scaling the Z(νν) + γ
event yield by a MC transfer factor, TF, (NMC

νν+γ/NMC
ll+γ) that will account for the rela-

tive branching fraction, B(νν)/B(``), and reconstruction efficiencies of the charged
leptons. The kinematics of the Z(νν)+γ and Z(``)+γ are very identical and they are
shown in figure 4.17 for some of the variables. Because of the nonavailability of the
Z(``)+γ MC samples with pγ

T < 130 GeV, these transfer factors are derived from
high pγ

T region.
The prediction is given by,

Ndata
νν+γ(SR Bin) = Ndata

ll+γ · βll+γ ·
(NMC

νν+γ

NMC
ll+γ

)pT
γ>190

·
NMC

νν+γ(SR Bin)

NMC
νν+γ

(4.6)

where β``+γ represents the purity of the Z(``)+γ control region and the last term
NMC

νν+γ(SR Bin)/NMC
νν+γ represents a MC template that determines the pmiss

T ,Njets shape
of the prediction; the template is computed independently for each of the signal re-
gions. Ndata

``+γ represents the observed number of events in data while NMC
``+γ rep-

resents the expected number of from MC; both are computed inclusively in search
bins. As mentioned before, we derive TF in pγ

T > 190 GeV region. There are two
reasons why the same TF is applicable even at low photon pγ

T regions:

• The number of events that lie in the region 100 < pγ
T < 190GeV is a small

fraction of the total events (about 15%).

• TF is not dependent on photon pT (top left plot in Figure 4.17).

The purity of the Z(``)+γ control region is determined from a fit to the invariant
mass, m``, distribution. This isolates contamination from γtt̄ events, which are ex-
pected to have a roughly flat distribution. The purity is checked in three different
ways, using MC to predict the number of tt̄γ events, using a fit to the m`` distri-
bution, and using the opposite-sign, different-flavor control sample (eµγ). All three
prediction give consistent results when calculated within the baseline phase-space,
which are reported in Table 4.5. The uncertainties associated with our prediction of
the Z(``)γ purity is also propagated to the final Zγ prediction.
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T
(top left), pmiss

T (top right), Nb-jets (bottom left) and Njets (bottom right)
for pγ

T > 190 GeV

TABLE 4.5: Purity in the Zγ control region.

Method
Nb-jets MC m`` fits eµ CR
≥ 0 0.978 ± 0.009 0.97 0.97 ± 0.03

Because of the very low statistics in low ∆φ region in data, we make use of scale
factors that are derived using high ∆φ events to predict events in the low ∆φ region.
Scale factor is given by eqn.4.7 and it is found to be 1.11± 0.21.

SF =

(Ndata
ll+γ · βll+γ

NMC
νν+γ

)pT
γ>190,high ∆φ

(4.7)

Prediction in low ∆φ region is,

Ndata
νν+γ(SR Bin) = SF · NMC

νν+γ(SR Bin) (4.8)

To account for systematic uncertainties associated with the MC modeling of the
pmiss

T shape, we apply the full electro-weak corrections obtained from theory calcula-
tions [104] as a function of pmiss

T . These uncertainties are listed in Table 4.6. they can
be as high as 40% in highest pmiss

T bin. These uncertainties are treated as correlated
across pmiss

T bins for the limit setting procedure. Uncertainties from b-tag SF are also
considered and they are 2% in 0b-tag bins and 6% in ≥ 1b-tag bins. The b-tag SF
uncertainty is treated as anti-correlated in 0 and ≥ 1 b-tag bins. Final predictions for
Z(νν) + γ are listed in Table A.6 for high ∆φ and in Table A.7 for low ∆φ regions.

4.6.4 γ + jets and QCD multijet estimation

Along with the presence of a well identified high pT photon in the event, the γ + jets
production contributes to the background in search regions if one of the jets in an
event is mis-measured resulting in fake pmiss

T or it contains a jet originating from b-
quarks with a semileptonic decay of B mesons. Fluctuations in hadronization of jets
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TABLE 4.6: Electroweak corrections as a function of pmiss
T .

pmiss
T (GeV) % EW Correction
100-200 8
200-270 18
270-350 20
350-450 25
450-750 35
≥ 750 40

can also result in an energetic π0 misidentified as a photon which along with fake
pmiss

T originating from other jets in the event can result in a QCD multijet production
contribution to the search regions. Fake pmiss

T arising from mis-measurements of jets
or semileptonic b-jets is usually aligned with the jet itself. Hence, a most of this
background is rejected by angular cuts summarized in section 4.4 i.e. ∆φ (~pT

miss,
~p jet

T ) > 0.3 for first two leading jets. The main contribution to background is due to
the γ + jets processes and QCD multijet contribution is very small. In the method
described in this section, the total background due to fake pmiss

T is estimated without
further separating the QCD multijet and γ + jets processes. The control sample to
estimate the γ+ jets and QCD multijet background is derived inverting the ∆φ (pmiss

T ,
jet1) and ∆φ (pmiss

T , jet2) criteria (min(∆φ1, ∆φ2) < 0.3) while keeping all the search
selections intact except that 100 < pmiss

T < 200 GeV sideband is also used. Since fake
pmiss

T and mis-measured jets are mostly aligned in transverse direction, the inverted
∆φ region provides a high statistics region rich in multijet background. Figure 4.18
shows the min(∆φ1, ∆φ2) distribution in MC with pmiss

T > 200 GeV.
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FIGURE 4.18: Distribution of min(∆φ1, ∆φ2) in MC after applying all signal region
selections except angular cuts. The region min(∆φ1, ∆φ2) below 0.3 serves as a γ +
jets enriched sample and min(∆φ1, ∆φ2) > 0.3 is the signal region. In this plot,
pmiss

T > 200 GeV selection is applied. The histograms shown as lines represent two
signal models which indicate that there is negligible signal contamination.

The method briefly summarized as follows:

• Using the low pmiss
T sideband, ratio R(Njets, Nb-jets) = high-∆φ/low-∆φ is de-

termined. This ratio is determined from data sideband. Contribution from
electroweak background (lost lepton + τhad, e faking photon and invisible Z)
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is subtracted from event yields before measuring the ratio. The R(Njets, Nb-jets)
means that the ratio is binned in the bins of jet multiplity and b-jet multiplicity.

• The number of events obtained in low-∆φ region in pmiss
T >200 GeV region,

after subtracting the electroweak backgrounds, is multiplied with the ratio to
obtained number of events in the search regions.

• Since ∆φ and pmiss
T are not completely independent, the method is corrected

for dependence on pmiss
T using the MC, using an additional correction factor,

κ(Njets, Nb-jets), where the quantities in bracket shows the binning variables.
So in this sense, it is a ABCD method modified to correct for ∆φ and pmiss

T
dependencies using the κ factor.

• The factor κ is validated in data using zero photon events using jet with highest
neutral electromagnetic fraction as a proxy to photon.

The boundaries for high-∆φ and low-∆φ, and high pmiss
T and low pmiss

T used as
ABCD regions are shown in Figure 4.19 (left).

FIGURE 4.19: Definitions of various regions used in ABCD methods.
Region D is signal region where background is to be estimated or

validation region for zero photon sample.

The ratio of high-∆φ to low-∆φ has a strong dependence as a function of pmiss
T .

This dependence is accounted for by an additional correction factor using ratio, R,
in low and high pmiss

T regions in MC. That is a factor κ defined as
κ(Njets, Nb-jets) = R(Njets, Nb-jets) (high pmiss

T )/R(Njets, Nb-jets)(low pmiss
T ).

Please note that the ratio R and double ratio, κ are binned in the bins of Njets and
Nb-jets.

Using these values of R and κ, the performance of the method is validated using
MC simulation. If the numbers R and κ were derived using exact search region def-
initions, the closure would be one. Hence this validation mainly tests performance
parameterization of these factors. The results of this closure tests are shown in Fig-
ure 4.20 as a function of search bins used for this analysis. The number of γ + jets
and QCD multijet background events estimated using the methods (blue) closely re-
produces those expected in search regions (cyan). The first bin in each Njets-Nb-jets

block corresponds to 100 < pmiss
T < 200 GeV control regions, where expected and

predicted backgrounds exactly match by definition.
Since the double ratio κ(Njets,Nb-jets) used for correcting R in low and high pmiss

T
regions is obtained from MC, and makes an important component of this method,
it is validated using data. To define the data control sample, photon selection is in-
verted and events with a well identified photon are vetoed. In these zero photon
events, the jet with the highest electromagnetic fraction is used as a proxy to the
photon, and all baseline selection criteria are applied to the event. The jet used as
proxy-photon is removed from the list of jets to avoid any double counting of the ob-
jects. With this zero photon event sample, double ratio, κ(Njets,Nb-jets), is calculated
exactly as in MC events.
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FIGURE 4.20: Comparison of γ + jets and QCD multijet background
estimated using low-∆φ control regions taken from MC (blue) to that

expected in search regions (cyan).

TABLE 4.7: Double ratio(κMC) computed in the one γ regions and
ratio of high-∆φ to low-∆φ (Rdata) obtained from data using 100 <

pmiss
T < 200 GeV region with electroweak contribution subtracted.

Nb-jets Njets KMC Rdata

0
2 - 4 0.29 ± 0.04 0.80 ± 0.02
5 - 6 0.47 ± 0.11 0.94 ± 0.05
≥ 7 0.40 ± 0.11 1.04 ± 0.17

≥ 1
2 - 4 0.24 ± 0.05 0.65 ± 0.03
5 - 6 0.34 ± 0.07 0.91 ± 0.09
≥ 7 0.47 ± 0.34 1.29 ± 0.26

The zero photon control sample is obtained from the data collected using a com-
bination of inclusive HT and single jet triggers as explained in 4.3. The electroweak
contribution to this sample is subtracted using event yields from the MC simula-
tion samples. The MC event yields are corrected for the trigger efficiencies. Since
these triggers achieve efficiency plateau only for HT >1 TeV, the HT >1 TeV region
is used for validating the double ratio. The closure of this validation method in MC
is shown in Figure 4.21.

The values of double ratio, κ(Njets,Nb-jets) obtained from zero photon validation
region in data and MC are compared in Figure 4.22.

The uncertainties on predicted γ + jets and QCD multijet background is dom-
inated by statistical size of event sample in low-∆φ control region with pmiss

T >
200 GeV i.e. the region B, and ranges from 6-100%. These components of system-
atic uncertainties are taken uncorrelated across all bins. An additional contribution
to this control region is due to uncertainties on predicted electroweak backgrounds
which is subtracted from region B. This can range between 10-100%. Since R(Njets,
Nb-jets) = high-∆φ/low-∆φ is defined in the bins of Njets and Nb-jets from low pmiss

T
sideband in single photon side band, statistical uncertainties on R are taken to be
correlated for all bins with same Njets and Nb-jets. The uncertainties on double ratio
have two components: (a) difference between K0γ in data and MC, and (b) statisti-
cal uncertainty on KMC

0γ . These two contributions are added in quadrature to assign
the systematic uncertainties which are also taken fully correlated for all bins with
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FIGURE 4.21: In zero photon validation region in MC, comparison of
γ + jets and QCD multijet background estimated using low-∆φ con-
trol regions taken from MC (blue) to that expected in search regions
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FIGURE 4.22: The double ratio κ in each Njets-Nb-jets region for zero-
photon events. The filled black circles are the observed κ values af-
ter subtracting the electroweak contamination based on simulation.
The open blue squares are the κ values computed directly from sim-
ulation. The ratio is shown in the bottom panel, where the shaded
region corresponds to the systematic uncertainty in the γ + jets pre-
diction. In the label Nb

j , j refers to the number of jets and b refers to
the number of b-tagged jets.

same Njets and Nb-jets. The final predictions of γ + jets and QCD multijet processes is
shown in A.8.

4.7 Systematic uncertainty for signal models

We consider a variety of experimental and theoretical systematic uncertainties on
the signal rates. They are:

• Luminosity: A flat uncertainty of 2.5% is used.
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• Isolated track veto: A flat uncertainty of 2% is assigned to the T5ttttZG, T5bbbbZG,
T5qqqqHG and T6ttZG signal samples to account for any data/MC differ-
ences.

• PF Jet ID: Some of the PF Jet ID criteria, defined in Section 4.4, are not well-
modeled in the fast simulation. Therefore, the jet ID criteria are not applied
to the fast simulation samples. The efficiency of the event cleaning cut on the
signal samples is expected to be >99% from the full simulation, so corrections
are not needed. The uncertainty in this correction is taken to be a flat 1% un-
certainty.

• b-tag efficiency: The b-tagging and mistagging scale factors are functions of
the jet pT and η. The scale factors are varied by their uncertainties and these
variations are propagated as migrations between the different signal bins, with
no effect on the overall signal efficiency. The b-tagging, charm-mistagging, and
light flavor-mistagging scale factors are varied independently.

• b-tag FastSim corrections: The b-tagging and mistagging performance in the
fast simulation must be corrected to match the full simulation. Separate cor-
rection factors are derived for b-jets, c-jets, and light flavor jets, as functions of
the jet pT and η. As with the scale factors above, the correction factors for each
type of jet are varied independently by their uncertainties and these variations
are propagated as migrations between the different signal bins.

• Jet Energy Corrections: The jet energy corrections (JECs) are varied using the
pT- and η-dependent jet energy scale uncertainties, with a separate set of cor-
rections for the fast simulation samples. These variations are propagated into
the various jet-dependent variables, including: Njets, Nb-jets, pmiss

T , ∆φ(jet, pmiss
T )

and Hγ
T . The effect is 5% or less.

• Jet Energy Resolution: Simulated jet momenta are smeared to match that in
data, and the smearing factors are varied according to uncertainties on the
jet energy resolution measurements. These variations are propagated into the
various jet-dependent variables, including Njets, Nb-jets, pmiss

T , ∆φ(jet, pmiss
T ) and

Hγ
T . The overall effect is 2%.

• pmiss
T Uncertainty : Mainly special treatment of pmiss

T modeling in FastSim, and
is expected to be important only in compressed regions. The signal yields are
obtained using GenMET, summing all visible generator-level particles, and
PFMET and average of the GenMET and PFMET is taken as central value.
A flat uncertainty equal to one-half the difference between the GenMET and
PFMET, fully correlated among pmiss

T bins is used for limit settings. This pro-
cedure results in less than a few percent uncertainty in non-compressed and
< 10% uncertainties in highly compressed regions.

• ISR: An ISR correction is derived from tt̄ events, with a selection requiring two
leptons (electrons or muons) and two b-tagged jets, implying that any other jets
in the event arise from ISR. The correction factors are 1.000, 0.920, 0.821, 0.715,
0.662, 0.561, 0.511 for Njets-ISR= 0, 1, 2, 3, 4, 5, 6+. For signal samples, number
of ISR jets is the number of jets which are not originating from decay of gluino
or vector boson or Higgs or top. The corrections are applied to the simulated
signal samples with an additional normalization factor, typically ∼1.15 (de-
pending on the signal model), to ensure the overall cross section of the sample
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remains constant. The systematic uncertainty in these corrections is chosen to
be half of the deviation from unity for each correction factor. The effect on
the yield ranges from 4 − 30%, with the largest effect for compressed signal
models. This is the most dominant uncertainty for the signal models which
populate high Njets bins.

Following theoretical uncertainties are evaluated for each signal model point or
explained otherwise.

• Scales: The uncertainty is calculated using the envelope of the weights from
varying the renormalization and factorization scales, µR and µF, by a factor of
0.5 and 2 independently [105, 106]. The effect on the yield is 2%.

• PDFs: The LHC4PDF prescription for the uncertainty on the total cross section
is included as ±1 sigma bands in the results plots. No additional uncertainty
is considered for the uncertainty in the acceptance due to PDFs.

Table 4.8 summarizes the various uncertainties, the range of their impact on sig-
nal yields and modeling of the correlations.

TABLE 4.8: Systematic uncertainties for signal samples

Type of uncertainty Magnitude Correlation modeling
MC stats 1− 70%

Uncorr. across all binsJEC, JER 5%, 2%
Iso-track veto 2%
PF jet ID 1%

b-tag SF 5% in high stat bins
Corr. across bins of same b-tag
and anti-corr. across bins of dif-
ferent b-tag

ISR re-weighting 4− 30%
Corr. across same Njets bins

µR and µF scales 2%
GenMET vs PFMET < 10% Corr. across pmiss

T bins
Trigger efficiency 2% Corr. across all bins

Additionally, the effect of potential signal contamination in the e + γ and µ + γ
control regions is considered. If some events observed in the control regions are in
fact due to a SUSY signal, the corresponding background prediction in the signal
region will be too high. This effect is dealt with in the analysis by a corresponding
reduction in the effective efficiency for the signal point. For the T5ttttZG signal, the
size of this reduction of effective signal efficiency is about 10% coming from µ + γ
control region and 5% coming from e + γ control region. For e + γ, effect of signal
contamination is small as compared to µ + γ, since transfer factor for lost electron
is smaller than lost µ + τhad transfer factor. In the case of T6ttZG model, signal
contamination is about 5% for µ + γ and 2.5% for e + γ. For other SMS that are
considered in the analysis signal contamination is negligible.
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Chapter 5

Results and summary

5.1 Results & statistical interpretations

The background predictions obtained in Section 4.6 and the observed data are used
for interpretation in the context of SMS models shown in Figure 4.1. Each analysis
bin is represented as a individual counting experiment with one signal process and
five background processes. Each process is assumed to be a Poisson distribution
with some number of prior distribution representing the uncertainty on the corre-
sponding process’s rate parameter. The exact details of how these uncertainties are
modeled depends on the details of each of the background estimation methods that
were used.

In general, each background estimation is a scaling of a control region, Npred
bkg =

Npred
CR β, where β is the transfer factor, Npred

CR is the expected yield in the control region
of the corresponding process, and Npred

bkg is the prediction provided as the expected
mean of the corresponding process’s Poisson distribution for a given signal region.
In general, Npred

CR is constrained by the observed yields in the control region, Nobs
CR

and there are five such constraints from each of the 5 control regions discussed in
Section 4.6. For a simplified counting experiment with only one background process
and one signal process, the likelihood for this type of background prediction would
be,

L(Npred
sig , Npred

bkg |Nobs
SR , Nobs

CR ) ∝
(

Npred
bkg + Npred

sig

)Nobs
SR e−Npred

bkg ·

Npred

bkg

β




Nobs
CR

e−Npred
bkg /β

(5.1)
This likelihood, is equivalent to a Poisson likelihood with a gamma distribution

as the prior and can be used to constrain both the predicted background the signal
strength in the signal region with the proper modeling of the Npred

bkg uncertainty due
to limited statistics of the control region observed yield.

As such, we model the uncertainty on the prediction due to limited control region
statistics as a gamma distribution. This procedure is followed, especially when the
observed control region statistics are too small to justify a Gaussian approximation.
While the observed control region events vary considerably, for the signal regions in
extreme corners of our phase space the use of a Gamma prior distribution is critical
for modeling uncertainties. For uniformity, we generally use it everywhere. The
exception to this, as mentioned below, is the e+jets control region, which is used for
estimating the fake-photon background, where we use a Gaussian prior to model
the effect of limited control region statistics. Note, the number of observed events in
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these control regions is always larger than 17 events, for which the 1σ intervals of a
Poisson distribution and Gaussian distribution still agree to within 10%.

The uncertainty on the transfer factors used to scale the observed event yields
in the control regions are modeled with log-normal prior distributions. These pri-
ors account for uncertainties typically arising from limited MC statistics, systematic
effects do to composition or limited knowledge of object reconstruction efficiencies,
or PDF/scale uncertainties. Uncertainties from limited MC statistics are typically
uncorrelated across each of the search regions. Other source of systematic uncer-
tainty typically correlate expected yields from various signal regions. Details of the
modeling of systematic uncertainties for each of the background estimations is given
below.

For the lost-e and lost-µ+ τhad predictions, the uncertainties on the prediction are
modeled with a gamma distribution, with the shape parameter set to the observed
number of events in the corresponding `− γ control region and the scale parameter
is set to be the average transfer factor, given in Table 4.3. There are also log-normal
prior distributions used to model the uncertainties of the transfer factors, which ac-
count for the following sources:

• limited MC statistics; the corresponding nuisance parameters are fully uncor-
related.

• PDF and scale uncertainties; the corresponding nuisance parameters are fully
correlated across signal regions and between lost-e and lost-µ + τhad.

• jet energy scale uncertainties; the corresponding nuisance parameters are fully
correlated across all signal regions.

• lepton scale factor uncertainties; the corresponding nuisance parameters are
fully correlated across pmiss

T bins and fully uncorrelated across Nb-jets, Njets re-
gions;

• uncertainties related to soft/collinear photon modeling; the corresponding nui-
sance parameters are fully correlated for lost-e and negligible for µ + τhad pre-
diction.

For the fake-rate estimation of W + γ and tt̄ + γ events, the systematic uncertainties
from the control region statistics are typically small. All of the uncertainties are
modeled with log-normal prior distributions whose uncertainties correspond to:

• the statistical uncertainty from the e → γ control regions; the corresponding
nuisance parameters are fully uncorrelated across all signal regions.

• fake rate scale factors; the corresponding nuisance parameters are fully corre-
lated across all signal regions.

• uncertainties due to pileup and initial state radiation (ISR) modeling of simu-
lations; the corresponding nuisance parameters are fully correlated across all
signal regions.

For the Zγ predictions, the statistical uncertainties from control region are mod-
eled with a gamma prior distribution whose shape parameter is the observed events
in the Z(``)γ control region and the scale parameter is the purity-corrected MC
transfer factor, which in the nomenclature of eqn.4.6 is β · NMC

νν+γ/NMC
``+γ. Additional

log-normal prior distributions are included to account for the following factors:
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• the effect of limited MC statistics on NMC
X+γ; the corresponding nuisance param-

eters are fully uncorrelated across all signal regions;

• uncertainties on the purity; the corresponding nuisance parameter fully corre-
lates the effect across all signal regions.

• uncertainties due to b-tag scale factors; the corresponding nuisance parame-
ters are fully correlated across pmiss

T and Njets bins, anti-correlated across Nb-jets
regions.

• uncertainty due to missing higher order corrections; the corresponding nui-
sance parameters are fully correlated across pmiss

T bins, uncorrelated across
Nb-jets, Njets regions.

For the multijet predictions, the systematic uncertainties due to limited control
region statistics are modeled with a gamma prior distribution whose shape parame-
ter is the observed number of events in the low-∆φ control regions and the scale pa-
rameter is the product of the high-to-low ratio, Rh/l, the double ratio correction fac-
tors, κ, and the purity, β, obtained from data-driven predictions of the electroweak
backgrounds in the low-∆φ control regions. Systematic uncertainties on the knowl-
edge of this combined transfer factor are modeled with log-normal prior distribu-
tions and account for

• uncertainties on Rh/l due to limited number of events in data sideband; the
corresponding nuisance parameters are fully correlated across pmiss

T bins and
fully uncorrelated across Nb-jets, Njets regions.

• uncertainties on κ based on validations with zero photon events; the corre-
sponding nuisance parameters are fully correlated across pmiss

T bins and fully
uncorrelated across Nb-jets and Njets regions.

• uncertainties on β due to all uncertainties as described above; the correspond-
ing nuisance parameters are fully uncorrelated across all search regions.

All of the uncertainties associated with the signal yields, described in detail in
Section 4.7, are modeled with log-normal prior distributions. Nuisance parameters
associated with ISR modeling uncertainties are correlated across the various Njets

bins, but uncorrelated across Nb-jets and pmiss
T regions. Nuisance parameters associ-

ated with pmiss
T modeling in simulation are correlated across the various pmiss

T bins
and uncorrelated across Nb-jets and Njets regions. Nuisance parameters associated
with b-tagging scale factors are fully correlated across all pmiss

T and Njets, but anti-
correlated across the Nb-jets regions. The nuisance parameters associated with the
statistical uncertainties of our simulated samples are fully uncorrelated across all
signal regions. A single nuisance parameter is associated with the luminosity uncer-
tainty and fully correlates the effect across all signal regions.

Expected and observed limits are computed after adjusting the central values
and uncertainties associated with all nuisance parameters to data by minimizing
them with respect to the observed yields while fixing the signal strength to zero.

The predicted background and observed yields are shown in Table 5.1 and Fig. 5.1.
The largest deviation is found in bin 2 (2 ≤ Njets ≤ 4, Nb-jets = 0, and 270 < pmiss

T <
350 GeV), where the background is predicted to be 91 events with 51 events ob-
served. The local significance of this single bin was computed to be around 2 stan-
dard deviations below the SM expectation. This calculation does not account for the
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look-elsewhere effect associated with the use of 25 exclusive signal regions, which is
expected to reduce this significance. In general, a large deviation in a single bin is
inconsistent with the expected distributions of events from the signal models consid-
ered here. The observations in all other bins are consistent with the SM expectations
within one standard deviation.

TABLE 5.1: Predicted and observed event yields for each of the 25
exclusive signal regions.

Njets Nb-jets pmiss
T [GeV] Lost e Lost µ + τhad Misid. γ Z(νν̄)γ γ + jets Total Data

2–4 0 200–270 10.5 ± 2.6 31.2 ± 6.0 22.3 ± 5.4 33.6 ± 8.3 60 ± 11 157 ± 16 151
2–4 0 270–350 5.8 ± 1.8 29.6 ± 5.9 11.9 ± 2.9 22.9 ± 6.0 20.5 ± 4.3 91 ± 10 51
2–4 0 350–450 1.68 ± 0.88 13.9 ± 3.9 6.6 ± 1.6 17.0 ± 5.2 4.1 ± 1.4 43.3± 6.8 50
2–4 0 450–750 1.98 ± 0.94 8.1 ± 3.1 6.7 ± 1.5 18.1 ± 7.1 2.5 ± 1.3 37.4± 8.0 33
2–4 0 >750 0.00+0.69

−0.00 1.2 ± 1.2 0.79 ± 0.19 2.8 ± 1.2 0.41+0.42
−0.41 5.2 ± 1.9 6

5–6 0 200–270 1.28 ± 0.61 5.1 ± 1.9 3.53 ± 0.75 3.09 ± 0.78 15.8 ± 4.8 28.8 ± 5.3 26
5–6 0 270–350 2.06 ± 0.80 3.2 ± 1.5 2.39 ± 0.56 1.98 ± 0.54 3.7 ± 1.8 13.3 ± 2.6 11
5–6 0 350–450 0.77 ± 0.46 0.64+0.65

−0.64 1.26 ± 0.30 1.49 ± 0.47 1.23 ± 0.97 5.4 ± 1.4 8
5–6 0 >450 0.26 ± 0.26 1.9 ± 1.1 1.00 ± 0.24 1.65 ± 0.65 0.07+0.52

−0.07 4.9 ± 1.4 7

≥7 0 200–270 0.00+0.61
−0.00 0.0+1.3

−0.0 0.72 ± 0.16 0.37 ± 0.11 1.8 ± 1.2 2.9 ± 1.9 3
≥7 0 270–350 0.34+0.35

−0.34 1.5 ± 1.0 0.38 ± 0.10 0.24 ± 0.08 1.22 ± 0.94 3.6 ± 1.5 3
≥7 0 350–450 0.34+0.35

−0.34 0.73 ± 0.73 0.17 ± 0.05 0.16 ± 0.07 0.07+0.50
−0.07 1.46 ± 0.96 0

≥7 0 >450 0.00+0.61
−0.00 0.0+1.3

−0.0 0.20 ± 0.06 0.17 ± 0.08 0.00+0.75
−0.00 0.37+1.60

−0.37 0

2–4 ≥1 200–270 3.4 ± 1.5 14.5 ± 4.2 7.1 ± 1.7 3.55 ± 0.89 11.3 ± 3.3 39.8 ± 5.9 50
2–4 ≥1 270–350 2.9 ± 1.4 5.6 ± 2.5 3.79 ± 0.92 2.45 ± 0.65 5.7 ± 1.8 20.4 ± 3.6 20
2–4 ≥1 350–450 0.0+1.0

−0.0 1.1 ± 1.1 2.00 ± 0.45 1.81 ± 0.55 0.59 ± 0.44 5.5 ± 1.7 4
2–4 ≥1 >450 2.3 ± 1.2 4.4 ± 2.3 1.62 ± 0.38 2.14 ± 0.84 0.95 ± 0.54 11.5 ± 2.8 8

5–6 ≥1 200–270 3.5 ± 1.3 2.4 ± 1.4 5.5 ± 1.2 0.76 ± 0.20 7.7 ± 2.4 19.9 ± 3.3 21
5–6 ≥1 270–350 1.06 ± 0.64 4.0 ± 1.8 2.98 ± 0.63 0.49 ± 0.14 2.1 ± 1.0 10.6 ± 2.3 15
5–6 ≥1 350–450 0.71 ± 0.51 2.4 ± 1.4 1.38 ± 0.29 0.32 ± 0.11 0.30+0.49

−0.30 5.1 ± 1.6 6
5–6 ≥1 >450 0.35+0.36

−0.35 0.0+1.4
−0.0 0.67 ± 0.15 0.48 ± 0.20 0.00+0.56

−0.00 1.5+1.6
−1.5 2

≥7 ≥1 200–270 0.72 ± 0.53 2.0 ± 1.2 1.68 ± 0.37 0.13 ± 0.04 5.9 ± 5.0 10.5 ± 5.1 12
≥7 ≥1 270–350 0.00+0.65

−0.00 1.33 ± 0.96 0.73 ± 0.16 0.10 ± 0.04 0.0+1.1
−0.0 2.2 ± 1.6 1

≥7 ≥1 350–450 0.72 ± 0.53 0.0+1.2
−0.0 0.44 ± 0.10 0.07 ± 0.03 0.0+1.1

−0.0 1.2+1.7
−1.2 1

≥7 ≥1 >450 0.36+0.37
−0.36 0.0+1.2

−0.0 0.23 ± 0.07 0.04 ± 0.02 0.0+1.1
−0.0 0.6+1.7

−0.6 1

The test statistic qµ = −2 lnLµ/Lmax, where Lmax is the maximum likelihood
determined by allowing all parameters, including the signal strength, to float, and
Lµ is the profiled likelihood. Limits are determined using the asymptotic form of the
test statistic [107] in conjunction with the CLs criterion [108, 109]. Expected upper
limits are derived by varying observed yields according to expectations from the
background only hypothesis.

Using the statistical procedure described above, 95% confidence level (CL) upper
limits are computed on the signal cross section for each simplified model and each
mass hypothesis. Exclusion limits are defined by comparing observed upper limits
to the predicted NLO+NLL signal cross section. The signal cross sections are also
varied according to theoretical uncertainties to give a ±1 standard deviation varia-
tion on the observed exclusion contour. The 95% CL cross section limits and exclu-
sion contours for the four models considered, T5qqqqHG, T5bbbbZG, T5ttttZG, and
T6ttZG, are shown in Fig. 5.2.

Generally, the limits degrade at both high and low mχ̃0
1
. For mχ̃0

1
≈ mg̃ (mt̃),

the quarks from the decay of gluinos (top squarks) have low pT. Correspondingly,
the Hγ

T , Njets, and Nb-jets distributions tend toward lower values, reducing the signal
efficiency and causing signal events to populate regions with higher background
yields. For small mχ̃0

1
, the quarks produced in the decay of gluinos or top squarks

have high pT but lower pmiss
T on average. For all models except T5qqqqHG, when the

NLSP mass drops below the mass of the Z boson, the kinematics of the NLSP decay
require the Z boson to be far off-shell. As the Z boson mass is forced to be lower,
the LSP will carry a larger fraction of the momentum of the NLSP, producing larger
pmiss

T . This causes a slight increase in the sensitivity when the NLSP mass is near the
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FIGURE 5.1: Observed numbers of events and predicted numbers of events from the
various SM backgrounds in the 25 signal regions. The categories, denoted by vertical
lines, are labeled as Nb

j , where j refers to the number of jets and b refers to the number

of b-tagged jets. The numbered bins within each category are the various pmiss
T bins,

as defined in Table 5.1. The lower panel shows the ratio of the observed events to the
predicted SM background events. The error bars in the lower panel are the quadrature
sum of the statistical uncertainty in the observed data and the systematic uncertainty in
the predicted backgrounds before the adjustments based on a maximum likelihood fit

to data assuming no signal strength.

Z boson mass. While a similar effect would happen for the T5qqqqHG model, the
simulation used here does not probe the region of parameter space where the Higgs
boson would be forced to have a mass far off-shell.

The features seen in exclusion curves can be understood using acceptance × ef-
ficiency plots shown in figure B.4 in Appendix B.3.

For moderate mχ̃0
1
, gluino masses as large as 2090, 2120, and 1970 GeV are

excluded for the T5qqqqHG, T5bbbbZG, and T5ttttZG models, respectively. Top
squark masses as large as 1230 GeV are excluded for the T6ttZG model. For small
mχ̃0

1
, gluino masses as large as 1920, 1950, and 1800 GeV are excluded for the

T5qqqqHG, T5bbbbZG, and T5ttttZG models, respectively. Top squark masses as
large as 1110 GeV are excluded for the T6ttZG model. There is close agreement be-
tween the observed and expected limits.

5.2 Summary

A search for gluino and top squark pair production is presented, based on a proton-
proton collision dataset at a center-of-mass energy of 13 TeV recorded with the CMS
detector in 2016. The data correspond to an integrated luminosity of 35.9fb−1 .
Events are required to have at least one isolated photon with transverse momen-
tum pT > 100 GeV, two jets with pT > 30 GeV and pseudorapidity |η| < 2.4, and
missing transverse momentum pmiss

T > 200 GeV.
The data are categorized into 25 exclusive signal regions based on the number

of jets, the number of b-tagged jets, and pmiss
T . Background yields from the standard
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FIGURE 5.2: Observed and expected 95% CL upper limits for gluino or top squark
pair production cross sections for the T5qqqqHG (upper left), T5bbbbZG (upper right),
T5ttttZG (bottom left), and T6ttZG (bottom right) models. Black lines denote the ob-
served exclusion limit and the uncertainty due to variations of the theoretical prediction
of the gluino or top squark pair production cross section. The dashed lines correspond
to the region containing 68% of the distribution of the expected exclusion limits under

the background-only hypothesis.

model processes are predicted using simulation and data control regions. The ob-
served event yields are found to be consistent with expectations from the standard
model processes within the uncertainties.

Results are interpreted in the context of simplified models. Four such models are
studied, three of which involve gluino pair production and one of which involves
top squark pair production. All models assume a gauge-mediated supersymmetry
(SUSY) breaking scenario, in which the lightest SUSY particle is a gravitino (G̃). We
consider scenarios in which the gluino decays to a neutralino χ̃0

1 and a pair of light-
flavor quarks (T5qqqqHG), bottom quarks (T5bbbbZG), or top quarks (T5ttttZG). In
the T5qqqqHG model, the χ̃0

1 decays with equal probability either to a photon and a
G̃ or to a Higgs boson and a G̃. In the T5bbbbZG and T5ttttZG models, the χ̃0

1 decays
with equal probability either to a photon and a G̃ or to a Z boson and a G̃. In the top
squark pair production model (T6ttZG), top squarks decay to a top quark and χ̃0

1,
and the χ̃0

1 decays with equal probability either to a photon and a G̃ or to a Z boson
and a G̃.

Using the cross sections for SUSY pair production calculated at next-to-leading
order plus next-to-leading logarithmic accuracy, we place 95% confidence level lower
limits on the gluino mass as large as 2120 GeV, depending on the model and the mχ̃0

1
value, and limits on the top squark mass as large as 1230 GeV, depending on the
mχ̃0

1
value. These results significantly improve upon those from previous searches

for SUSY with photons.
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5.3 Outlook

The main focus of this search was on GMSB scenarios with strong production of
gluinos and stops. However, this is a generic search which searches for any beyond
SM phenomena resulting in events with photon, pmiss

T , Njets and Nb-jets final states.
It is also possible to use the results of this search interpret them in terms of any
other models. In this section we study the scope of this search by considering EW
production of SUSY particles with SMS scenarios.

5.3.1 Electroweak models

Two kinds of electroweak (EWK) SMS scenarios, TChiWG and TChiNG, are studied
and the expected limits are determined. In TChiWG (Figure 5.3 top), there is pro-
duction of neutralinos (χ̃0

1) and charginos (χ̃±1 ). The decay of χ̃0
1 gives G̃ + γ and the

decay of χ̃±1 gives W± + G̃. In TChiNG (Figure 5.3 bottom) scenario, χ̃±1 and χ̃0
1 are

nearly mass degenerate, with χ̃±1 being slightly heavier than χ̃0
1 and its decay gives

rise to χ̃0
1 and soft particles which generally do not pass object level requirements.

In this case, two production modes, χ̃±1 -χ̃±1 (bottom left) and χ̃±1 -χ̃0
1 (bottom right)

are considered. The branching fraction for the decay of χ̃0
1 is 50% G̃ + γ, 25% G̃+H

and 25% G̃+Z. These are the same models as considered by the electrowikino search
performed by CMS in Ref. [110]. The cross sections are calculated at NLO+NLL
accuracy [111, 112, 113] and are computed in the limit of mass degenerate wino χ̃0

2
and χ̃±1 .

p
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FIGURE 5.3: SMS diagrams for TChiWG (top) and TChiNG (bottom).

5.3.2 Sensitivity of the search

The results of the search described in this thesis are interpreted in terms of the above
mentioned SMS scenarios and the expected limits on the cross section are compared
with Ref. [110]. Figure 5.4 shows the expected upper limits on the cross section for
TChiWG scenario (left) and TChiNG (right) scenario using this search.
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FIGURE 5.4: Expected upper limit on the cross section of TChiWG
(left) and TChiNG (right) models.

EWKino masses below 870 GeV for TChiWG case and mass below 1030 GeV for
TChiNG case can be excluded. The EW search of CMS [110] has expected EWKino
mass exclusion of 920 GeV and 1070 GeV for TChiWG and TChiNG models respec-
tively, which is about 40-50 GeV higher than this search.

It is also worth noting that the search described in this thesis does not consider
all sources of systematic uncertainties in EWKino signal models. Only the statistical
uncertainty in the MC samples and integrated luminosity uncertainty are consid-
ered. If all the sources of systematic uncertainty are considered, the limits in this
search are going to degrade to some extent. However, these studies lead to an im-
portant conclusion that the search can target a wide range of models although strong
production scenarios were the main focus.

One of the possible ways to improve this search and have a good sensitivity
for EW models, is to loosen hadronic activity criteria mentioned in section 4.4. At
present, the search requires minimum Hγ

T (sum pT of jets and photon) of 500 GeV,
which is very disadvantageous for EWKino production models. One possible way
to reduce the background in low Hγ

T regions, is increasing pγ
T or pmiss

T threshold.
During run 2 (year 2016-2018), CMS has collected more than 135 fb−1 of data and

this is going to be an advantage for EW SUSY searches. A combination of several
searches with photons is performed by CMS using 2016 data [114]. This combina-
tion uses photon + Hγ

T search [83], EW search [110], photon + lepton search [115]
and diphoton search [116]. Since this search has very good sensitivity for strong
SUSY production models, and if one performs further optimization the search for
EW SUSY models, this search is going to play a significant role on the path to dis-
covery or to constrain SUSY models.
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Appendix A

Additional tables

A.1 Lost lepton + τhad predictions

TABLE A.1: Observed events yields, average transfer factors (TFs)
and predictions for lost-e and lost-µ + τhad backgrounds in high ∆φ

regions.

Lost-e Lost-µ
Bin Obs. Avg. TF Pred. Obs. Avg. TF Pred.
1 160 0.44 ± 0.07 70 ± 13 167 0.95 ± 0.07 159 ± 17
2 27 0.39 ± 0.06 10.5 ± 2.6 31 1.01 ± 0.07 31.2 ± 6.0
3 14 0.41 ± 0.07 5.8 ± 1.8 29 1.02 ± 0.07 29.6 ± 5.9
4 4 0.42 ± 0.07 1.68 ± 0.88 14 1.00 ± 0.07 13.9 ± 3.9
5 5 0.40 ± 0.06 1.98 ± 0.94 7 1.15 ± 0.08 8.1 ± 3.1
6 0 0.38 ± 0.06 0.00+0.69

−0.00 1 1.23 ± 0.09 1.2 ± 1.2
7 23 0.28 ± 0.05 6.5 ± 1.8 31 0.66 ± 0.06 20.5 ± 4.1
8 5 0.26 ± 0.04 1.28 ± 0.61 8 0.64 ± 0.05 5.1 ± 1.9
9 8 0.26 ± 0.04 2.06 ± 0.80 5 0.64 ± 0.05 3.2 ± 1.5
10 3 0.26 ± 0.04 0.77 ± 0.46 1 0.64 ± 0.05 0.64+0.65

−0.64
11 1 0.26 ± 0.04 0.26 ± 0.26 3 0.64 ± 0.05 1.9 ± 1.1
12 7 0.31 ± 0.08 2.2 ± 1.0 10 0.69 ± 0.10 6.9 ± 2.4
13 0 0.34 ± 0.09 0.0+0.61

−0.0 0 0.73 ± 0.10 0.0+1.3
−0.0

14 1 0.34 ± 0.09 0.34+0.35
−0.34 2 0.73 ± 0.10 1.5 ± 1.0

15 1 0.34 ± 0.09 0.34+0.35
−0.34 1 0.73 ± 0.10 0.73 ± 0.73

16 0 0.34 ± 0.09 00.0+0.61
−0.00 0 0.73 ± 0.10 0.0+1.3

−0.0
17 53 0.53 ± 0.09 28.2 ± 5.6 49 0.96 ± 0.10 47.2 ± 8.3
18 6 0.57 ± 0.09 3.4 ± 1.5 13 1.11 ± 0.11 14.5 ± 4.2
19 5 0.57 ± 0.09 2.9 ± 1.4 5 1.11 ± 0.11 5.6 ± 2.5
20 0 0.57 ± 0.09 0.0+1.0

−0.0 1 1.11 ± 0.11 1.1 ± 1.1
21 4 0.57 ± 0.09 2.3 ± 1.2 4 1.11 ± 0.11 4.4 ± 2.3
22 41 0.39 ± 0.07 15.9 ± 3.7 51 0.73 ± 0.08 37.4 ± 6.5
23 10 0.35 ± 0.06 3.5 ± 1.3 3 0.79 ± 0.08 2.4 ± 1.4
24 3 0.35 ± 0.06 1.06 ± 0.64 5 0.79 ± 0.08 4.0 ± 1.8
25 2 0.35 ± 0.06 0.71 ± 0.51 3 0.79 ± 0.08 2.4 ± 1.4
26 1 0.35 ± 0.06 0.35+0.36

−0.35 0 0.79 ± 0.08 0.0+1.43
−0.0

27 16 0.43 ± 0.10 6.9 ± 2.3 16 0.65 ± 0.10 10.4 ± 3.0
28 2 0.36 ± 0.08 0.72 ± 0.53 3 0.66 ± 0.10 2.0 ± 1.2
29 0 0.36 ± 0.08 0.00+0.65

−0.00 2 0.66 ± 0.10 1.33 ± 0.96
30 2 0.36 ± 0.08 0.72 ± 0.53 0 0.66 ± 0.10 0.0+1.2

−0.0
31 1 0.36 ± 0.08 0.36+0.37

−0.36 0 0.66 ± 0.10 0.0+1.2
−0.0
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TABLE A.2: Observed events yields, average transfer factors (TFs)
and predictions for lost-e and lost-µ + τhad backgrounds in the low-

∆Φ control region.

Lost-e Lost-µ
Bin Obs. Avg. TF Pred. Obs. Avg. TF Pred.
1 77 0.20 ± 0.04 15.5 ± 3.9 62 0.64 ± 0.09 39.5 ± 7.7
2 22 0.16 ± 0.04 3.6 ± 1.1 25 0.57 ± 0.06 14.2 ± 3.3
3 11 0.18 ± 0.04 1.93 ± 0.74 7 0.63 ± 0.07 4.4 ± 1.7
4 6 0.16 ± 0.04 0.94 ± 0.44 5 0.66 ± 0.07 3.3 ± 1.5
5 7 0.17 ± 0.04 1.22 ± 0.55 11 0.59 ± 0.07 6.4 ± 2.1
6 0 0.17 ± 0.04 0.00+0.31

−0.00 0 0.58 ± 0.07 0.0+1.1
−0.0

7 10 0.19 ± 0.04 1.95 ± 0.76 13 0.54 ± 0.11 7.1 ± 2.4
8 1 0.17 ± 0.04 0.17 ± 0.17 1 0.54 ± 0.07 0.54+0.55

−0.54
9 2 0.17 ± 0.04 0.33 ± 0.25 3 0.54 ± 0.07 1.63 ± 0.96
10 2 0.17 ± 0.04 0.33 ± 0.25 1 0.54 ± 0.07 0.54+0.55

−0.54
11 0 0.17 ± 0.04 0.00+0.30

−0.00 1 0.54 ± 0.07 0.54+0.55
−0.54

12 1 0.26 ± 0.09 0.26+0.28
−0.26 4 0.43 ± 0.12 1.72 ± 0.99

13 1 0.17 ± 0.06 0.17+0.18
−0.17 2 0.59 ± 0.20 1.19 ± 0.93

14 0 0.17 ± 0.06 0.00+0.31
−0.00 0 0.59 ± 0.20 0.0+1.1

−0.0
15 1 0.17 ± 0.06 0.17+0.18

−0.17 1 0.59 ± 0.20 0.59+0.63
−0.59

16 0 0.17 ± 0.06 0.00+0.31
−0.00 1 0.59 ± 0.20 0.59+0.63

−0.59
17 26 0.39 ± 0.08 10.2 ± 2.9 22 0.86 ± 0.16 18.8 ± 5.3
18 4 0.27 ± 0.06 1.10 ± 0.59 4 0.68 ± 0.10 2.7 ± 1.4
19 1 0.27 ± 0.06 0.27+0.28

−0.27 2 0.68 ± 0.10 1.37 ± 0.99
20 2 0.27 ± 0.06 0.55 ± 0.40 0 0.68 ± 0.10 0.0+1.2

−0.0
21 0 0.27 ± 0.06 0.00+0.49

−0.00 2 0.68 ± 0.10 1.37 ± 0.99
22 9 0.23 ± 0.06 2.03 ± 0.87 14 0.73 ± 0.13 10.2 ± 3.3
23 5 0.25 ± 0.06 1.26 ± 0.63 2 0.54 ± 0.08 1.07 ± 0.77
24 1 0.25 ± 0.06 0.25+0.26

−0.25 1 0.54 ± 0.08 0.54 ± 0.54
25 1 0.25 ± 0.06 0.25+0.26

−0.25 1 0.54 ± 0.08 0.54 ± 0.54
26 2 0.25 ± 0.06 0.50 ± 0.37 1 0.54 ± 0.08 0.54 ± 0.54
27 3 0.27 ± 0.10 0.81 ± 0.56 4 0.51 ± 0.12 2.0 ± 1.1
28 2 0.25 ± 0.07 0.50 ± 0.38 3 0.53 ± 0.10 1.59 ± 0.97
29 1 0.25 ± 0.07 0.25+0.26

−0.25 0 0.53 ± 0.10 0.00+0.95
−0.00

30 1 0.25 ± 0.07 0.25+0.26
−0.25 0 0.53 ± 0.10 0.00+0.95

−0.00
31 0 0.25 ± 0.07 0.00+0.45

−0.00 0 0.53 ± 0.10 0.00+0.95
−0.00
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A.2 Electron fake photon

TABLE A.3: Fake rate parameterization derived from W/tt̄ simula-
tions.

pT (GeV) Qmult fake rate

100− 120

0− 1 0.0261 ± 0.0029
2− 4 0.0125 ± 0.0009
4− 7 0.0080 ± 0.0006
≥ 7 0.0052 ± 0.0006

120− 140

0− 1 0.0208 ± 0.0028
2− 4 0.0118 ± 0.0011
4− 7 0.0068 ± 0.0006
≥ 7 0.0050 ± 0.0006

140− 160

0− 1 0.0263 ± 0.0036
2− 4 0.0094 ± 0.0010
4− 7 0.0079 ± 0.0007
≥ 7 0.0028 ± 0.0004

160− 180

0− 1 0.0243 ± 0.0041
2− 4 0.0114 ± 0.0012
4− 7 0.0065 ± 0.0007
≥ 7 0.0034 ± 0.0006

180− 200

0− 1 0.0194 ± 0.0038
2− 4 0.0070 ± 0.0011
4− 7 0.0070 ± 0.0009
≥ 7 0.0040 ± 0.0008

200− 230

0− 1 0.0177 ± 0.0030
2− 4 0.0104 ± 0.0014
4− 7 0.0044 ± 0.0005
≥ 7 0.0042 ± 0.0008

230− 260

0− 1 0.0235 ± 0.0052
2− 4 0.0062 ± 0.0011
4− 7 0.0051 ± 0.0008
≥ 7 0.0034 ± 0.0007

260− 300

0− 1 0.0293 ± 0.0079
2− 4 0.0096 ± 0.0014
4− 7 0.0062 ± 0.0010
≥ 7 0.0075 ± 0.0017

300− 380

0− 1 0.0224 ± 0.0052
2− 4 0.0091 ± 0.0014
4− 7 0.0073 ± 0.0009
≥ 7 0.0035 ± 0.0006

380− 500

0− 1 0.0232 ± 0.0048
2− 4 0.0084 ± 0.0011
4− 7 0.0047 ± 0.0006
≥ 7 0.0036 ± 0.0008

> 500

0− 1 0.0210 ± 0.0041
2− 4 0.0102 ± 0.0015
4− 7 0.0076 ± 0.0010
≥ 7 0.0047 ± 0.0014
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TABLE A.4: Observed single electron yields, after accounting for lep-
ton scale factors and relative trigger efficiencies factor, in each of the
signal regions, the average scale factor due to MC-based fake rates
and data/MC fake rate correction factors from T&P measurements,
and the corresponding fake-rate predictions with all the uncertainties

(statistical and systematic) taken into consideration.

Bin Obs. e events Avg. transfer factor Prediction
1 11777 0.0089 ± 0.0022 105 ± 25
2 2426 0.0092 ± 0.0022 22.3 ± 5.4
3 1259 0.0094 ± 0.0023 11.9 ± 2.9
4 699 0.0094 ± 0.0022 6.6 ± 1.6
5 668 0.0100 ± 0.0022 6.7 ± 1.5
6 77 0.0103 ± 0.0021 0.79 ± 0.19
7 1551 0.0090 ± 0.0020 13.9 ± 3.2
8 410 0.0086 ± 0.0018 3.53 ± 0.75
9 249 0.0096 ± 0.0022 2.39 ± 0.56
10 136 0.0092 ± 0.0020 1.26 ± 0.30
11 104 0.0096 ± 0.0021 1.00 ± 0.24
12 255 0.0087 ± 0.0018 2.21 ± 0.47
13 75 0.0095 ± 0.0019 0.72 ± 0.16
14 44 0.0086 ± 0.0019 0.38 ± 0.10
15 20 0.0084 ± 0.0016 0.17 ± 0.05
16 17 0.0117 ± 0.0024 0.20 ± 0.06
17 3879 0.0084 ± 0.0019 32.4 ± 7.5
18 861 0.0083 ± 0.0019 7.1 ± 1.7
19 435 0.0087 ± 0.0021 3.79 ± 0.92
20 232 0.0086 ± 0.0019 2.00 ± 0.45
21 172 0.0094 ± 0.0021 1.62 ± 0.38
22 2322 0.0085 ± 0.0018 19.8 ± 4.3
23 635 0.0087 ± 0.0019 5.5 ± 1.2
24 331 0.0090 ± 0.0018 2.98 ± 0.63
25 169 0.0082 ± 0.0016 1.38 ± 0.30
26 80 0.0083 ± 0.0016 0.67 ± 0.15
27 740 0.0087 ± 0.0017 6.4 ± 1.3
28 184 0.0092 ± 0.0019 1.68 ± 0.37
29 98 0.0075 ± 0.0014 0.73 ± 0.16
30 57 0.0076 ± 0.0015 0.44 ± 0.10
31 26 0.0089 ± 0.0018 0.23 ± 0.07
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TABLE A.5: Observed single electron yields, after accounting for lep-
ton scale factors and relative trigger efficiencies factor, in each of the
low-∆φ control regions, the average scale factor due to MC-based fake
rates and data/MC fake rate correction factors from T&P measure-
ments, and the corresponding fake-rate predictions with all the un-

certainties (statistical and systematic) taken into consideration.

Bin Obs. e events Avg. transfer factor Prediction
1 994 0.0122 ± 0.0050 12.2 ± 5.0
2 177 0.0127 ± 0.0049 2.24 ± 0.89
3 100 0.0117 ± 0.0044 1.17 ± 0.45
4 59 0.0140 ± 0.0059 0.82 ± 0.37
5 33 0.0127 ± 0.0050 0.42 ± 0.18
6 3 0.0154 ± 0.0053 0.05 ± 0.03
7 207 0.0116 ± 0.0041 2.41 ± 0.87
8 43 0.0112 ± 0.0040 0.48 ± 0.19
9 14 0.0071 ± 0.0023 0.10 ± 0.04
10 3 0.0179 ± 0.0048 0.05 ± 0.03
11 3 0.0222 ± 0.0097 0.07 ± 0.05
12 36 0.0106 ± 0.0036 0.38 ± 0.14
13 8 0.0080 ± 0.0022 0.06 ± 0.03
14 3 0.0075 ± 0.0029 0.02 ± 0.02
15 2 0.0185 ± 0.0053 0.04 ± 0.03
16 0 0.0222 ± 0.0097 0.00 ± 0.04
17 513 0.0115 ± 0.0043 5.9 ± 2.2
18 132 0.0120 ± 0.0044 1.58 ± 0.59
19 58 0.0100 ± 0.0037 0.58 ± 0.23
20 23 0.0133 ± 0.0043 0.31 ± 0.12
21 26 0.0106 ± 0.0041 0.28 ± 0.12
22 358 0.0112 ± 0.0040 4.0 ± 1.5
23 80 0.0110 ± 0.0037 0.88 ± 0.31
24 35 0.0092 ± 0.0030 0.32 ± 0.12
25 20 0.0102 ± 0.0029 0.20 ± 0.07
26 8 0.0089 ± 0.0054 0.07 ± 0.05
27 106 0.0117 ± 0.0039 1.24 ± 0.43
28 23 0.0110 ± 0.0030 0.25 ± 0.09
29 15 0.0115 ± 0.0048 0.17 ± 0.09
30 6 0.0115 ± 0.0028 0.07 ± 0.03
31 2 0.0073 ± 0.0018 0.01 ± 0.01
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A.3 Invisible Z estimation

TABLE A.6: Z(νν) + γ MC yields and
prediction for the high ∆φ regions.

Bin MC Yield Prediction
1 80.90 ± 0.68 92 ± 17
2 29.46 ± 0.41 33.6 ± 8.3
3 20.06 ± 0.34 22.9 ± 6.0
4 14.90 ± 0.29 17.0 ± 5.2
5 15.92 ± 0.30 18.1 ± 7.1
6 2.46 ± 0.12 2.8 ± 1.2
7 7.30 ± 0.23 8.3 ± 1.6
8 2.71 ± 0.14 3.09 ± 0.78
9 1.74 ± 0.12 1.98 ± 0.54
10 1.31 ± 0.10 1.49 ± 0.47
11 1.44 ± 0.11 1.65 ± 0.65
12 0.70 ± 0.08 0.80 ± 0.18
13 0.32 ± 0.06 0.37 ± 0.11
14 0.21 ± 0.05 0.24 ± 0.08
15 0.14 ± 0.04 0.16 ± 0.07
16 0.15 ± 0.03 0.17 ± 0.08
17 8.43 ± 0.14 9.6 ± 1.8
18 3.12 ± 0.08 3.55 ± 0.89
19 2.15 ± 0.07 2.45 ± 0.65
20 1.59 ± 0.05 1.81 ± 0.55
21 1.88 ± 0.06 2.14 ± 0.84
22 1.63 ± 0.08 1.86 ± 0.36
23 0.67 ± 0.06 0.76 ± 0.20
24 0.43 ± 0.04 0.49 ± 0.14
25 0.28 ± 0.03 0.32 ± 0.11
26 0.42 ± 0.06 0.48 ± 0.20
27 0.19 ± 0.02 0.21 ± 0.05
28 0.12 ± 0.02 0.13 ± 0.04
29 0.09 ± 0.03 0.10 ± 0.04
30 0.06 ± 0.02 0.07 ± 0.03
31 0.04 ± 0.01 0.04 ± 0.02

TABLE A.7: Z(νν) + γ MC yields and
prediction for the low ∆φ regions.

Bin MC Yield Prediction
1 19.13 ± 0.32 21.3 ± 4.4
2 7.46 ± 0.22 8.3 ± 2.2
3 4.52 ± 0.17 5.0 ± 1.4
4 2.91 ± 0.14 3.2 ± 1.0
5 2.01 ± 0.12 2.24 ± 0.90
6 0.16 ± 0.03 0.18 ± 0.09
7 1.77 ± 0.14 1.97 ± 0.43
8 0.72 ± 0.09 0.80 ± 0.23
9 0.51 ± 0.08 0.57 ± 0.18

10 0.24 ± 0.05 0.26 ± 0.10
11 0.20 ± 0.04 0.23 ± 0.10
12 0.21 ± 0.05 0.23 ± 0.07
13 0.12 ± 0.04 0.14 ± 0.06
14 0.04 ± 0.01 0.04 ± 0.02
15 0.02 ± 0.01 0.03 ± 0.01
16 0.02 ± 0.01 0.03 ± 0.01
17 2.05 ± 0.07 2.28 ± 0.49
18 0.81 ± 0.05 0.90 ± 0.24
19 0.48 ± 0.03 0.53 ± 0.15
20 0.34 ± 0.03 0.38 ± 0.13
21 0.28 ± 0.04 0.31 ± 0.13
22 0.54 ± 0.08 0.60 ± 0.15
23 0.16 ± 0.03 0.17 ± 0.06
24 0.11 ± 0.03 0.12 ± 0.04
25 0.06 ± 0.01 0.06 ± 0.02
26 0.07 ± 0.02 0.08 ± 0.04
27 0.06 ± 0.01 0.06 ± 0.02
28 0.04 ± 0.02 0.04 ± 0.02
29 0.01 ± 0.01 0.02 ± 0.01
30 0.008 ± 0.003 0.009 ± 0.005
31 0.006 ± 0.003 0.007 ± 0.004
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A.4 γ + jets and QCD multijet

TABLE A.8: Fake pmiss
T background control sample statistics and elec-

troweak predictions with uncertainties.

Nb-jets
jets Bin Low ∆φ raw EW low ∆φ γ + jets low ∆φ γ + jets high ∆φ

N0
2−4

1 5109 88 ± 11 5020 ± 72 3994 ± 112
2 286 28.3 ± 4.2 258 ± 17 60 ± 11
3 101 12.5 ± 2.4 88 ± 10 20.5 ± 4.3
4 26 8.3 ± 1.9 17.7 ± 5.4 4.1 ± 1.4
5 21 10.3 ± 2.3 10.7 ± 5.1 2.5 ± 1.3
6 2 0.23+1.10

−0.23 1.8 ± 1.8 0.41+0.42
−0.41

N0
5−6

7 710 13.4 ± 2.7 697 ± 27 654 ± 45
8 38 1.99 ± 0.64 36.0 ± 6.2 15.8 ± 4.8
9 11 2.6 ± 1.0 8.4 ± 3.5 3.7 ± 1.8
10 4 1.2 ± 0.6 2.8 ± 2.1 1.23 ± 0.97
11 1 0.84 ± 0.63 0.2+1.2

−0.2 0.00+0.52
−0.00

N0
≥7

12 89 2.60 ± 1.0 86.4 ± 9.5 90 ± 17
13 6 1.56 ± 0.95 4.4 ± 2.6 1.8 ± 1.2
14 3 0.06+1.1

−0.06 2.9 ± 2.1 1.22 ± 0.94
15 1 0.83 ± 0.65 0.17+1.2

−0.17 0.07 ± 0.50
16 0 0.62+0.70

−0.62 0.0+1.8
−0.0 0.00+0.75

−0.00

N≥1
2−4

17 1320 37.2 ± 6.4 1283 ± 37 838 ± 48
18 78 6.3 ± 1.7 71 ± 9 11.3 ± 3.3
19 39 2.8 ± 1.1 36.2 ± 6.3 5.7 ± 1.8
20 5 1.2 ± 1.3 3.8 ± 2.6 0.59 ± 0.44
21 8 2.0 ± 1.1 6.0 ± 3.0 0.95 ± 0.54

N≥1
5−6

22 319 16.8 ± 3.7 302 ± 18 275 ± 31
23 28 3.4 ± 1.0 24.6 ± 5.4 7.7 ± 2.4
24 8 1.23 ± 0.61 6.8 ± 2.9 2.1 ± 1.0
25 2 1.05 ± 0.61 0.95+1.5

−0.95 0.30+0.49
−0.30

26 1 1.19 ± 0.66 0.0+1.8
−0.0 0.00+0.56

−0.00

N≥1
≥7

27 61 4.2 ± 1.3 56.8 ± 7.9 74 ± 18
28 12 2.4 ± 1.0 9.6 ± 3.6 5.9 ± 5.0
29 0 0.44+0.99

−0.00 0.0+1.8
−0.0 0.0+1.1

−0.0
30 0 0.33 ± 0.99 0.0+1.8

−0.0 0.0+1.1
−0.0

31 0 0.02+1.1
−0.00 0.0+1.8

−0.0 0.0+1.1
−0.0
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Appendix B

Data verses MC in control regions

B.1 e/µ + γ control region

FIGURE B.1: Distribution of e + γ events versus pmiss
T (top left), Hγ

T
(top right), mT (middle left), pT,e (middle right), Njets (bottom left),
Nb-jets (bottom right). Filled histograms denoted expected yields from
MC for various processes. Markers represent data yields. MC event

yields are scaled to the same integrated luminosity as data.
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Comparisons of the observed yields and expected MC yields for the electron and
muon control regions in Figures B.2 and B.1. While the agreement between data and
MC expectations is not directly required, MC modeling of ratios of events can affect
the lost lepton prediction. Thus, data-MC comparisons of the control region repre-
sent an important validation of the systematic uncertainties of the transfer factors.
MC modeling of the various analysis variables used to define the signal regions are
generally found to have good agreement with data. For the e + γ CR the pT, pmiss

T ,
and mT distributions are found to have differing shapes for data and MC. This could
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FIGURE B.2: Distribution of µ + γ events versus pmiss
T (top left), ST

(top right), MT (middle left), pT,µ (middle right), Njets (bottom left),
Nb-jets (bottom right). Filled histograms denoted expected yields from
MC for various processes. Markers represent data yields. MC event

yields are scaled to the same integrated luminosity as data.
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be because of some mis-modelling in the electron pT and pmiss
T which affect mT dis-

tibution since mT is derived from pmiss
T and electron pT. Effect of electron pT mis-

modeling can have maximum 10% effect on TF. Since the existing uncertainty on
TF is 15-25%, this systematic effect(if any) is already covered. In low pmiss

T bins(100-
200 GeV), data-MC differences is found to be 20%. The low pmiss

T region is used as
a sideband for multijet estimation and it does not correspond to any signal region.
Lost electron contribution is very negligible in this sideband and it is dominated by
multijet. So these differences are going to have very small effect (1-2% or less) on
multijet prediction.

All yields are computed after applying the b-tagging scale factors [79] and lepton
scale factors to MC.

B.2 Z(``)+γ control region

A comparison of ll + γ events in data with MC is shown in figure B.3. In top left
plot, since di-lepton pair is ignored, pT of the pair contributes to pmiss

T . Data agrees
well with MC, within the statistical uncertainties.
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FIGURE B.3: Comparison of ll + γ in data with ll + γ events in MC
as function of pmiss

T (top left), Njets (top right), Nb-jets (bottom left) and
m`` (bottom right) for pγ

T > 190GeV. Note that pmiss
T is calculated by

ignoring the di-lepton pair. For the top left plot of pmiss
T , hashed error

bars refer to statistical and EW correction uncertainties listed in Table
4.6. For the remaining 3 plots, error bars are statistical only.

B.3 Signal acceptance × efficiency

Signal acceptance × efficiency is studied for different signal models and they are
shown in figure B.4. To some extent acceptance × efficiency is related to sensitivity
of the analysis. Other factors such as background composition in different search
bins, signal kinematics and cross section also affect the sensitivity and hence the
exclusion limits. These plots are useful to in understanding some of the features
seen in exclusion curves- low sensitivity near diagonal and kink for very low NLSP
masses etc.
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responding to T5qqqqHG (top left), T5bbbbZG (top right), T5ttttZG

(bottom left) and T6ttZG (bottom right).
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Appendix C

Data cleaning

In 2016 data there was an issue in ECAL pulse reconstruction. A correction to mit-
igate the effect was applied to electron and photon objects, but the PF candidates,
which are inputs to both jets and pmiss

T , are not modified. Instead the correction was
propagated to pmiss

T based on ∆R matching of these objects while jets are left unmod-
ified. While most of the events where corrections are not properly propagated are
rejected by ∆φ cuts between leading two jets and pmiss

T directions, a few events still
seem to survive after various selections. To account for residual effects of this recon-
struction feature on this analysis, pjet

T /pγ
T ≥ 1 where the jet and photon are matching

within ∆R < 0.3. Since a jet matching to a photon is nothing but the photon can-
didate clustered with neighboring activities, the pjet

T is expected to be higher than
pγ

T. This is verified to be so in MC with pjet
T /pγ

T as a function of pγ
T as shown in Fig-

ures C.1 top-left for low-∆φ region with pmiss
T >100 GeV and top-right for high-∆φ

region with 100<pmiss
T <200 GeV. The same quantities for these event selection show

a distinct population in data events as shown in bottom row of Figure C.1.
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FIGURE C.1: Left column: pjet
T /pγ

T as a function of pγ
T in low-∆φ re-

gion with pmiss
T > 100 GeV region for events in γ + jets events in MC

(top-left) and for data (bottom-left). Right column: same quantities in
high-∆φ region with 100 < pmiss

T < 200 GeV for γ + jets events in MC
(top-right) and for data (bottom-right).
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