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Abstract

Oil recovery, especially in the case of Secondary and Tertiary oil receovery opera-
tions, is dependent on the interaction of oil with brine or other injection �uids. The
properties of the interface formed from crude oil and the brine strongly a�ect the
economic feasibility of the oil recovery. Interfacial tension (IFT) measurement is
the traditional way to quantify the interaction between oils and brine.

In hydrocarbon industry, we use estimates of IFT between oil and brine in many
situations. Currently resistivity logs are the best estimates for hydrocarbon con-
tent in reservoirs. In cases where resistivity logs are not feasible, saturation height
function measurements yield an estimate of the hydrocarbon content. Analysis of
saturation height function measurements requires IFT values between oil and brine
under reservoir conditions.

Crude oils consist of a physical mixture of a large number of chemical species.
The IFT between crude oil and brine is dominated by surface active components
from the mixture. Thus, it is important to understand the interaction of various
components of crude oils at the brine-hydrocarbon interface.

Reliable estimates of IFT between hydrocarbon and brine are critical to many
such work�ows in hydrocarbon industry. Considering the importance of obtaining
accurate estimates of IFT between oil and brine in reservoir conditions, we recently
started a concerted e�ort to derive predictive methods for IFT. The objective of this
program is to demonstrate the feasibility of accurate IFT predictions, starting with
atomistic models for oils and brine. In the �rst phase of this program we worked
with simple oils, namely n-alkanes as, to validate methods, force�elds and models.
We have developed a multi-scale predictive modeling protocol to predict IFT and
density of hydrocarbons. We have demonstrated the accuracy of the methods to be
within 2% of experimental values and IFT predictions to within 10% of experimental
values. The accuracy of density and IFT predictions are maintained even for elevated
temperatures and pressures, prevalent in hydrocarbon reservoirs.

After we had validated the protocols and models, we used the predictive methods
to study the e�ect of molecules from alkyl phenol family. A variety of alkyl phenols
are known to be prevalent in crude oils. By structural characteristics, these species
turn out to be surface active at the interface of brine and oil. We have used our
atomistic methods to study the e�ect of various topological factors on the surface
activity of alkyl phenols. We have used, IFT as a measure of surface activity in
these cases.

In future, these developed methods can be applied to Oil-Brine system instead
of Oil-Water systems. We can observe the e�ects of the salinity on the interfacial
behavior by including reliable models for dissociated salt species .These methods
can also be used to study the relative interactions between various surface active
species existing in crude-oils.
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Chapter 1

Introduction

Many industrial processes depend on detailed understanding of interfacial properties
for interfaces of immiscible liquids. Oil-in-water emulsions are extremely important
in food industry. Both, oil-in-water as well as water-in-oil emulsions, are found
in energy industry. The nature of emulsion, which depends on the conditions of
the physical mixtures, has implications on the viability of commercial operations.
As an example, economic recovery of crude oil from oil reservoirs is dependent on
the interactions of crude oil, water, the rock and other chemical species present
at the interfaces[1]. Thus understanding the fundamental interactions dominating
emulsions of crude oil and saline water, is the �rst step to developing economically
sustainable energy options for future.

There has been a lot of scienti�c research in the �eld of ultra-low IFT[2][3] [4].
For the present discussion, ultralow IFT is 10−2 - 10−3 dynes/cm. Ultra-low IFTs
result from an optimal mixture of surfactants at oil-water interface in most of the
cases. In such cases the emulsions are commonly referred to as microemulsions.
Typical interfacial tensions for n-alkanes and water are in the order of about 50
dynes/cm. In case of microemulsions however, this IFT reduces by about 4 orders
of magnitude to 10−3 dynes/cm. The compositional range of mixtures, over which
such microemulsions form, is usually very limited. Hence it is critical to develop
methods for understanding of the e�ect of important components on the interfacial
properties. Crude oils contain a wide range of chemicals, and hence the methods
used in this endeavor span computational as well as experimental domains.

Conventional experimental methods for measuring IFT are in the domain of drop
shape analysis to infer the IFT between interfaces. There are broadly two categories
of methods 1. pendant drop for the interfaces with IFT above 10−2 dynes/cm and,
2. spinning drop method for IFTs below 10−2 dynes/cm. These methods are time
consuming. Also considering the vast number of components in typical crude oils,
it is di�cult to analyze the e�ect of individual species. By applying computational
methods, we are able to study inter-facial properties of crude oil & water systems
e�ciently and in ways that are easy to scale over multiple formulations. Also
computational methods are easy to deploy in cases where speci�c oil components
are not easy to isolate.

Some of the species in crude oils are considered more surface active than oth-
ers. These partition onto the interface in a ratio higher than their bulk concen-
trations. Some examples of such chemical species are (a)Phenols, (b)Carbazoles,
(c)Naphthenic acids and, (d)Asphaltenes. These could be considered natural sur-
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factants existing in the crude oils. These are special classes of molecules which are
both hydrophobic and hydrophilic known as surfactants. IFT plays an important
role in determining the oil recovery in from reservoirs. IFT is probably the most im-
portant measure of interaction of brine with crude oils. Low IFT is usually desirable
for oil recovery. This is especially true in case of water �ooding used for enhanced
oil recovery(EOR).

In this study, we start by demonstrating the accuracy of atomistic computational
methods, in predicting IFTs at di�erent temperature and pressure conditions. We
have used Hexane, Nonane and Dodecane as model oil in our study. We have
validated a protocol which integrates Coarse-grained method like Dissipative Particle
Dynamics(DPD) with Molecular Dynamics(MD). While Coarse Grained technique
like DPD will be time-e�cient and will equilibrate the system faster, MD will be
accurate in terms of system behavior and property calculation. This is known as
multi-scale modeling. We have also screened down OPLS-AA as suitable Force
Field(FF) for in molecular simulations for predicting IFTs.

We evaluated the accuracy of these methods by comparing with experimental
values of physical properties reported in literature. The density predictions from MD
simulations were within 2 % of experimental value and IFT predictions to within 10
% of experimental values.

We then applied computational methods to study the e�ect of molecules from
nonyl-phenol family on the IFT. These molecules belong to non-ionic class of sur-
factants. They have hydrophilic hydroxyl group as well as hydrophobic alkyl chain.
Hence, they arrange themselves at the interface in order to reduce the interfacial
tension of the system.

Here, we have studied the e�ect of the addition of 3 isomers of Nonyl-Phenol
which are (a) para-linear Nonyl-Phenol, (b) para-branched Nonyl-Phenol and, (c)
ortho-linear Nonyl-Phenol. We have chosen these isomers so that we can study the
e�ect of topology of surfactants on the Oil-Water interface. We have investigated
the interfacial behavior of oil-water system by adding these species and calculating
interfacial tension of these systems. We have also compared the surface e�ciency
of these surfactants for Nonane-Water systems which is de�ned as the reduction in
the IFT value for a particular concentration of alkyl-phenol in bulk oil.

In this report, we have brie�y discussed elements of DPD and MD methods in
"theory" section. The "computational methods" section provides details of simula-
tion and discussions on the optimization of parameters in MD. In the last section,
we demonstrate the validity the protocol and force �eld by comparing with experi-
mental IFT values where available. We also demonstrate the e�ect of Phenol and
Nonyl-Phenol on the Oil-Water interface. We conclude that ortho-linear and para-
branched Nonyl-Phenol are more surface e�cient in reducing IFT than para-linear
Nonyl-Phenol.
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Chapter 2

Computational Methods

This section discusses the computational methods incorporated to study interfacial
properties of Oil-Water systems. We provide details of the multi-scale modeling
which we have have incorporated in our protocol. DPD and MD techniques are
discussed in separate sections. We also discuss the optimization of input parameters
in both methods to arrive at reliable physical propeties. As test case for the validity
of the input parameters, we have used simple-oils namely n-alkanes at the interface
of water. In this case reliable experimental data is available for density and IFT for
a number of alkanes.

2.1 Multi-scale modeling

Molecular Dynamics(MD) and Monte Carlo(MC) are two main methods which are
being used investigate the statistical mechanics of complex condensed phase and
biochemical systems[5]. A great amount of modern research in material sceince is
based on the results of these methods or extend these methods to larger systems or
larger run-time.

Schematic Fig. 2.1 below shows various length and time scale accessible in
computational simulations[6]. The choice of simulation method is based on speci�c
probelm at hand, as well as the computational resources at disposal.

As seen in the Fig. 2.1, electronic structure calculations cover the shortest length
and time scales. These calculations are deployed in cases where the exchange of
electrons is key to the underlying science. As example would be the situation of
modeling catalysts.

In the present situation our aim is to accurately calculate bulk physical properties
like IFT, density. Thus MD simulations are the tool of choice. As we study systems
with large number of molecules or systems with large molecules, MD becomes
computationally demanding. In such cases, Coarse Grained(CG) methods like DPD
and Brownian Dynamics (BD) are typically deployed.

One can, in principle, also merge two of these techniques to calculate properties
taking advantage of both techniques. While CG technique will be time-e�cient and
will equilibrate the system faster, MD will be accurate in terms of system behavior
and property calculation. This is known as multi-scale modeling.

Anticipating the complexity of oils that are of interest in RDS, we have chosen
to develop a hybrid protocol of DPD and MD simulations. DPD is deployed initially
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Figure 2.1: Length-scales with time-scales in Molecular Mechanics(MM)
showing various methods. It goes on from QC calculations to Engineer-
ing design. We have used used MD and MC for our purposes.

to obtain equilibrium con�gurations of systems rapidly. We map the equilibrated
DPD simulation box to an atomistic simulation box for the MD simulations for pre-
dicting physical properties. The overall multi-scale protocol has signi�cant savings
in compute time since the equilibration is not accomplished at the highest level of
accuracy.
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2.2 Dissipative Particle Dynamics(DPD)

Dissipative Particle Dynamics(DPD) is a particle-based mesoscopic simulation tech-
nique which was developed by Hoogerbrugge and Koelman to study properties of
complex �uids e�ciently in Shell[7]. Each DPD bead represents group of atoms or
molecules. The coarse graining of the structures allowed the bigger systems to be
simulated for longer time than is possible with Molecular Dynamics(MD). Interac-
tions between the beads are soft and represented through a repulsion term. This
repulsion has a linear form. This is di�erent from the force�elds in MD, discussed
later.

In DPD, the dynamics of the DPD system is controlled by Newton's equation
of motions[8]:

δri
δt

= vi,mi
δvi
δt

= fi (2.1)

Where ri, mi and vi are position, mass and velocity corresponding to bead i,
respectively. The force acting on bead i is fi which is the summation of three
pairwise forces i.e. conservative force FC , dissipative force FD and random force
FR.

fi =
∑
i 6=j

(FCij + FDij + FRij ) (2.2)

This sum runs over all neighboring particles within interaction range rC . The
conservative force, F ck is usually soft repulsive of the form

F ck =

{
αij(1− rij/rc)r̂ij : rij < rc
0 : rij > rc

Where αij is the maximum repulsion term between beads i and j. rij would be
the distance between them and rc is the cut-o� radius which shows the extent of
interaction range. The dissipative force FD is directly proportional to the relative
velocities of the beads and tries to reduce the relative momentum. The random
force FR gives energy input to the system and acts as a thermostat with dissipative
force.

FDij = γωD(rij)(r̂ij . ~vij)r̂ij (2.3)

FRij = σωR(rij)θij4t−1/2r̂ (2.4)

Where vij = vi − vj , σ is the noise amplitude, γ is the dissipative parameter,
ωD(rij) and ωR(rij) are weighting functions which becomes zero for r > rc and
θij is the random Gaussian variable with zero mean.

In our studies, we have used three di�erent oils for validation namely hexane,
nonane and dodecane. We �rst start by �lling the simulation box with Oil and
Water beads with bead density of 3.0 beads per grid. Oil and Water beads and
their mapping to the atomistic level has been shown in Fig. 2.2 and 2.3 below.
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Figure 2.2: Softcore bead represen-
tation of dodecane, nonane and
water

Figure 2.3: Atomistic representa-
tion of dodecane, nonane and wa-
ter

As depicted in Fig. 2.2 and 2.3, we have chosen to assign three carbon atoms
and related hydrogens to a single Soft Core(SCM) bead. So while Dodecane has
2 terminal and 2 intermediate beads, Nonane has 2 terminal and 1 intermediate
beads and Hexane has only two terminal beads. Three water molecules has been
assigned as one bead in our DPD simulations. The simulation box has been divided
into three slabs: �rst one-fourth and last one-fourth is �lled with water while the
rest of is �lled with oil.

Here, we have also explained how the Phenol softcore beads were mapped to
the atomistic level. In the Fig. 2.4(a), we have �rst shown the softcore bead
representation of the Phenol molecule. Fig. 2.4(b) and 2.4(c) shows the individual
mapping of each of the two beads to the allyl and hydroxy-allyl groups which are
at the atomistic level. Fig. 2.5 shows the atomistic structure of Phenol which has
been obtained by connecting allyl and hydroxy-allyl group through yellow colored
connectors.
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(a) Phenol softcore bead (b) allyl group

(c) hydroxyallyl group

Figure 2.4: Softcore bead representation of (a) Phenol molecule and mapping
of Phenol softcore bead to the atomistic level which results in (b) allyl and
(c) hydroxy-allyl group. In (a), light green and blue colored bead are allyl
and hydroxyallyl groups respectively. Grey spheres represent carbon atoms,
white spheres represent hydrogen atoms and red represents oxygen.
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Figure 2.5: Atomistic representation of Phenol molecule which has been
obtained by combining allyl and hydroxy-allyl groups using yellow colored
connectors. Grey spheres represent carbon atoms, white spheres represent
hydrogen atoms and red represents oxygen.

We have investigated Phenol-Oil-Water systems as well as Alkyl-Phenol-Oil-
Water systems. We have studied 3 isomers of Nonyl-Phenol which are (a) para-
linear Nonyl-Phenol molecule, (b) para-branched Nonyl-Phenol molecule and (c)
ortho-linear Nonyl-Phenol molecule. The structures of these isomers are shown in
Fig. 2.6, 2.7 and 2.8.

Figure 2.6: Atomistic representation of para-linear nonyl-phenol molecule
used in the simulations. Grey spheres represent carbon atoms, white spheres
represent hydrogen atoms and red represents oxygen.
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Figure 2.7: Atomistic representation of para-branched nonyl-phenol molecule
used in the simulations. Grey spheres represent carbon atoms, white spheres
represent hydrogen atoms and red represents oxygen.

Figure 2.8: Atomistic representation of ortho-linear nonyl-phenol molecule
used in the simulations. Grey spheres represent carbon atoms, white spheres
represent hydrogen atoms and red represents oxygen.

We created the softcore beads for these molecules by attaching the alkyl chains
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to the appropriate places. For example, we have created para-linear Nonyl-Phenol
and para-branched Nonyl-Phenol molecules by attaching the linear and branched
nonyl group to the middle carbon atom of the allyl group, respectively. Similarly,
we have obtained ortho-linear Nonyl-Phenol molecules by attaching linear nonyl
group to the terminal carbon atom of the hydroxy-allyl group. The simulation box
during DPD simulations looks like shown in Fig. 2.9.

Figure 2.9: A snapshot of Oil-Water system before DPD simulation. Green
and dark green SCM(soft core molecule) beads are the carbon beads for
dodecane molecule. Here, green SCM bead is "intermediate SCM bead"
which consists of 3 carbon atoms which are all intermediate carbon atoms
( present in the middle of the dodecane chain). The dark green SCM bead
is "terminal SCM bead" which consists of 3 carbon atoms out of which
one is terminal ( at one of the ends of the dodecane chain). The reason
for the di�erentiation between the intermediate and terminal SCM beads is
due to the fact that the interactions of water with these two SCM beads is
di�erent and is shown with di�erent repulsion parameters. The blue SCM
bead represents 3 water molecules.
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The starting con�guration of molecules in the box is such that the oil and water
regions are separated. The water region is in the middle half of the box, while
the oil spans the left quarter and right quarter of the box, along x-axis. This is a
choice only to ease the calculation of IFT. Also the liquid interface is designed not
to coincide with the box edge. These two choices help the computation while not
a�ecting the physics.
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2.3 Molecular Dynamics(MD)

MD is a microscopic modeling method in which the trajectories of atoms/molecules
are studied and governed by solving equations of motion numerically [9][10][11].
MD method have been widely popular in science fraternity for mainly two reasons.
These simulations provides the insight into the motions of individual particles as a
function of time and hence these systems can be studied far more easily than the
experiments to investigate the property of the system in detail. Secondly, although
the potentials used in these simulations are approximate, the parameters (Force
�eld(FF) parameters) can be calibrated to calculate the particular property that the
user is interested in. For example, some of the FFs are good at calculating viscosity
of complex �uids while some of them are good at calculating inter-facial properties.

MD simulations begin with the understanding of change in the energy of the
system as a function of atomic co-ordinates. The di�erent possible stable and
metastable structures are determined by the changes in the potential energy of
the system. The forces acting on the particles, which is the �rst derivative of the
potential energy of the system, are used to see the dynamical behavior of the system
by solving newton's equations of motions as a function of time.[11] The potential
energy form for a multi-atom system is given by:

E = Ebond + Eangle + Enon−bonded + Etorsion + Eimproper (2.5)

Where the total potential of system is the sum of di�erent constituent potentials
mainly divided into bonded and non-bonded interactions which consists of bond,
angle, non-bonded(like van der Waals and Lennard-Jones potentials), torsional and
improper terms.

So In simple terms, MD involves iterative numerical calculation of the instanta-
neous forces in a system. Even after making substantial amount of approximations,
classical MD is still very much e�cient. Quantum e�ects are ignored. Instead
each paticle is considered to be a point mass particle which is justi�ed from Born-
Oppenheimer approximation(i.e., only the nuclear displacements need to be consid-
ered). In this section, we discuss implementation of the calculation of dynamics in
MD.[12]

Assuming an atom i with mass mi and position ri( a 3 dimensional vector), the
relationship between atom's velocity and momentum pi will be

dri
dt

=
pi
mi

(2.6)

and the net force Fi on the atom i exerted by the whole system will be negative
of the �rst gradient of potential energy with respect to the position of the atom i

Fi = −
dE

dri
(2.7)

The Newtonian equation of motion for atom i will be

dpi
dt

= Fi (2.8)

One component x ( which is the single component of the vector ri) can be
expanded in the form of taylor series as a function of time-step in the following
manner.
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x(t+4t) = x(t) +
dx(t)

dt
4t+ d2x(t)

dt2
4t2

2
+ ... (2.9)

The position x(t), velocity dx(t)/dt and acceleration d2x(t)/t2 are enough to
solve numerical solutions of equations of motions if the approximation for the higher
terms in Taylor series can be made. For single direction, Newton's second law
describes the acceleration as

d2x(t)

dt2
=
Fx
m

(2.10)

where Fx is the x-direction component of the net force acting on the atom.
However it does not account for the higher terms in the Taylor series. We can
truncate the series at third term(acceleration) and go on with the dynamics of the
system but this not a proper estimation which leads to poor results. Several alternate
methods or numerical algorithms has been devised to overcome this shortcoming.
Verlet algorithm in one such method for integrating equations of motions. A simple
Verlet algorithm uses atomic positions and accelerations from time t and atomic
positions from previous step x(t−4t) to calculate the new positions at t+4t,

x(t+4t) = 2x(t)− x(t−4t) + d2x(t)

dt2
4t2 (2.11)

A slight modi�cation of this is leap-frog algorithm which uses the positions at
time t and velocity at time t−4t/2 to update positions and velocities through the
calculated forces F (t) acting on the atoms at time t.

x(t+4t) = x(t) +
dx(t)

dt
(t+4t/2)4t (2.12)

dx(t)

dt
(t+4t/2) = dx(t)

dt
(t−4t/2) + d2x(t)

dt2
4t (2.13)

All of the above mentioned integrators are time-reversible i.e if the signs of
velocity terms are to be reversed, the system can be traced back to the initial
starting con�gurations. This is the reason for MD to be called as deterministic
method unlike Monte Carlo( which is probabilistic).

Typically MD simulations scale as a O(N2) where N is the number of particles.
As MD simulations consists of large number of particles, it is very computationally
ine�cient to study complex systems like ours using MD alone. This is the reason,
we have used DPD and MD simulations in tandem to study our systems. While
the former helps in equilibrating the system much faster, the later helps in doing
production runs and calculating inter-facial properties with well-established set of
FF parameters.

MD simulations are done after DPD to study interfacial phenomena by map-
ping the DPD box to MD box i.e. we use scripts which maps beads into atoms
maintaining the box size, co-ordinates etc. This box uses Periodic Boundary Con-
ditions(PBC) in MD and half of it is �lled with Oil while the rest of it is �lled with
Water. The simulation box after mapping looks like shown in Fig. 2.10.
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Figure 2.10: A snapshot of Oil-Water system at the start of MD simulation.
Middle region is �lled with oil(dodecane) of which middle carbon atoms has
been been shown in pink color while the terminal carbon atoms are in green
color. The reason for the di�erentiation between intermediate and terminal
carbons is due to the fact that these carbon atoms are treated di�erently
in FF and are represented by di�erent FF parameters in MD. Magenta and
blue colored entities makes water molecules which are on the left and right
side of the box.

2.3.1 Force Fields

The accuracy of the potential energy function is of utmost importance to the va-
lidity of MD simulations. The form of energy function should be simple enough
for computation purpose. A Force Field(FF) consists of transferable parameters
for molecular sub-units, usually at the atomistic level. They are designed to be
applicable to a variety of molecular systems over a range of thermodynamic con-
ditions.Force �elds usually consist of two parts; a functional form, where aspects
of the molecular geometry, such as bonds, angles, torsions etc, are each assigned
a mathematical function. The second aspect is a set of parameters, whose values
vary depending on the atomic elements in question.

Most Force Fields(FF) used in the simulations for complex �uids share a sig-
ni�cant number of similarities (in terms of functional form of the potential energy
function). Bond and angle terms are described by harmonic term while a Fourier
series describes the torsion terms. The pair-wise atomic interactions are described
using Lennard-Jones function and Coulombic function. Usually, the FF parameters
with the aim of predicting speci�c physical properties accurately e.g. OPLS-AA
and CHARMM are better in capturing stress related properties of n-alkanes while
TraPPE is better in determining viscosities of the same system.

15



The parameters of a particular FF are adjusted such that the full simulation sys-
tem reproduce desired experimental observables. The direct transfer of parameters
from one FF to another is, in general, not valid.

Force �eld selection was one key area for us and we screened several options.
As we are investigating Oil-Water interface in which we also want to introduce
some surfactants like phenols and sulfonates, we chose to pick correct set of FF
parameters which provide us with correct interfacial and bulk properties.

We have used the all atom potential OPLS-AA force �eld for all of the hydrocar-
bon molecules and TIP3P original for modelling water molecules. In this section, we
will discuss some of the FFs which are being used for Oil-Water interface in current
molecular dynamics community in the world. In the end, we will reason out that
why we want to go ahead with some particular FF (or more of them). This section
discusses the functional forms of force �elds typically used in MD simulations in
materials science.

Generally the total energy of the system is calculated/expressed through two
components

E = Eb + Enb (2.14)

Where the total energy is the sum of bonded( denoted by EB and non-bonded
ENB terms. The bonded interactions consists of bond-stretch( EB , two body),
bond-angle bend( EA, three-body), dihedral angle torsion( ET , four-body) and
improper or inversion term( EI , four-body)

Eb = EB + EA + ET + EI (2.15)

while the non-bonded term consists of van der Waals( Evdw), electrostatic(EQ, and
explicit hydrogen bond terms( Ehb) terms

Enb = Evdw + EQ + Ehb (2.16)

We will use this potential energy equation for all of our Force Fields and will
mention it when the the functional form of the energy di�ers from the conventional
one. All the bond-stretching terms are of the form of simple harmonic oscillator

EB =
∑
bonds

Kr(r − r0)2 (2.17)

Where r is the distance between atoms and r0 is the equilibrium distance. Same
goes with angle bending term also which has harmonic form

EA =
∑
angles

Kθ(θ − θ0)2 (2.18)

where θ is the angle between bonds and θ0 is the equilibrium angle. While all
FFs employ a simple Fourier expansion to represent the dihedral energy, we observe
some variation in the assignment of that energy. We will discuss these di�erences in
the section where we compare various available force�elds. Generally, the Improper
term in FFs is harmonic which arises out of vibrational nature of the system and
is added to enforce the planarity of aromatic rings and other conjugated systems.
Generally, Improper term is of the form,

EI =
1

2
K(ψ − ψ0)

2 (2.19)
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where ψ is the angle between bond and the plane and ψ0 is the equilibrium
angle. Almost in all FFs, the non-bonded terms( pairwise terms) have Lenard-Jones
and Coulombic form.

Enb =
∑
i<j

[
Aij
R12
ij

− Bij
R6
ij

+
qiqj
εRij

] (2.20)

Where Aij and Bij are constants, Rij is the distance between atoms i & j,
qi & qj are the charges on the the atoms i & j and ε is the dielectric constant.
In appendix A, I have discussed few commonly used force �elds. In the following
paragraphs, I have compared some of them by their estimation of physical properties
and which fares better.

CHARMM validates charges using empirical �ts to interaction energy while
OPLS does it by using Monte Carlo(MC) simulations on condensed phase liquids.
While CHARMM validates VDW parameters from crystal data while OPLS validates
them from liquid simulations[16][17][18]. The OPLS speci�es value for A & B, the
repulsive and attractive coe�cients, respectively whereas CHARMM speci�es value
for R? and ε( where A = εR?12 and B = 2εR?6).

Although all of these FF have simple Fourier expansion to represent dihedral
energy, OPLS and AMBER distributes the energy equally among equivalent bond
paths ( like nine HC-CT-CT-CT-HC dihedrals in ethane) while in CHARMM, the
dihedral energy is assigned to only one speci�c bond path(quartet of atoms).

For hetero-nuclear interactions, OPLS determines the values of A & B using
geometric mean combining rules while CHARMM uses arithmetic mean combining
rule for R? and geometric mean combining rule for ε.

The CHARMM94 parameters reproduced the density and heat of vaporization
for butane with an average error of 3.2% and 4.5 % while AMBER got the average
errors as 1.7 % and 3.0 % and OPLS got 0.9 % and 1.7 %[14]. The CHARMM94
is more complex as it uses di�erent R? and ε for CH2 and CH3 carbons.

As evident from the above results, OPLS provides lowest overall error for the
systems mentioned above but this this has been achieved at the expense of �tting
the "neat" liquid properties of methane. However, the author[14] concludes that
OPLS is appropriate and e�ective model for studying organic molecules in condensed
phase.

We have used OPLS-AA as a Force Field(FF) to model Oil, Phenol and Alkyl-
Phenol molecules while Water molecules has been modeled using TIP3P. All the
Lennard-Jones co-e�cients, bond stretching co-e�cients, angle bending co-e�cients
and, torsional co-e�cients for these species have been tabulated in Table 2.1, 2.2,
2.3 and 2.4, respectively. All the force �eld parameters have been selected from
the Jorgenson database of OPLS-AA parameters(2006)(obtained through private
communication). The functional form of the potential term in OPLS-AA FF can
be written as:

E =
∑
bondsKr(r − r0)2 +

∑
anglesKθ(θ − θ0)2 +

∑
i<j [

Aij

R12
ij
− Bij

R6
ij
+

qiqj
εRij

] +∑
i
V i
1

2 [1 + cos(φi + f1)] +
V i
2

2 [1− cos(2φi + f2)] +
V i
3

2 [1 + cos(3φi + f3)]
Where r is the distance between atoms, r0 is the equilibrium distance, θ is the

angle between bonds, θ0 is the equilibrium angle, Aij and Bij are constants, Rij
is the distance between atoms i & j, qi & qj are the charges on the the atoms i
& j, ε is the dielectric constant, φi is the dihedral angle, V1, V2 and V3 are the
coe�cients in the Fourier series, and f1, f2 and f3 are phase angles which are all
zero for n-alkanes.
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Table 2.1: OPLS-AA Nonbonded Parameters for n-alkanes, Water, Phenol &
Nonyl-phenol

Atom Type q(e) σ(Ȧ) ε(Kcal/mol) Atom description

OW -0.8340 3.150 0.152 Oxygen atom of water molecule
HW 0.4170 0.000 0.000 Hydrogen atom of water molecule

CT(CH3) -0.1800 3.500 0.066 CH3 carbon atom in alkyl chain
CT(CH2) -0.1200 3.500 0.066 CH2 carbon atom in alkyl chain

HC 0.0600 2.500 0.030 Hydrogen of carbon atom in alkyl chain
CA -0.1150 3.550 0.070 Carbon atom in the benzene ring
HA 0.1150 2.420 0.030 Hydrogen atom in the benzene ring
OH -0.6351 3.070 0.170 Oxygen of the Phenol group
HO 0.4286 0.000 0.000 Hydrogen of the Phenol group

Table 2.2: OPLS-AA Bond-stretching parameters for n-alkanes, Water, Phe-
nol & Nonyl-phenol

Bond Kr( Kcal/mol−1Ȧ2) r0(Ȧ)

OW-HW 529.60 0.9572
CT-CT 268.00 1.5290
CT-HC 340.00 1.0900
CA-CA 469.00 1.4000
CA-HA 367.00 1.0800
CA-OH 450.00 1.3640
HO-OH 553.00 0.9450
CA-CT 317.00 1.5100

2.3.2 Long-range Summation Method

Typically simulations involves large systems and as many as 105 atoms in the system.
Computationally, the most expensive portion of these MD simulations is to calculate
long-range interactions as they scales as N2. So as the number of charges in a
system increases, the number of Coulombic interactions grows as the square of
that number, potentially resulting in a enormously large number of interactions to
calculate.In early implementations of MD simulations, a cut-o� was applied which
was known as spherical truncation. All the interactions beyond that cut-o� were
ignored. But this abrupt introduction of cut-o� caused system to have energetic
discontinuity and resulted in an unstable simulation[20]. Below we discuss some
of the modern and computationally e�cient strategies used to calculate long range
interactions.

If we truncate potential at a distance rc , the contribution from the tail of the
potential u(r) can be written as:

utail =
Nρ

2

∫
dru(r)4πr2 (2.21)

Where ρ is average number density. Above equation shows that tail correction
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Table 2.3: OPLS-AA Angle-bending parameters for n-alkanes, Water, Phenol
& Nonyl-phenol

Angle Kθ( Kcal/mol−1Ȧ2) θ0(deg)

HW-OW-HW 34.05 104.52
CT-CT-HC 37.50 110.70
HC-CT-HC 33.00 107.80
CT-CT-CT 58.35 112.70
CA-CA-CA 63.00 120.00
CA-CA-HA 35.00 120.00
CA-CA-OH 70.00 120.00
CA-OH-HO 35.00 113.00
CA-CT-HC 35.00 109.50
CA-CT-CT 63.00 114.00

Table 2.4: OPLS-AA Fourier Coe�cients (kcal/mol) for Torsional Energy
Functions.

System Dihedral V1 V2 V3

n-alkanes CT-CT-CT-HC 0.000 0.000 0.300
HC-CT-CT-HC 0.000 0.000 0.300
CT-CT-CT-CT 1.300 -0.050 0.200

Alkyl-phenols ??-CA-CA-?? 0.000 7.250 0.000
HO-OH-CA-CA 0.000 1.682 0.000
HC-CT-CT-CA 0.000 0.000 0.462
CT-CT-CA-CA 0.000 0.000 0.000
HC-CT-CA-CA 0.000 0.000 0.000
HA-CA-CT-HC 0.000 0.000 0.000

to the potential energy diverges unless potential energy u(r) decays faster than
r−3. As tail correction for these long-range interactions diverges, we apply few
methods to overcome this like Ewald summation method which makes use of fast
convergence obtained by splitting the electrostatic interaction sum into direct space
and reciprocal space sums to treat all electrostatic interactions in periodic systems.

Another grid based method i.e.Smooth Particle Mesh Ewald(SPME) summation
method (another variant of it is Particle-Particle Particle Mesh Ewald summation
method(PPPM)), is being used extensively in scienti�c fraternity. It minimizes the
computational expense of Ewald method and making it of comparable speed with
atom truncation methods.

Ewald method:

In Ewald method, We assume that every particle i with charge qi is surrounded by
a di�use charge distribution such that total charge of this cloud exactly cancels qi
so electrostatic potential due to particle i is due to the fraction of qi that is not
screened which at large distance rapidly goes to 0.

In order to correct for the screened charged cloud , we add a compensating
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charge cloud(in Gaussian form) which is smoothly varying periodic function and
can be represented by a rapidly converging Fourier series[21]. It can be visualized
by a diagram given in Fig. 2.11.

Figure 2.11: Particle i with charge qi is surrounded by a di�use charge distri-
bution(blue) and to correct for the screened charged cloud, adding a com-
pensating charge cloud(red)

To compute energy of a given charge distribution ρ(r) , we can write Poisson's
equation of the form:

−52φ(r) = 4πρ(r) (2.22)

Where ρ(r) is the electrostatic potential at point r. By accounting for the all three
terms i.e. Fourier part of Ewald sum, Correction of self-interaction & real space
sum , we get the expression of the electrostatic contribution to the potential energy
which corrects for the long-range interactions in our MD simulations.

SPME/PPPM method:

In many applications , we not only have long-range interactions but short-range
interactions as well so it is convenient to use same cut-o� radius for real space
sum in Ewald summation as for the short-range interactions. As for a �xed cut-
o�, Fourier part of the Ewald summation scales as O(N2), we need a di�erent
method. We can speed up our long-range calculations by solving Poisson equation
for which charges are distributed on mesh. This method was developed by Hockney
and Eastwood [1981] originally known as Particle-Particle Particle-Mesh(PPPM)
summation method. In this method, the charges in the systems were interpolated
on a grid to arrive at a discretized Poisson equation which can be solved e�ciently
using Fast Fourier Transform(FFT).

Using SPME/PPPM gives much faster Fourier part calculations and it scales as
O(NlogN) with system size. Hence in our study, we have used PPPM method in
LAMMPS to calculate long range interactions.

2.3.3 Convergence studies for various MD parameters

our attempts to obtained appropriate values for the running parameters used in the
MD simulations. Some examples are simulation timestep, bin size

In this section, we have discussed our attempts to obtained appropriate values
for the running parameters used in the MD simulations. Some examples are LJ
cut-o�, MD simulation timestep, bin size used in stress pro�le calculations. We
have also compared two MD engines namely LAMMPS and Culgi in order to pick
out the most e�cient engine for our calculations.
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We have used the cross-sectional area of 64×64 Ȧ2 as each of the interfacial
dimensions is longer than twice the lenght of the alkanes used. We have also used
box length across the interface close to 85 Ȧ by which one can get more atoms in
each bin for density pro�le calculation which smooths out our density pro�les by
more averaging.

Lennard-Jones cut-o�:

We have used LJ cut-o� int he range 9 Ȧ to 12 Ȧ. We compared this with experi-
mental density and conclude that 11 Ȧ is certainly best suited for this FF. This is
in agreement with n-alkane literature comparing density as mentioned in Table 2.5
and results in uniform density pro�le across simulation box, when the box contains
only hydrocarbon molecules. [19]

Table 2.5: Predicted Dodecane density from various LJ cut-o�

LJ cut-o�(Ȧ) Simulation density(gm/cm3) Experimental density(gm/cm3) Error(%)

9 0.713 0.740[26] 3.6
11 0.736 0.740[26] 0.5
12 0.766 0.740[26] 3.5

MD simulation timestep:

Both 0.5 fs and 1.0 fs MD time-step provides us the appropriate dodecane density
as mentioned in Table 2.6. But being conservative, we have used 0.5 fs due to our
force �eld being all atom.

Table 2.6: Dodecane density from various MD time-steps

MD time-step(fs) Simulation density(gm/cm3) Experimental density(gm/cm3)

0.5 0.736(0.004) 0.740[26]
1.0 0.739(0.017) 0.740[26]

Bin size used in stress pro�le calculations:

In the calculation of IFT, we divide the MD box into smaller bins. Binnning is a
method to calculate properties of a simulation box by dividing the box into small
boxes along one axis. We then time average the properties across all bins and predict
them. Stree pro�le is calculated independently in each bin along the direction
perpendicular to the interface. This provides a stress pro�le curve for the box,
averaged over the duration of the MD run. Bin size used to generate stress pro�le
determines the accuracy of the calculations. We varied the bin size in the range 0.1
- 2.0 Ȧ. We found the size 0.15 Ȧ to be suitable for accurate predictions as can
be seen in Fig. 2.12. We have discussed the calculation of IFT and stress pro�le in
greater detail in Section 3.
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Figure 2.12: IFT values as a function of bin size for Dodecane-Water simu-
lation box

Comparison of two MD engines:

We evaluated two MD engines available in open domain, namely LAMMPS and
Culgi. While Culgi is a commercial software, LAMMPS is a free open source package
developed in Sandia National Labs. To compare the computational e�ciency from
both these MD engines, we carried out a test simulation which had water molecules.
We ran MD on both LAMMPS and Culgi with TIP3P as a Force Field(FF), NPT
ensemble, room temperature and Pressure taking 1500 atoms with box-size 30 Ȧ
each in each of the 3 dimensions. The NPT MD simulation was carried out for 10
ps and had SPME/PPPM accuracy of 0.0001 Kcal/mol. We ran these simulations
on Westmere based HPC clusters, using multiple cores per node. Table 2.7 provides
a comparison of various combinations.

Table 2.7: Run-times from both MD engine, Culgi and LAMMPS for the
NPT MD simulation of pure water box

Number of cores(n) Run-time on Culgi(s) Run-time on LAMMPS(s) Ratio

1 5801 215.83 26.9
2 3767 118.7 31.7
4 1978 65.14 30.4

As evident from the Table 2.7, LAMMPS fares better than Culgi in terms of
computational time needed to do same MD calculation. Based on these results, we
selected LAMMPS for our research.
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Chapter 3

Stress Pro�le Calculation

Surface tension is the contractile nature of a liquid with which it tries to minimize
it's surface area. If water is placed in the contact with oil, the interface between the
two immiscible and dissimilar liquids will have contractile tendency too. This results
from the greater cohesive interactions between water-water and oil-oil molecules
than adhesive interactions between water-oil molecules. Several Industrial processes
encounter liquid-liquid systems which come together at some stage to form an
interface. The physical behavior of these interactions are understood by analyzing
stress pro�les and are quanti�ed by the inter-facial values of these systems.

We have investigated stress pro�le across interfacial surface as we are trying to
minimize the IFT values. Stress pro�le calculation in LAMMPS is done via a in-built
compute named "stress/atom" which provides summed up values of all stress tensor
components for a particular bin. Kirkwood-Bu� formalism is used in literature to
a great extent, to calculate interfacial properties at liquid-liquid interface. This
formalism is brie�y described below[22][23].

We can calculated lateral pressure pro�le along the box across the interface
using it's mechanical de�nition:

p(x) = σT (x)− σN (x) (3.1)

Which can also be written as:

p(x) = σT (x)− σxx(x) (3.2)

where,

σT (x) =
σyy(x) + σzz(x)

2
(3.3)

and x is the direction normal to the bilayer. Here σN and σT are normal and
tangential components of stress tensor at the the Oil-Water interface. Both of them
are same in bulk and have di�erence across the interface because of the anisotropy
of the structures at the interface. We calculate IFT by taking their di�erence across
a surface.
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σT (x) and σN (x) were calculated from each slab of the simulation box during
the simulation as a time average by the Kirkwood-Bu� theory in MD as follows:

σN (x) = ρ(x)KBT −
1

Vslab
〈
∑
i,j

x2ij
rij

du(rij)

rij
〉 (3.4)

σT (x) = ρ(x)KBT −
1

Vslab
〈
∑
i,j

(y2ij + z2ij)

2rij

du(rij)

rij
〉 (3.5)

where Vslab is the slab volume, ρ(x) is the density of the slab, KB and T are
Boltzmann constant and absolute temperature. Angle bracket shows the ensemble
average of all atoms located in the slab at x. rij , xij , yij and zij are the distances
between atoms and it's components whereas u(rij) is the potential energy for the
atomic pair i and j.

To calculate IFT across Oil-Water interface, we can use:

γ = −1

2

∫
p(x).dx (3.6)

Which is the area under the curve of stress pro�le along x-axis. The IFT values
has been reported in the units of dynes/cm throughout this document.
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Chapter 4

Details of Simulations

DPD Simulations

We have calculated interfacial prpoerties for three n-alkanes i.e. Hexanee, Nonane
and Dodecane as a Oil. We have used box-size of about 83×64×64 Ȧ3 having
interface perpendicular to the x direction for doing DPD simulations which has
bead density of 3.0 beads/grid cell. DPD simulations requires repulsion parameters
to do the dynamics(like FF parameters in MD). DPD simulations were carried out
for 400 ps with timestep of 0.02 ps.

After DPD simulations, we also do mapping from coarse grained beads to atoms
in Culgi itself and then minimize the system using OPLS-AA before converting the
box to LAMMPS input �le. This �le is used by LAMMPS to do MD calculations.

MD Simulations

The systems has been used post mapping by �rst minimizing the box and then run
NPT MD, NVT equilibration MD and NVT production MD correspondingly. The
temperature and pressure has been maintained at 298.15 K and 1 bar by using
Berendson thermostat and barostat in all these calculations. We have used the all
atom potential parameters which is OPLS-AA force �eld for all of the hydrocar-
bon molecules and TIP3P original for modelling water molecules for all our MD
calculations.

We have used the global cut-o� of 11.0 Ȧ for van der Waals interactions.
Smooth particle-mesh Ewald summation(SPME/PPPM) has been used to calculate
long-range electrostatic interactions having accuracy of 0.0001 which is unitless as
it is desired relative error in forces. The output co-ordinates have been calculated
at every 1.0 ps for each MD having a timestep of 0.5 fs. The box has been simu-
lated for 5 ns with NPT simulation(iso-interfacial area) and was rescaled after NPT
simulation by averaging box side lengths by doing another NPT simulation for 20
ps. NVT equilibration MD for 500 ps were done before NVT production run for 3
ns was carried out.

The Stress pro�le has been calculated by averaging lateral stress as an out-
put every 100 steps during NVT production run for a bin size of about 0.15 Ȧ.
Composition of various systems has been given in the Table 4.1.

We tried di�erent combinations of Phenol-Oil-Water molecules to investigate
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Table 4.1: Composition of n-alkane-water systems used in simulations

Water molecules Oil molecules

Hexane-Water 5850 975
Nonane-Water 5850 650
Dodecane-Water 5856 487

these surfactant(Phenol or Alkyl-Phenols)-Oil-Water systems. All the Phenol( or
Alkyl-phenols) molecules had been placed in the bulk Oil at the start of the simula-
tions. We have varied the phenol concentration from 0.05 mol fraction to 0.25 mol
fraction. The n-alkanes studied are Nonane and Dodecane. The compositions for
these Phenol-Oil-Water systems has been reported in Table 4.2 and 4.3.

These tables are also applicable for Nonyl-Phenol in place of phenol i.e. Nonyl-
Phenol-Oil-Water and Phenol-Oi-Water will have same composition if the concen-
tration of the surfactant is same. Here, the concentration of Phenol has been
de�ned as the mol fraction of phenol molecules in the Oil bulk.

Table 4.2: System composition for various Phenol concentrations in Nonane-
Water

Phenol Concentration Nonane molecules Water molecules Phenol molecules

0 650 5850 0
0.05 616 5952 34
0.08 598 6006 52
0.15 553 6141 97
0.25 488 6336 162

Table 4.3: System composition for various Phenol concentrations in
Dodecane-Water

Phenol Concentration Dodecane molecules Water molecules Phenol molecules

0 487 5856 0
0.05 462 6006 25
0.08 448 6090 39
0.15 415 6288 72
0.25 366 6582 121

The DPD part of the protocol has been performed in Chemistry Uni�ed Lan-
guage Interface(Culgi) which is a third party propriety software while MD part has
been done in Large-scale Atomic/Molecular Massively Parallel Simulator(LAMMPS)
which is open source code for running MD simulations. All the visualizations has
been done using Visual Molecular Dynamics(VMD).
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Chapter 5

Results and Discussion

5.1 Validation of FF

We carried out DPD and MD simulations on Oil-Water to validate our methods
and to con�rm the applicability of OPLS-AA as a Force Field(FF) to these systems
for calculating properties like Interfacial Tension(IFT).

5.1.1 Density

We have validated the densities of these pure n-alkane systems at normal temper-
ature and pressure, with available experimental data. We did simulations on pure
Oil and pure Water systems to get the densities using the protocol mentioned in
section "Details of Simulations". The density pro�les and density values of the pure
systems are shown with comparison with the experimental ones in Fig. 5.1 and
Table 5.1 given below.

Table 5.1: Densities of n-alkanes and Water at NPT

Simulation Density(gm/cm3) Exp. Density(gm/cm3) Error(%)

Hexane 0.63 0.65[24] 4
Nonane 0.69 0.71[25] 2.4
Dodecane 0.73 0.74[26] 0.6
Water 1.015 1.001[27] 1.4

The densities are within 2.5 % of the experimental ones for higher molecular
weight n-alkanes which shows the applicability of OPLS-AA to the these n-alkane
systems. The spatial density pro�les for the Dodecane-Water and Nonane-Water
systems are shown in Fig. 5.2 and 5.3 below.

As one can observe that the middle of the box is �lled with Oil while the rest of
it is �lled with Water. The distribution of Oil and Water is uniform which re�ects
in �at spatial density pro�les. The �uctuations in density in the bulk for both Oil
and Water are within 1 % which shows that the systems have equilibrated.
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Figure 5.1: Predicted densities from MD simulations, along the length of MD
box, for bulk simulations of dodecane, nonane, hexane and water.

5.2 Validation of Protocol for IFT

Lateral stress pro�les has been calculated using a built-in code in LAMMPS by
Kirkwood-Bu� formalism(described in the "Theory" section in detail). The com-
parison of Stress pro�les for Nonane-Water and Dodecane-Water system has been
shown in Fig. 5.4.

Interfacial Tension(IFT) values can be calculated by integrating the stress pro�le
curve across the interface. As Dodecane has higher molecular weight than Nonane
and Hexane, it repels Water much more and that shows in the IFT values. It
should also be evident from the Fig. 5.4 that the area under the curve will be
more for Dodecane than Nonane or Hexane which is the IFT value for that system.
The elevation in IFT values with increasing molecular weight of n-alkanes can be
observed in Table 5.2.

Table 5.2: Comparison of experimental and predicted IFT(dynes/cm) for
water-alkane systems

Predicted IFT Exp. IFT Error(%)

Hexane-Water 45.7(+/-0.17) 50.38[28] 9.2
Nonane-Water 50.1(+/-0.75) 51.63[28] 2.9
Dodecane-Water 52.6(+/-1.05) 52.55[28] 0.09

IFT values of Dodecane-Water and Nonane-Water systems shows a good match
with the values available in literature. We hope to use these systems for our further
investigations.
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Figure 5.2: Spatial density pro�les
of Nonane & Water acorss inter-
face

Figure 5.3: Spatial density pro�les
of Dodecane & Water acorss in-
terface

Figure 5.4: Comparison of lateral stress pro�les (Atm) of Nonane-Water and
Dodecane-Water acorss the interface

In a realistic oil reservoir, we encounter tempratures in the range 50-125 C and
upto 700 bar pressure. We are trying demonstrate the validity of these methods
also for reseroivr conditions. Hence in the following discussion we have compared
predicted IFTs with eperimental ones, for elevated pressures and temperatures. The
IFT results for 1 bar pressure and di�erent temperatures has been tabulated in Table
5.3 below.
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Table 5.3: Comparison of experimental and predicted IFT(dynes/cm) for
water-alkane systems with varying temperature

Temperature(degree C) Predicted IFT Exp. IFT Error(%)

Nonane-Water 25 50.1(+/-0.75) 51.63[28] 2.9
Nonane-Water 60 45.2(+/-0.35) 48.82[28] 7.4
Nonane-Water 125 40.1(+/-0.42) 43.35[28] 7.5
Dodecane-Water 25 52.6(+/-1.05) 52.55[28] 0.1
Dodecane-Water 60 48.3(+/-0.64) 50.00[28] 3.4
Dodecane-Water 125 42.4(+/-0.46) 44.87[28] 5.5

Here, the experimental results has been extrapolated by �tting a straight line
to the experimental values obtained in this paper[28]. Since IFT doesn't change by
a considerable amount due to pressure variation, we did calculations for 125 C at
700 bar as carrying them out at 1 bar will be non-physical(125 C is greater than
the boiling point of water).

As noticeable from the Table 5.3, the di�erence between the IFT values from
simulations and experiments widens as we go towards higher temperature. We are
able to predict IFT within 10 % of the experimental value for realistic oil reservoir
which has temperature range of 25-125 C. In the following sections, we have applied
these developed methods to study the e�ect of Phenol and Nonyl-Phenol on the
Oil-Water systems.

5.3 E�ect of Phenol on IFT of Oil-Water inter-
face

Here, we will use the methods discussed in previous sections to study the e�ect
of suspected surface active species existing in crude oils. As a �rst example, we
have studied molecules from alkyl-phenol family, suspected to be among surface
active components of crude oils. To demonstrate the surface e�ectiveness, we have
started out by adding simple phenol to oil-water systems before moving on to the
alkyl-phenols.

In the Fig. 5.5, we have compared stress pro�les for two systems which are (a)
Nonane-Water and (b) Nonane-Water with 0.15 mol fraction of Phenol. Here, the
lateral stress pro�le has been plotted across the x-axis which is the axis perpendicular
to the interface.

It is clear from the above plot that the addition of phenol in the Oil-Water
system, has not only reduced the peaks in the stress pro�le but also decreased the
area under the curve which is the IFT of the system. This accounts for the surface
e�ectiveness of the phenol molecules on the oil-water interface. We have tabulated
the e�ect of phenol on the IFT value in oil-water system taking oil as both Nonane
and Dodecane in Table 5.4.
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Figure 5.5: Lateral Stress pro�le (Atm) for Nonane-Water box with no phe-
nol(red curve) and with 0.15 mol fraction Phenol(blue curve). It is indicating
lowered interfacial stress with addition of phenol to the Nonane-Water in-
terface.

Here, the predicted IFT values has been reported in dynes/cm and has standard
deviation value from 3 independent runs in the bracket adjacent to it. This Table
shows the reduction in the predicted IFT values with addition of more and more
Phenol in both Nonane-Water and Dodecane-Water system. The IFT values also
maintains the "rank order" for Nonane and Dodecane within the concentrations of
phenol studied. Here, the "rank order" is de�ned is the order in the values of IFT
with the number of carbon atoms in the oil specie.
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Table 5.4: Predicted IFT (dynes/cm) of Phenol-Oil-Water system with vary-
ing Phenol concentrations

Phenol Concentration(%) IFT with Oil=Nonane IFT with Oil=Dodecane

0 50.1(+/-0.75) 52.6(+/-1.05)
0.5 49.1(+/-0.21) 52.5(+/-0.92)
0.08 47.2(+/-1.22) 51.8(+/-0.49)
0.15 44.5(+/-0.21) 48.1(+/-0.07)
0.25 36.1(+/-1.6) 43.7(+/-1.48)

5.4 E�ect of Alkyl-Phenols on IFT of Oil-Water
interface

In this section, we have discussed the e�ect of Alkyl-Phenols on the Oil-Water
system. Alkyl-Phenols are non-ionic surfactants which can be classi�ed as good
interfacial tension reducer and wetting agent. They are amphiphilic in nature i.e.
they have both hydrophobic and hydrophilic groups in them.

Here, we have taken Nonane as oil and Nonyl-Phenol as alkyl-phenol for our
investigations. We have used 3 isomers of Nonyl-Phenol which are (a) para-linear
Nonyl-Phenol molecule, (b) para-branched Nonyl-Phenol molecule and (c) ortho-
linear Nonyl-Phenol molecule. The structures of these isomers are shown in Fig. 2.6,
2.7 and 2.8. We have chosen these 3 isomers because while (a) has small head size
and long linear tail length, (b) has small head size but bulkier branched alkyl group
as tail and, (c) has bigger head group(due to alkyl chain being on ortho position)
and no tail. These 3 isomers covers both "head size" and "bulky tail" e�ect of this
surfactant(Alkyl-Phenol) on Oil-Water interface. It will clarify the dependence on
surfactant's topology on it's surface e�ciency on Oil-Water interface.

Fig. 5.6 and 5.7 shows the comparison of the lateral stress pro�le for para-
linear & para-branched Nonyl-Phenol and para-linear & ortho-linear Nonyl-Phenol,
respectively. These stress pro�les has been plotted across the interface for Nonane-
Water box containing Nonyl-Phenol having concentration of 0.25 mol fraction. As
mentioned in earlier sections, the concentration of Phenol has been de�ned as the
mol fraction of phenol molecules in the Oil bulk.
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Figure 5.6: Comparing Lateral Stress pro�le (Atm) for Nonane-Water box
with 0.25 mol fraction para-linear and ortho-linear Nonyl-Phenol in Nonane-
Water box.

Figure 5.7: Comparing Lateral Stress pro�le (Atm) for Nonane-Water box
with 0.25 mol fraction para-linear and para-branched Nonyl-Phenol in
Nonane-Water box.

As evident from Fig. 5.6 and 5.7, the stress pro�les for the system with para-
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linear Nonyl-Phenol seems to have higher peak value than the one with para-
branched and ortho-linear Nonyl-Phenol. It is also evident from the IFT values
tabulated in Table 5.5 for various di�erent concentrations of these isomers of Nonyl-
Phenol.

Table 5.5: Predicted IFT(dynes/cm) of Nonyl-Phenol-Nonane-Water system
with varying Phenol concentrations. Here, Phenol concentration has been
de�ned as the mol fraction of the bulk oil.

Phenol Concentration para-linear para-branched ortho-linear

0 50.1(+/-0.75) 50.1(+/-0.75) 50.1(+/-0.75)
0.08 44.7(+/-1.38) 43.5(+/-0.28) 43.0(+/-0.85)
0.15 40.0(+/-1.01) 37.4(+/-0.35) 36.1(+/-1.0)
0.25 34.3(+/-1.28) 25.5(+/-0.31) 26.4(+/-1.42)

Here, the predicted IFT values has been reported in dynes/cm and has standard
deviation value from 3 independent runs in the bracket adjacent to it. It is clear
from the above Table 5.5 that para-branched and ortho-linear Nonyl-Phenols are
more e�cient as a surface active specie than the para-linear Nonyl-Phenol. Here,
the e�ciency has been de�ned as the reduction in the IFT value of the system for
a particular concentration of alkyl-phenol in bulk oil.

Nonyl-Phenol being a non-ionic surfactant has both hydrophobic and hydrophilic
groups. While the hydrophilic Phenol group will tend to be in the Water phase, the
hydrophobic Nonyl chain will be buried inside the bulk oil. It has been schematically
depicted in Fig. 5.8.

We have plotted the mass density pro�les for Nonane-Water system with 0.15
mol fraction of Nonyl-Phenol in Fig. 5.9, 5.10 and 5.11. The three isomers of Nonyl-
Phenol considered are (a)para-linear Nonyl-Phenol, (b)para-branched Nonyl-Phenol
and, (c)ortho-linear Nonyl-Phenol. Here, the density pro�les has been plotted for
Nonane, Water, hydroxyl group of Nonyl-Phenol, Benzene group of Nonyl-Phenol
and, Nonyl chain of Nonyl Phenol.

The varying e�ciency of the three isomers of Nonyl-Phenol at reducing IFT can
be attributed to mainly 2 factors. (a) the head size of Nonyl-Phenol( group towards
Water region) and, (b) the tail bulkiness (branching of alkyl chain in Oil region).

The para-linear Nonyl-Phenol has smaller head size than ortho-linear Nonyl-
Phenol. The head of para-linear Nonyl-Phenol essentially comprises only the phenol
group. The ortho-linear Nonyl-Phenol have bulkier head group due to Nonyl group
being attached on the ortho position. The head group in ortho-linear Nonyl-Phenol
includes the part from alkyl chain too apart from Phenol group. It can be seen
in Fig. 5.9 and 5.11, where the alkyl chain(dark purple curve) of ortho-branched
Nonyl-Phenol is on the interface of Oil-Water as compared to the alkyl chain of
para-linear Nonyl-Phenol which is well dissolved inside the bulk oil.

The para-linear Nonyl-Phenol also has a longer linear alkyl tail buried inside the
bulk oil than para-branched Nonyl-Phenol. It is evident from density pro�le of alkyl
chain (dark purple curve) in para-linear Nonyl-Phenol in Fig. 5.9 as compared to
the alkyl chain of para-branched shown in Fig. 5.10. The tail of para-linear Nonyl-
Phenol is less bulkier than that of para-branched Nonyl-Phenol due to Nonyl chain
being linear instead of branched.
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Figure 5.8: Simulation box with only para-linear nonyl-phenol made visible,
nonane and water molecules are not shown. Here, pink spheres shows the
Nonyl chain of Nonyl-Phenol at the interface while blue, green, yellow and
other colored spheres consists of Phenol group of Nonyl-Phenol molecules.
The middle of the box is �lled with Nonane molecules(which is between two
layers of Nonyl-Phenol) while the rest of it is �lled with water( on either
side of these layers).

Due to larger head size in ortho-linear Nonyl-Phenol and tail bulkiness in para-
branched Nonyl-Phenol, these species cover more Oil-Water interfacial area than
para-linear Nonyl-Phenol. Increasing the size of the head group or increasing the
bulkiness of tail group implies increased steric hindrance between surfactants. They
require more space and have stronger excluded volume interactions. Their strongly
hydrophilic head groups force them into a high-entropy arrangement. This enables
these isomers to cover surface area more e�ciently (or e�cient packing at the
interface) which is the reason of lowering in the interfacial tension at the Oil-Water
interface.
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Figure 5.9: Mass density pro�le(amu/Ȧ3) for Nonane-Water box with 0.15
mol fraction para-linear Nonyl-Phenol

Figure 5.10: Mass density pro�le(amu/Ȧ3) for Nonane-Water box with 0.15
mol fraction para-branched Nonyl-Phenol
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Figure 5.11: Mass density pro�le(amu/Ȧ3) for Nonane-Water box with 0.15
mol fraction ortho-linear Nonyl-Phenol
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Chapter 6

Conclusion

In this report, we have started a concerted e�ort to derive predictive methods for
IFT, considering the importance of obtaining accurate estimates of IFT between oil
and brine in reservoir conditions. The primary objective of this program is to demon-
strate the feasibility of accurate IFT predictions, starting with atomistic models for
oils and brine. We have worked with simple oils, namely n-alkanes as validation
systems for the �rst phase of the program. We have screened down protocols for
atomistic simulations, the required force �elds and molecular models. We now have
protocols to predict IFT accurate within about 10% of experimental values. At the
same time, the methods also predict density to within 2% of experimental.

After protocol development and validation, we have used them to study the
e�ect of suspected surface active species existing in crude oils, on the IFT of oil
and brine. In the �rst instance, we studied molecules from alkyl-phenol family,
suspected to be amongst surface active components of crude oils. We conclude
that the alkyl-phenol acts like a natural surfactant and reduces IFT between oil and
brine. We have also compared the surface e�ciency of 3 di�erent isomers of Nonyl-
Phenol molecules as a surfactant. We observed the e�ciency of these surfactants
by comparing IFT values of the systems with the di�erent concentrations of these
surfactants. We conclude that para-branched and ortho-linear Nonyl-Phenol are
more e�cient at reducing IFT than para-linear Nonyl-Phenol.

In realistic oil reservoir, the recovery of crude oil from oil reservoirs is dependent
on the interactions of crude oil, brine, the rock and other chemical species present
at the interfaces. In future, these developed methods can be applied to Oil-Brine
system instead of Oil-Water systems. We can observe the e�ects of the salinity on
the interfacial behavior on these systems. These methods can also be used to study
the relative interactions between various surface active species existing in crude-oils
such as asphaltenes, naphthenic acids & carbazoles.
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Appendix A

Force Fields

Here, we have discussed some of the commonly used force �eld which is supplemen-
tary to the discussion we had in "force �eld" topic in "Computational Methods"
section.

DREIDING:

DREIDING was developed to have a generic approach to the Force Fields(FF) that
deliberately obeys simple rules. This can lead to lower level of accuracy for some
generalized set of molecules but it will allow reasonable predictions for novel com-
bination of elements[13].

Bond-stretching term in DREIDING can be written as Morse function apart from
having the conventional harmonic oscillator form

EB = De[e
(−αnR−Re) − 1]2 (A.1)

Morse function is more accurate as it includes the anharmonic terms near
equilibrium(Re) and leads to the �nite energy(De) in order for the bond to break.
Here, α is the Morse scale parameter. Angle bending term is harmonic. The tor-
sional term looks like

ET =
1

2
V (1− cos[n(φ− φ0)]) (A.2)

where φ is the dihedral angle, n is the periodicity( an integer), V is the barrier
to the rotation and φ0 is the equilibrium angle. The non-bonded terms are standard
LJ and Coulombic terms.

The DREIDING force �eld was designed for predicting structures and dynamics
of organic, biological, and main-group inorganic molecules. The validation of this
FF was done by calculating properties like crystal structures of organic compounds,
rotational barriers, relative conformational energies of various organic systems.

AMBER:

The AMBER95 for protein is one of the FF which has been developed along the de-
velopment of MD simulation software packages[14]. As partial charges in a protein
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structure are critical, these charges have been calculated using Restrained Electro-
static Potential(RESP) method while charges in OPLS-AA are derived using liquid
properties as a guide. Further studies have been performed to access how good the
method performed in calculating conformational energies and it turns out that it
fared better than other Force Fields[15].

The model presented in Amber can be described as the "minimalist" in it's
functional form where bond and angle terms are in harmonic form, VDW interaction
is modeled by 6-12 potential(LJ potential) while electrostatic interactions has been
modeled by Coulombic intercations and dihedral term has been de�ned as

ET =
∑

dihedrals

Vn
2
[1 + cos(nφ− γ)] (A.3)

where φ is the dihedral angle. Non-bonded interactions are calculated between
atoms which are separated by at least three bonds("1-4 interactions").

This FF has been veri�ed by calculating conformational energies, free energies
of solvation, interaction energies of proteins and nucleic acids etc.

CHARMM(Chemistry at HARvard Molecular Me-
chanics):

In the CHARMM force �eld[16] the atomic charges has been derived from ab initio
quantum chemical calculations of the interactions between model compounds and
water molecules. The dihedral parameter optimization process included results from
MD simulations on multiple DNA and RNA structures for which experimental data
is available. The optimization of non-bonded parameters was done by reproducing
QM minimum interaction energies and geometries and experimental crystal data.

This approach provides a FF that properly balance out the interaction triad:
solute-solute, solute-solvent and solvent-solvent non-bonded interactions. This bal-
ance is essential to obtain accurate structural and thermodynamic properties for the
MD simulations in the condensed phase.

Here bond and angle terms are in harmonic form, VDW interaction is modeled
by 6-12 potential(LJ potential) while electrostatic interactions has been modeled by
Coulombic intercations and dihedral term has been de�ned as

ET =
∑

dihedrals

Kχ(1 + cos(nχ− δ)) (A.4)

where χ is the dihedral angle, n is the multiplicity and δ is the phase which
represents the location of minima and maxima.

The optimization of the internal parameters was done using experimental gas-
phase geometries, vibrational spectra, and torsional energy surfaces supplemented
with ab initio results[17]. In addition, dipole moments, experimental heats and free
energies of vaporization, solvation and sublimation, molecular volumes, and crystal
pressures and structures were used in the optimization.

OPLS(Optimized Potentials for Liquid Sumlations):

Most of the bond-stretching and angle-bending parameters has been extracted from
the AMBER95 or CHARMM22 FF. The torsional and non-bonded parameters has
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been derived using a mix of ab initio molecular orbital calculations and Monte Carlo
simulations[18].

As usual, bond and angle terms are in harmonic form, VDW interaction is
modeled by 6-12 potential(LJ potential) while electrostatic interactions has been
modeled by Coulombic intercations and dihedral term has been de�ned as

ET =
∑
i

V i1
2
[1+cos(φi+f1)]+

V i2
2
[1−cos(2φi+f2)]+

V i3
2
[1+cos(3φi+f3)] (A.5)

where φi is the dihedral angle, V1, V2 and V3 are the coe�cients in the Fourier
series, and f1, f2 and f3 are phase angles which are all zero for n-alkanes.

The average errors in 4Hvap for hydrocarbons is 2 % for both OPLS-AA and
OPLS-UA while the average errors in densities is 3 % from OPLS-AA and 2 % from
OPLS-UA. The OPLS-UA models for alcohols(includes phenol) gave average errors
of 1.3 % for 4Hvap and 1.8 % for densities. The corresponding errors for alcohols
with OPLS-AA model are 2.2 % and 1.8 %.
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