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Abstract

Microlocal Analysis of Certain Imaging Problems

by Ashwin T.A.N

Microlocal analysis is concerned with the study of propagation of singularities under the

action of various operators. In this thesis, we introduce certain techniques from microlo-

cal analysis and apply them to some problems from Synthetic Aperture Radar imaging.

Chpater 1 provides a rapid overview of distribution theory and Fourier transforms, in-

cluding Schwartz kernels and the concept of a wavefront set. In the next chapter, we

present (for the most part without proofs) some elements of the theory of pseudodiffer-

ential operators. Their significance in imaging stems from the fact that the action of a

pseudodifferential operator on a distribution does not introduce any new singularities.

Chapter 3 introduces a more general class of operators called the Fourier integral

operators. We show how Fourier Integral operators correspond naturally to certain

Lagrangian submanifolds, which leads to the global theory of FIOs. Chapter 3 concludes

with a brief discription of classes of distributions associated to two cleanly intersecting

Lagrangians (denoted by Ip,l where p and l are real numbers).

Finally, in Chapter 4, we consider two of problems from SAR imaging. In the first

problem, the transmitter and receiver are combined into one device, and move along a

circular trajectory at a constant height above the ground.The scattering operator F is

known to be an FIO. The standard technique in imaging problems is to “back-project”

the scattered data and thus we wish to understand the composition F ∗F . It is a known

result that F ∗F belongs to an Ip,l class. We outline the standard proof, and also give

a new proof (Theorem 4.5) that is based on a characterization of Ip,l classes due to

Greenleaf and Uhlmann. In the second problem, the transmitter and receiver move

along a circular trajectory, but separated by a fixed distance at all times. This problem

is more complicated, and we present a new result (Theorem 4.6) that under certain

restrictions, F ∗F belongs to an Ip,l class.
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Chapter 1

Distributions and Fourier

Transforms

We begin by fixing some notation. If f is a continuous function on an open set Ω ⊂ Rn,

the support of f , denoted by supp f , is defined as the closure (in Ω) of the set {x ∈
Ω| f(x) 6= 0}. We let Ck(Ω) denote the set of all complex valued functions on Ω which

have continuous partial derviatives of all orders ≤ k (The function itself is included as

the 0-th order derivative). C∞(Ω) = ∩kCk(Ω) is the set of all complex valued functions

on Ω that have continuous partial derivatives of all orders. Moreover, the set of functions

in Ck(Ω) (resp. C∞(Ω)) whose supports are compact subsets of Ω is denoted by Ckc (Ω)

(resp. C∞c (Ω)). It is easily seen that all these sets are vector spaces.

If n ∈ N, an n - multi-index is an n - tuple of non-negative integers α = (α1, . . . , αn) ∈
Zn+. The length of α is defined as |α| = α1 + · · ·+ αn. If β is another n-multi-index, we

define α+ β = (α1 + β1, . . . , αn + βn). We say that β ≤ α if βj ≤ αj for every j, and in

that case we can define α − β = (α1 − β1, . . . , αn − βn). If f ∈ Ck(Ω) and |α| ≤ k, we

denote by ∂αf the partial derivative ∂|α|f/∂α1
x1 · · · ∂

αn
xn . We also set α! = α1! · · ·αn!, and

if x ∈ Rn, xα = xα1
1 · · ·xαnn . Thus, the formal statement of Taylor’s theorem becomes

f(x+ h) =
∑
α≥0

∂αf(x)

α!
hα

1.1 Test Functions and Distributions

We call elements of C∞c (Ω) as test functions on Ω. C∞c (Ω) has the structure of a

Fréchet space, which is an example of a topological vector space. Instead of describing

the topology of C∞c (Ω) in detail, we just note when a sequence in C∞c (Ω) converges to
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an element in C∞c (Ω), which will be sufficient for our purposes.

Definition 1.1 ([1], p. 8). Let Ω be an open subset of Rn. We say that a sequence

φn ∈ C∞c (Ω) converges to φ ∈ C∞c (Ω) if there is a fixed compact set K ⊂ Ω such that

supp φn ⊂ K for every n, and for every multi-index α, ∂αφn → ∂αφ uniformly.

Now, if f ∈ L1
loc(Ω), we can define a linear functional (also denoted by f) on C∞c (Ω)

by

〈f, φ〉 =

∫
fφ dx ∀φ ∈ C∞c (Ω)

It can be shown that 〈f, ·〉 is sequentially continuous, and the right hand side of the

above equation vanishes for all φ if and only if f = 0 a.e. Thus, we may view every

locally integrable function as a sequentially continuous linear functional on C∞c (Ω) in a

unique way.

Definition 1.2 ([1], p. 7,9). Let Ω be an open subset of Rn. We say that a linear

functional u : C∞c (Ω) → C is a distribution if whenever φn → φ in C∞c (Ω), 〈u, φn〉 →
〈u, φ〉. Equivalently, u is a distribution if for every compact K ⊂ Ω, there exists a

non-negative integer NK and CK > 0 such that

|〈u, φ〉| ≤ CK
∑
|α|≤NK

sup |∂αφ| ∀φ ∈ C∞c (K)

where C∞c (K) = {φ ∈ C∞c (Ω)| supp u ⊂ K}. Estimates like the one above are called

semi-norm estimates.

Note. If we can take a single N = NK for all compact K ⊂ Ω, u is said to be a

distribution of finite order and the least such N is called the order of the distribution u.

If u is a distribution of order k, it can be extended to a sequentially continuous linear

functional on Ckc (Ω). (A sequence φn → φ in Ckc (Ω) iff there is a fixed compact set K

containing supp φn for all n and ∂αφn → ∂αφ uniformly for all α with |α| ≤ k.)

An example of a distribution not given by a locally integrable function is the Dirac

delta distribution, defined by 〈δx0 , φ〉 = φ(x0). The set of all distributions on Ω is

denoted by D′(Ω). It is equipped with the weak * topology.

Definition 1.3 ([1], p.13). A sequence un → u in D′(Ω) if for every φ ∈ C∞c (Ω),

〈un, φ〉 → 〈u, φ〉.

Let Y ⊂ X be open sets in Rn. Note that there is a canonical inclusion C∞c (Y ) ↪→
C∞c (X) (extend φ ∈ C∞c (Y ) by 0). Thus, if u ∈ D′(X), 〈u, φ〉 is well defined for every

φ ∈ C∞c (Y ). We define the restriction of u to Y by u|Y : φ 7→ 〈u, φ〉 for all φ ∈ C∞c (Y ).
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It is easy to see that u|Y is a distribution on Y . Using the following theorem, one can

show that we can recover the distribution u from its restrictions to a family of open sets

that covers the whole space.

Theorem 1.1 (Partition of Unity, [1], p. 11). Let X ⊂ Rn be open and let K be a

compact subset of X. Let X1, . . . , Xm be open subsets of X such that K ⊂ X1∪· · ·∪Xm.

Then there exist functions φi ∈ C∞c (Xi) (1 ≤ i ≤ m) such that 0 ≤ φi ≤ 1 for every i,

m∑
i=1

φi ≤ 1 on X,

m∑
i=1

φi = 1 on a neighbourhood of K

Corollary 1.1 ([1], p. 12). Let X ⊂ Rn be open and let Xj ⊂ X, j ∈ J be open subsets

such that X = ∪j∈JXj. Suppose that for each j ∈ J , there is a distribution uj ∈ D′(Xj)

such that

uj = ui on Xj ∩Xi, ∀i, j ∈ J

Then there exists a unique u ∈ D′(X) such that u|Xj = uj for every j.

As an application of this corollary, we can now define the support of a distribution

u ∈ D′(X). Let Xj be the family of all open subsets of X such that u|Xj = 0. Then by

the above corollary u = 0 on Y = ∪jXj . Note that Y is the largest open subset of X

on which u is 0. The complement of Y is called the support of u.

Definition 1.4. Let X ⊂ Rn be open and u ∈ D′(X). Then the support of u is defined

as

supp u = ({x ∈ X|u = 0 on a neighbourhood of x})c

Note that if u is a continuous function, the above definition of the support of u

coincides with the previous definition. Similarly, we can define the singular support of

a distribution u ∈ D′(X) as

sing supp u = ({x ∈ X|u ∈ C∞ on a neighbourhood of x})c

The class of distributions with compact support in Ω is denoted by E ′(Ω). A distri-

bution u ∈ D′(Ω) is in E ′(Ω) if and only if it can be extended to a sequentially continuous

linear functional on C∞(Ω) ([1], p. 34-35).

Definition 1.5 ([1], p. 34). A sequence φj ∈ C∞(Ω) is said to converge to φ ∈ C∞(Ω)

if for every multi-index α, ∂αφj → ∂αφ uniformly on all compact subsets of Ω.

We conclude this section by noting that the class of distributions is in a sense se-

quentially closed.
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Theorem 1.2 ([1], p. 15). Let Ω ⊂ Rn be open and let uj be a sequence in D′(Ω) such

that 〈uj , φ〉 converges for every φ ∈ C∞c (Ω). Define u on C∞c (Ω) by

〈u, φ〉 = lim
j→∞
〈uj , φ〉, φ ∈ C∞c (Ω)

Then u ∈ D′(Ω) and uj → u in D′(Ω).

1.2 Operations on Distributions

Suppose f ∈ Ck(Ω) and φ ∈ C∞c (Ω). By integration by parts, we can see that for every

multi-index α with |α| ≤ k,

〈∂αf, φ〉 =

∫
(∂αf)φdx = (−1)|α|

∫
f(∂αφ) dx = (−1)|α|〈f, ∂αφ〉

But the last expression would still make sense for any distribution f . This allows us to

extend the notion of a derivative to any distribution u.

Definition 1.6 ([1], p. 17). If u ∈ D′(Ω) and α is a multi-index, we define ∂αu ∈ D′(Ω)

by 〈∂αu, φ〉 = (−1)|α|〈u, ∂αφ〉 for all φ ∈ C∞c (Ω).

Moreover, it is easy to see that ∂α : D′ → D′ is a sequentially continuous linear map.

In general, if µ : C∞c (Y )→ C∞c (X) is a linear map that takes sequences converging to 0

to sequences converging to 0, the transpose tµ can be extended to a map D′(X)→ D′(Y )

by setting ([1], p. 29)

〈tµu, φ〉 = 〈u, µφ〉, u ∈ D′(X), φ ∈ C∞c (Y )

Another such important operation on distributions is multiplication by a smooth func-

tion: If φ ∈ C∞c (X), the map µ : ψ 7→ φψ is sequentially continuous from C∞c (X) →
C∞c (X). The map µ is self-adjoint and if u ∈ D′(X), we define φu ∈ D′(X) by

〈φu, ψ〉 = 〈u, φψ〉 for all ψ ∈ C∞c (X).

Consider a polynomial in ξ ∈ Rn whose co-effecients are smooth functions of x ∈ Rn,

given by P (x, ξ) =
∑
|α|≤k aα(x)ξα. We denote by P (x, ∂) the linear partial differential

operator
∑
|α|≤k aα(x)∂α. By the previous discussion it is easy to see that P (x, ∂) :

D′ → D′ is sequentially continuous.

The next operation we consider is the pullback by a diffeomorphism. Let X and Y be

open subsets of Rn and let f : X → Y be a diffeomorphism. If u ∈ C∞(Y ), it pullback

is defined by (f∗u)(x) = u(f(x)). If φ ∈ C∞c (X), the change of variable formula shows
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that

〈f∗u, φ〉 =

∫
u(f(x))φ(x) dx

=

∫
u(y)g∗φ(y)| det dg(y)| dy

where g = f−1. Now, if u ∈ D′(Y ), its pullback f∗u ∈ D′(X) is defined by

〈f∗u, φ〉 = 〈u(y), g∗φ(y)|det dg(y)|〉, ∀φ ∈ C∞c (X)

Another important operation that we want to extend to distributions is the convo-

lution of two functions.

Definition 1.7 ([2], p. 16). Let f and g be two continuous functions on Rn, at least one

of which has compact support. Then we define the function f ∗ g on Rn by (f ∗ g)(x) =∫
f(x− y)g(y) dy.

The following properties of convolution are easily verified.

Proposition 1.1. Let f, g, h ∈ C(Rn), at least two of which have compact support.

1. f ∗ g = g ∗ f .

2. f ∗ (g ∗ h) = (f ∗ g) ∗ h.

3. τh(f ∗ g) = (τhf) ∗ g = f ∗ (τhg) for all h ∈ Rn, where τh is the translation map

τhφ(y) = φ(y − h).

4. If f ∈ Cj and g ∈ Ck, then ∂α+β(f ∗ g) = (∂αf) ∗ (∂βg) whenever |α| ≤ j and

|β| ≤ k.

5. If f and g both have compact support, supp f ∗ g ⊂ supp f + supp g

The 4th property in the above proposition implies that convolution with smooth

function leads to a smooth function. Convolutions can be used to approximate a general

function (or even a distribution) with smooth functions. Let ρ ∈ C∞c (Rn) be such that

supp ρ ⊂ {|x| ≤ 1}, ρ ≥ 0 and
∫
ρ dx = 1. Define ρε(x) = ε−nρ(x/ε). It is clear that

each ρε is a non-negative function whose integral is equal to 1 and supp ρε ⊂ {|x| ≤ ε}.

Proposition 1.2 ([1], p. 6). Let f ∈ Ckc (Rn) for some k ≥ 0. Then fε := f ∗ ρε ∈
C∞c (Rn) for every ε and fε → f in Ckc (Rn).

5



Let τx : C∞c (Rn) → C∞c (Rn) be the translation map τxφ(y) = φ(y − x). Evidently,

this can be extended to D′(Rn) by 〈τxu, φ〉 = 〈u, τ−xφ〉. Similarly the self-adjoint opera-

tion φ 7→ φ̌ where φ̌(y) = φ(−y) can also be extended to distributions by 〈ǔ, φ〉 = 〈u, φ̌〉.
The definition of convolution says that

(1.1) (f ∗ g)(x) =

∫
f(x− y)g(y) dy = 〈f, τxǧ〉

This immediately suggests an extension: If f ∈ D′(Rn) and g ∈ C∞c (Rn) or if f ∈ E ′(Rn)

and g ∈ C∞(Rn), we define f ∗ g as a function through the equation 1.1.

Proposition 1.3 ([2], p. 88). Let f and g be as above. Then f ∗ g ∈ C∞(Rn) and for

any multi-index α,

∂α(f ∗ g) = (∂αf) ∗ g = f ∗ (∂αg)

If f and g both have compact support, we still have supp f ∗ g ⊂ supp f + supp g.

Also, if ρε is the sequence defined above, then for any distribution u ∈ D′(Rn), u ∗ ρε
is a sequence of C∞ functions that converges to u in D′(Rn). Now, let us define the

convolution of two distributions at least one of which has compact support. Notice that

if u ∈ D′(Rn), the map φ 7→ u ∗ φ is a continuous linear map from C∞c (Rn)→ C∞(Rn)

and commutes with translations. In fact, the converse is also true.

Theorem 1.3 ([2], p. 100). If µ : C∞c (Rn)→ C∞(Rn) is a continuous linear map that

commutes with translations, there exists a unique u ∈ D′(Rn) such that µψ = u ∗ ψ for

all ψ ∈ C∞c (Rn).

Now let u1, u2 be two distributions on Rn, at least one of which has compact support.

It is easy to see that u1 ∗ (u2 ∗ φ) is well defined for every φ ∈ C∞c (Rn) and that the

map φ 7→ u1 ∗ (u2 ∗ φ) is sequentially continuous. We define u1 ∗ u2 to be the unique

distribution on Rn such that

(u1 ∗ u2) ∗ φ = u1 ∗ (u2 ∗ φ), ∀φ ∈ C∞c (Rn)

Properties 1,2,3 and 5 of Proposition 1.1 continue to hold for any f ∈ D′(Rn), g ∈ E ′(Rn).

Also, ∂α(u1 ∗ u2) = (∂αu1) ∗ u2.

We conclude this section by defining tensor products of distributions. Let X ⊂ Rm

and Y ⊂ Rn be open. If f ∈ C(X) and g ∈ C(Y ), the tensor product f ⊗ g is the

function on X × Y defined by pointwise multiplication: (f ⊗ g)(x, y) = f(x)g(y). As a

distribution, this is given by

〈f ⊗ g, χ〉 =

∫∫
f(x)g(y)χ(x, y) dx dy ∀χ ∈ C∞c (X × Y )

6



We want to define tensor products for distributions. If we take χ = φ ⊗ ψ with φ ∈
C∞c (X) and ψ ∈ C∞c (Y ), we get

(1.2) 〈f ⊗ g, φ⊗ ψ〉 = 〈f, φ〉〈g, ψ〉

We want our definition of tensor product of distributions to still satisfy this identity.

Theorem 1.4 ([1], p. 44). The subspace of C∞c (X × Y ) generated by functions of the

form φ⊗ ψ, φ ∈ C∞c (X), ψ ∈ C∞c (Y ) is dense in C∞c (X × Y ).

Thus, equation 1.2 already determines the required distribution on a dense sub-

space of C∞c (X × Y ). The next theorem says that this can be uniquely extended to a

distribution on X × Y .

Theorem 1.5 ([1], p. 45). Let u ∈ D′(X) and v ∈ D′(Y ). Then there exists a unique

distribution on X × Y , called the tensor product of u and v and denoted by u⊗ v such

that

〈u⊗ v, φ⊗ ψ〉 = 〈u, φ〉〈v, ψ〉, ∀φ ∈ C∞c (X), ψ ∈ C∞c (Y )

1.3 Schwartz Kernels

Let X ⊂ Rn and Y ⊂ Rm be open sets. If k ∈ D′(X × Y ), we can define a map

µk : C∞c (Y )→ D′(X) by

(1.3) 〈µk(ψ), φ〉 = 〈k, φ⊗ ψ〉 ∀ψ ∈ C∞c (Y ), φ ∈ C∞c (X)

or, to use the integral notation,∫
X
µk(ψ)(x)φ(x) dx =

∫
X

∫
Y
k(x, y)ψ(y)φ(x) dy dx

If k is a locally integrable function, this is simply the integral transform

ψ 7→ µk(ψ)(x) =

∫
Y
k(x, y)ψ(y) dy

The distribution k is called the distribution kernel or Schwartz kernel of the map µk.

The Schwartz kernel theorem says that a very large family of operators C∞c (Y )→ D′(X)

can be respresented in the form 1.3.

Theorem 1.6 (Schwartz kernel theorem, [2], p. 128). A linear map µ : C∞c (Y )→ D′(X)

is sequentially continuous if and only if there exists a k ∈ D′(X × Y ) such that for all

φ ∈ C∞c (X) and ψ ∈ C∞c (Y ),

(1.4) 〈µψ, φ〉 = 〈k, φ⊗ ψ〉

Morevover, the kernel k is uniquely determined by µ.

7



Remark. If k ∈ D′(X × Y ) is a distribution kernel, the associated map from C∞c (Y ) to

D′(X) is also usually denoted by k.

Definition 1.8. If k ∈ D′(X × Y ), its transpose tk ∈ D′(Y ×X) is defined by

〈tk, χ〉 = 〈k,t χ〉 ∀χ ∈ C∞c (Y ×X)

where tχ(x, y) = χ(y, x).

If k is actually a function, then tk(y, x) = k(x, y) and so the above definition is

consistent. Note that the maps k and tk are also adjoints of each other: if φ ∈ C∞c (X)

and ψ ∈ C∞c (Y ), then by definition,

(1.5) 〈tkφ, ψ〉 = 〈tk, ψ ⊗ φ〉 = 〈k, φ⊗ ψ〉 = 〈kψ, φ〉

Theorem 1.7 ([1], p. 73). Let k ∈ D′(X × Y ). If tk is a continuous linear map of

C∞c (X) into C∞(Y ), then k can be extended to a map E ′(Y )→ D′(X) that is sequentially

continuous in the following sense: if uj is a sequence in E ′(Y ) such that uj → u in D′(Y )

and supp uj are all contained in a fixed compact set K, then kuj → ku in D′(X).

Remark. Usually, the extension map E ′(Y )→ D′(X) is also denoted by k

Definition 1.9. If a Schwartz kernel k ∈ D′(X × Y ) is such that both k : C∞c (Y ) →
C∞(X) and tk : C∞c (X)→ C∞(Y ) are sequentially continuous linear maps, k is called

a regular kernel.

Corollary 1.2. If k is a regular kernel, the maps k and tk extend to sequentially con-

tinuous linear maps E ′(Y )→ D′(X) and E ′(X)→ D′(Y ) respectively

1.4 Fourier Transforms and Tempered Distributions

Let f ∈ L1(Rn). The Fourier transform of f is defined as the function

Ff(ξ) = f̂(ξ) =

∫
e−ix·ξf(x) dx ∀ξ ∈ Rn

It is easy to see that f̂ is a bounded continuous function with |f̂(ξ)| ≤ ||f ||L1 for every

ξ ∈ Rn.

Proposition 1.4 ([1], p. 92). Let f, g ∈ L1(Rn).

1.
∫
f(x)ĝ(x) dx =

∫
f̂(ξ)g(ξ) dξ.

8



2. The convolution (f ∗ g)(x) =
∫
f(x − y)g(y) dy is defined for a.e. x ∈ Rn and

f ∗ g ∈ L1(Rn). Also, f̂ ∗ g(ξ) = f̂(ξ)ĝ(ξ).

If g ∈ C∞c (Rn), 1 determines the distribution associated to f̂ in terms of f . But one

can not use this equation to define the Fourier transform for an arbitrary f ∈ D′(Rn),

since the Fourier transform does not map C∞c to C∞c .

Definition 1.10 ([1], p. 93). A function φ ∈ C∞(Rn) is said to be rapidly decreasing

if for every pair of multi-indices α, β,

sup
x∈Rn

|xβ∂αφ(x)| <∞

The space of all rapidly decreasing functions on Rn is called the Schwartz space on Rn

and is denoted by S(Rn).

S(Rn) also has a Fréchet space structure. A sequence φj ∈ S(Rn) converges to 0 if

for every pair of multi-indices α, β, supx∈Rn |xβ∂αφj(x)| → 0 as j →∞.

It is easy to see that S(Rn) ⊂ L1(Rn) so that we can define the Fourier transform

of any rapidly decreasing function. Also, if φ ∈ S(Rn), xjφ, ∂jφ ∈ S(Rn) for every

j, so that S is closed under differentiation and multiplication by polynomials. The

importance of the class S is due to the following result ([2], p. 160-161). Let us denote

by D the operator −i∂, so that Dj = −i∂j and Dα = (−i)|α|∂α.

Theorem 1.8. Let φ ∈ S(Rn). Then

F(Dαφ)(ξ) = ξαφ̂(ξ)

F(xαφ)(ξ) = (−1)|α|Dαφ̂(ξ)

and consequently F : S(Rn)→ S(Rn) is a continuous linear map. Its inverse, called the

Inverse Fourier transform is also continuous and is given by

F−1φ(x) = φ̌(x) =
1

(2π)n

∫
eix·ξφ(ξ) dξ

Remark. The equation

φ(x) =
1

(2π)n

∫
eix·ξφ̂(ξ) dξ

is sometimes called the Fourier Inversion formula.

Note that if P is a polynomial, F(P (D)φ)(ξ) = P (ξ)φ̂(ξ). Thus, if a distribution f

extends to a continuous linear functional on S(Rn), we may define its Fourier transform.
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Definition 1.11. We define S ′(Rn) as the space of those distributions on Rn which

extend to sequentially continuous linear functionals on S(Rn). Elements of S ′(Rn) are

called tempered distributions. A sequence uj ∈ S ′(Rn) is said to converge to u ∈ S ′(Rn)

if 〈uj , φ〉 → 〈u, φ〉 as j →∞ for every φ ∈ S(Rn).

Definition 1.12 ([1], p. 97). If u ∈ S ′(Rn), its Fourier transform û is defined by

〈û, φ〉 = 〈u, φ̂〉 ∀φ ∈ S(Rn)

It can be verified by simple computations that Theorem 1.8 can be extended to

tempered distributions.

Proposition 1.5 ([1], p. 99). Let f ∈ S ′(Rn). Then

F(Dαf)(ξ) = ξαf̂(ξ)

F(xαf)(ξ) = (−1)|α|Dαf̂(ξ)

Also, the Fourier transform F is a continuous linear map from S ′(Rn) → S ′(Rn) and

its inverse is also continuous.

We conclude the section by noting that if u ∈ E ′(Rn), its Fourier transform is actually

a C∞ function.

Lemma 1.1 ([1], p. 101). If u ∈ E ′(Rn), û is a C∞ function given by û(ξ) =

〈u(x), e−ix·ξ〉.

Theorem 1.9. Let u ∈ S ′(Rn) and let v ∈ E ′(Rn). Then u ∗ v ∈ S ′(Rn) and

F(u ∗ v)(ξ) = û(ξ)v̂(ξ)

1.5 The Wavefront Set

Consider a distribution u ∈ E ′(Rn). Then we know that its Fourier transform is a

smooth function, and u ∈ C∞c (Rn) if and only if û(ξ) is a rapidly decreasing function

of ξ. For a general u ∈ E ′(Rn), it is interesting to look at those directions in which û is

not rapidly decreasing. More specifically, we make the following definition:

Definition 1.13 ([1], p. 145). We say that ξ0 /∈ Σ(u) if there exists a conic neighbour-

hood V 3 ξ0 such that

|û(ξ)| ≤ CN (1 + |ξ|)−N ∀ξ ∈ V,N ∈ N

where C1, C2, . . . are positive constants.
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It can be easily seen that u ∈ C∞c (Rn) iff Σ(u) = ∅. Σ(u) gives us the directions of

the singularities of the distribution u. To find the directions of singularities of u at x0,

we localize u by multiplying by a cut-off function that is non-zero near x0.

Definition 1.14 ([1], p. 145). Let u ∈ D′(Ω). We say that (x0, ξ0) ∈ Ω × (Rn \ 0) is

not in the wavefront set of u, denoted by WF (u) if there exists φ ∈ C∞c (Ω) such that

φ(x0) 6= 0 and ξ0 /∈ Σ(φu).

The wavefront set gives us the positions as well as the directions of the singularities

of a dstribution. The following proposition shows that it is a refinement of the concept

of singular support.

Proposition 1.6 ([1], p. 146). Let u ∈ D′(Ω) and let π : Ω × (Rn \ 0) → Ω be the

projection map (x, ξ) 7→ x. Then

sing supp u = π(WF (u))

Example. Let Ω 3 x0 be an open set in Rn. Consider the Dirac delta distribution δx0
given by 〈δx0 , φ〉 = φ(x0) for φ ∈ C∞c (Ω). It can be shown that WF (δx0) = {x0}× (Rn \
0).

We now present some results on how the wavefront set transforms under various

operations on distributions.

Let X be an n-dimensional manifold. Consider its cotangent bundle T ∗X. If

x1, x2, . . . , xn are local coordinates defined on an open set U of X, then we get cor-

responding local co-ordinates on T ∗U by

((x1, x2, . . . xn), (ξ1dx1 + ξ2dx2 + . . .+ ξndxn)) 7→ (x1, . . . xn, ξ1, . . . ξn)

(x1, . . . , xn, ξ1, . . . , ξn) are called canonical local co-ordinates on T ∗(X). If (y1, . . . yn) is

another system of local co-ordinates, it can be easily verified that the resulting canonical

local cordinates (y, η) are related to (x, ξ) by

η = t

(
∂x

∂y

)
ξ

where
(
∂x
∂y

)
denotes the usual Jacobian matrix

(
∂xi
∂yj

)
i,j

.

Theorem 1.10 ([1], p. 152). Let X and Y be open subsets of Rn and let f : X → Y be

a diffeomorphism. If u ∈ D′(Y ),

WF (f∗u) = {(x,t dfxη) | (f(x), η) ∈WF (u)}

11



Thus, under diffeomorphisms, the wavefront set transforms like a subset of the cotan-

gent bundle. So, the wavefront set of u ∈ D′(X) can be naturally viewed as a subset of

T ∗X \0. Henceforth, we always regard the wavefront set to be a subset of the cotangent

bundle.

The concept of wavefront sets can be used to extend many operations on distribu-

tions. For example, if u and v are distributions with disjoint singular supports, we know

how to define the product uv. The next theorem shows that this can be done in some

cases even if their singular supports are not disjoint.

Theorem 1.11 ([1], p. 153). Let u, v ∈ D′(Rn) be such that (x, ξ) ∈ WF (u) implies

(x,−ξ) /∈WF (v). Then the product uv can be defined and

WF (uv) ⊂WF (u) ∪WF (v) ∪ {(x, ξ + η) | (x, ξ) ∈WF (u) and (x, η) ∈WF (v)}

If u, v are compactly supported, then one shows that the integral
∫
û(ξ − η)v̂(η) dη

is absolutely convergent, and then takes the Inverse Fourier transform of this function

to define uv. The definition is extended to general distributions by a partition of unity.

We conclude with some results that relate the Schwartz kernel of an operator to its

action on wavefront sets. We first fix some notation. If C1 ⊂ T ∗X×T ∗Y and C2 ⊂ T ∗Y .

We define

C1 ◦ C2 = {(x, ξ) ∈ T ∗X | ∃(y, η) such that (y, η) ∈ C2, (x, ξ, y, η) ∈ C1}

i.e., C1 is viewed as a relation between T ∗X and T ∗Y and C1 ◦ C2 is the image of C2

under this relation. If C3 ⊂ T ∗Y ×T ∗Z, C1 ◦C3 is defined as a composition of relations.

C1 ◦ C3 = {(x, ξ, z, θ) | |∃(y, η) such that (x, ξ, y, η) ∈ C1, (y, η, z, θ) ∈ C2}

Also, if A ⊂ T ∗X × T ∗Y , we define

AX = {(x, ξ) | (x, ξ, y, 0) ∈ A for some y ∈ Y }

AY = {(y, η) | (x, 0, y, η) ∈ A for some x ∈ X}

A′ = {(x, ξ, y, η) | (x, ξ, y,−η) ∈ A}

Theorem 1.12 ([2], p. 268). Let X ⊂ Rm and Y ⊂ Rn be open and let K ∈ D′(X×Y )

be a Schwartz kernel. Then K can act upon u ∈ E ′(Y ) to give Ku ∈ D′(X), provided

(y, η) ∈WF (u) implies (x, 0, y,−η) /∈WF (K) for any x, and we have

WF (Ku) ⊂ (WF (K))X ∪WF ′(K) ◦WF (u)

12



Theorem 1.13 (Hörmander-Sato Lemma, [2], p. 270). Let K1 ∈ D′(X × Y ) and

K2 ∈ D′(Y × Z) be Schwartz kernels. Suppose that the projection supp K2 3 (y, z) 7→ z

is a proper map and WF ′(K1)Y ∩WF (K2)Y = ∅. Then we can form the composition

of the corresponding operators K1 ◦K2 : C∞c (Z)→ D′(Z) is well defined and

WF ′(K1 ◦K2) ⊂ WF ′(K1) ◦WF ′(K2) ∪ (WF (K1)X × Z × {0})

∪(X × {0} ×WF ′(K2)Z)
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Chapter 2

Pseudodifferential Operators

Consider the linear partial differential operator P (x,D) =
∑
|α|≤k aα(x)Dα where aα

are C∞ functions on Rn. If u ∈ S(Rn), we may use the Fourier Inversion formula to

write

P (x,D)u(x) =
∑
|α|≤k

aα(x)Dα

(
1

(2π)n

∫
eix·ξû(ξ) dξ

)
(2.1)

=
∑
|α|≤k

aα(x)

(
1

(2π)n

∫
eix·ξû(ξ)ξα dξ

)
(2.2)

=
1

(2π)n

∫
eix·ξP (x, ξ)û(ξ) dξ(2.3)

The polynomial P (x, ξ) is called the symbol of the operator P (x,D). Pseudodifferential

operators are generalizations of differential operators, in the sense that they are given

by expressions of the form 2.3 where P (x, ξ) is allowed to belong to a larger class of

functions. We begin by defining this class.

Definition 2.1 ([3], p. 1). Let Ω be an open set in Rn and m ∈ R. We define Sm(Ω×
RN ) to be the set of all functions P ∈ C∞(Ω×RN ) which satisfy the following estimates:

given any compact set K ⊂ Ω and multi-indices α and β, there exists a constant c =

c(K,α, β) > 0 such that

sup
x∈K
|∂αx ∂

β
ξ P (x, ξ)| ≤ c(1 + |ξ|)m−|β|

for all ξ ∈ RN . Elements of Sm(Ω× RN ) are called symbols of order m on Ω× RN .

Note that if m < m′, Sm(Ω × RN ) ⊂ Sm
′
(Ω × RN ). So it is natural to define

S∞(Ω× RN ) =
⋃
m∈R S

m(Ω× RN ) and S−∞(Ω× RN ) =
⋂
m∈R S

m(Ω× RN ).
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Remark. If P ∈ Sm1 and Q ∈ Sm2 it is easy to see that P + Q ∈ Smax(m1,m2), and an

application of Leibniz formula will show that PQ ∈ Sm1+m2 . Further, if P ∈ Sm, it

follows immediately from the definition that ∂αx ∂
β
ξ P (x, ξ) ∈ Sm−|β|.

Remark. If N = dim Ω, we simply write Sm(Ω) for Sm(Ω× RN ).

Definition 2.2. Suppose P (x, ξ) ∈ Sm(Ω). Then we define the operator P (x,D) by

(2.4) P (x,D)u(x) =
1

(2π)n

∫
eix·ξP (x, ξ)û(ξ) dξ

P (x,D) is called the pseudodifferential operator (ΨDO for short) associated to the sym-

bol P (x, ξ). If P (x, ξ) is of order m, then we say P (x,D) is also of order m. The set

of all pseudodifferential operators of order m on Ω is denoted by Ψm(Ω). As before, we

also set Ψ∞(Ω) =
⋃
m∈R Ψm(Ω) and Ψ−∞(Ω) =

⋂
m∈R Ψm(Ω).

Consider P (x, ξ) =
∑
|α|≤k aα(x)ξα where aα are C∞ functions on Ω. It is easy to see

that this is a symbol of order k on Ω. Further, by equation 2.3, the pseudodifferential op-

erator associated to it is precisely P (x,D) =
∑
|α|≤k aα(x)Dα. Thus pseudodifferential

operators are generalizations of differential operators.

Note that the integral in 2.4 converges whenever u ∈ S(Rn), as P (x, ·) has polynomial

growth. However, it is more natural to view P (x,D) as acting on functions on Ω and we

usually restrict the domain of P (x,D) to C∞c (Ω). The following lemma is easily proved

by differentiating under the integral.

Lemma 2.1. Let P (x,D) be a ΨDO on Ω. Then P (x,D) : C∞c (Ω) → C∞(Ω) is a

continuous linear map

2.1 Kernels of Pseudodifferential Operators

Consider a pseudodifferential operator P (x,D) on Ω. If u, v ∈ C∞c (Ω), we have

〈P (x,D)u(x), v(x)〉 =
1

(2π)n

∫∫
eix·ξP (x, ξ)û(ξ)v(x) dξ dx

=
1

(2π)n

∫∫∫
ei(x−y)·ξP (x, ξ)u(y)v(x) dy dξ dx

Let P̌2 denote the Inverse Fourier transform of P (x, ξ) with respect to ξ (in the sense of

distributions). Then the above equation reduces to

〈P (x,D)u(x), v(x)〉 =

∫
P̌2(x, x− y)u(y)v(x) dy dx
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From this, we can easily see that the Schwartz kernel of P (x,D) is given by K(x, y) =

P̌2(x, x− y). Also, its transpose tK(x, y) = P̌2(y, y − x) gives rise to the map

(2.5) tP (x,D)u(x) =
1

(2π)n

∫∫
ei(y−x)·ξP (y, ξ)u(y) dy dξ

which, as we can easily see, is again a continuous linear map from C∞c (Ω) to C∞(Ω).

Thus, K is a regular kernel, and by Corollary 1.2, both P (x,D) and tP (x,D) extend to

sequentially continuous linear maps from E ′(Ω) to D′(Ω). In fact, we can say more.

Definition 2.3 ([4], p. 11). A regular Schwartz kernel k(x, y) ∈ D′(Ω × Ω) is said to

be very regular if it is a C∞ function outside the diagonal ∆ = {(x, x)|x ∈ Ω}.

We will see that the kernel of any ΨDO is very regular. An important property of

very regular kernels is the so-called pseudolocal property.

Definition 2.4. An operator T : E ′(Ω)→ D′(Ω) is said to be pseudolocal if sing supp Tu ⊂
sing supp u for every u ∈ E ′(Ω).

Theorem 2.1 ([4]). If a Schwartz kernel K(x, y) ∈ D′(Ω×Ω) is very regular, then the

associated map K : E ′(Ω)→ D′(Ω) is pseudolocal.

Theorem 2.2 ([5], p. 273). Let P ∈ Sm(Ω) and let K(x, y) be the kernel of the ΨDO

associated to P .

1. The function fα(x, z) = zαP̌2(x, z) is in Cj(Ω × Rn) for all multi-indices α with

|α| > m+ n+ j. If A is a compact subset of Ω, fα and all its derivatives of order

≤ j are bounded on A× Rn.

2. If |α| > m+n+ j, (x− y)αK(x, y) ∈ Cj(Ω×Ω). In particular, K(x, y) is C∞ on

Ω× Ω \∆Ω.

The basic idea of the proof is that zαP̌2(x, z) is the inverse Fourier transform of

Dα
ξ P (x, ξ) (up to a scalar multiple). Since differentiation in the ξ variables reduces the

order of P (x, ξ), for |α| sufficiently high, the Inverse Fourier transform can be interpreted

in the classical sense as an integral. So, 1 follows by arguments involving differentiating

under the integral. Now 2 follows from 1 since K(x, y) = P̌2(x, x− y).

Corollary 2.1. Every pseudodifferential operator is pseudolocal

Corollary 2.2. If P ∈ S−∞(Ω), then P (x,D) maps E ′(Ω)→ C∞(Ω).
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Proof. Theorem 2.2 implies that the kernel K of P is in C∞(Ω × Ω). Let u ∈ E ′(Ω).

Approximating u by a sequence of C∞c functions, we get that Pu is the smooth function

given by Pu(x) = 〈u(y),K(x, y)〉.

Remark. Operators that map E ′(Ω)→ C∞(Ω) are called smoothing operators. We have

shown that every P ∈ Ψ−∞(Ω) is smoothing.

Note that since a pseudodifferential operator maps C∞c (Ω) → C∞(Ω) and E ′(Ω) →
D′(Ω), it does not in general make sense to compose two ΨDOs. However, this can be

easily overcome by adding a simple condition on the kernels of the ΨDOs.

Definition 2.5 ([3], p. 28). Let X ⊂ Rn and Y ⊂ Rm be open sets, and let π1 : X×Y →
X and π2 : X × Y → Y be the projection maps onto the first and second co-ordinates

respectively. We say that a closed set W ⊂ X × Y is proper if for all compact subsets

K ⊂ X,K ′ ⊂ Y , the sets π−1
1 (K) ∩W and π−1

2 (K ′) ∩W are also compact.

Definition 2.6. Let T : C∞c (Y ) → C∞(X) be a continuous linear map with Schwartz

kernel K. T is said to be properly supported if supp K is a proper subset of X × Y .

Proposition 2.1 ([5], p. 276). Let T : C∞c Y → C∞(X) be properly supported. Then

T maps C∞c (Y ) → C∞c (X) and E ′(Y ) → E ′(X). Furthermore, T can be extended to

continuous linear maps C∞(Y )→ C∞(X) and D′(Y )→ D′(X).

Thus, it makes sense to speak of S ◦T if at least one of them is compactly supported.

It can also be shown that if both S and T are compactly supported, then so is S ◦ T .

2.2 Action on Sobolev Spaces

Let Ω be an open set in Rn and let s ∈ R. The Sobolev space Hs
c (Ω) is defined by

Hs
c (Ω) =

{
u ∈ E ′(Ω)

∣∣∣ ∫ (1 + |ξ|2)s|û(ξ)|2 dξ <∞
}

with norm defined by ||u||Hs = (
∫

(1 + |ξ|2)s|û(ξ)|2dξ)1/2. It is a known fact that

E ′(Ω) = ∪s∈RHs
c (Ω). The following Theorem says that if P ∈ Ψm(Ω) , the action of P

on u reduces the order of regularity (measured by s) by at most m.

Theorem 2.3 ([5], p. 295). If P ∈ Ψm(Ω), then P is a continuous linear map from

Hs
c (Ω)→ Hs−m

loc (Ω) for all s ∈ R. That is, given any φ ∈ C∞c (Ω), there exists Cs,φ > 0

such that

||φPu||Hs−m ≤ Cs,φ||u||Hs ∀u ∈ Hs
c (Ω)
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2.3 The Symbolic Calculus

Suppose mj is a sequence of real numbers strictly decreasing to −∞ and Pj ∈ Smj (Ω×
RN ) for all j ≥ 0. Since the orders are decreasing, the terms of the series are in a

sense getting smaller and smaller. Though the series
∑∞

0 Pj need not converge, the

following notion of asymptotic sum is very useful: We say that the formal sum
∑∞

0 Pj

is an asymptotic expansion of P ∈ Sm0(Ω× RN ), and write P ∼
∑∞

0 Pj if

P −
k−1∑
j=0

Pj ∈ Smk(Ω× RN ) ∀k > 0

Proposition 2.2 ([3], p. 8). Let mj be a sequence of real numbers strictly decreasing

to −∞ and let Pj ∈ Smj (Ω × RN ). Then there exists P ∈ Sm0(Ω × RN ) such that

P ∼
∑∞

0 Pj. Furthermore, if Q is another such symbol, P −Q ∈ S−∞(Ω× RN ).

Remark. Operators in Ψ−∞(Ω), and smoothing operators in general, are regarded as in

a sense negligible. Thus, while considering an operator P ∈ Ψm(Ω), we are generally

only interested in its equivalence class in Ψm(Ω)/Ψ−∞(Ω).

Definition 2.7 ([4], p. 32). A symbol P ∈ Sm(Ω) is said to be classical if P admits an

asymptotic expansion of the form

(2.6) P (x, ξ) ∼
∞∑
j=0

χ(ξ)Pj(x, ξ)

Here χ is a smooth function such that χ(ξ) = 0 for |ξ| ≤ 1/2 and χ(ξ) = 1 for |ξ| ≥ 1,

and Pj(x, ξ) ∈ C∞(Ω× (Rn \ 0)) is positively homogeneous of degree m− j , that is,

Pj(x, tξ) = tm−jP (x, ξ) ∀x ∈ Ω, ξ ∈ Rn \ 0, and t > 0

It can be checked that χ(ξ)Pj(x, ξ) ∈ Sm−j(Ω). ΨDOs associated to classical symbols

are called classical pseudodifferential operators. Note that all linear partial differential

operators are classical ΨDOs, since any polynomial in ξ with C∞ coefficients in x is

classical.

Definition 2.8. If P is a classical symbol with an asymptotic expansion as in equa-

tion 2.6, P0(x, ξ) is called the principal symbol of P .

We now move on to computing the transposes, adjoints and compositions of ΨDOs.

Recall that if P (x,D) is a ΨDO, its transpose is given by (equation 2.5)

tP (x,D)u(x) =
1

(2π)n

∫∫
ei(x−y)·ξP (y,−ξ)u(y) dy dξ
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This indicates that the class of ΨDOs can be profitably extended by allowing the symbols

to depend on both x and y.

Definition 2.9. Let X ⊂ Rp and Y ⊂ Rn be open sets and let m be a real number.

We denote by Sm(X × Y × RN ) the set of all a ∈ C∞(X × Y × RN ) that satisfy the

following estimates: given a compact subset K ⊂ X × Y and multi-indices α, β, γ, there

exist positive constants C = CK,α,β,γ such that

sup
(x,y)∈K

|∂αx ∂βy ∂
γ
ξ a(x, y, ξ)| ≤ C(1 + |ξ|)s−|γ| ∀ξ ∈ RN

If Ω is an open set in Rn, we denote Am(Ω) = Sm(Ω× Ω× Rn) and their elements are

called amplitudes of order m.

Given a ∈ Am(Ω), we define Pa : C∞c (Ω)→ C∞(Ω) by

Pau(x) =
1

(2π)n

∫∫
ei(x−y)·ξa(x, y, ξ)u(y) dy dξ

Integration must be carried out in the indicated order. The kernel K of Pa is given by

K(x, y) = ǎ3(x, y, x − y), where ǎ3 denotes the Inverse Fourier transform of a in the

third variable.

Proposition 2.3 ([5], p. 285). If a ∈ Am(Ω), there exists b ∈ Am(Ω) such that Pb is

properly supported and Pa − Pb is a smoothing operator.

Recall that if an operator T : C∞c (Y ) → C∞(X) is properly supported, it can

be extended to a continuous map from C∞(Y ) → C∞(X). The next theorem shows

that the class of properly supported Pa’s exactly coincides with the class of properly

supported ΨDO’s.

Theorem 2.4 ([5], p. 286). Let a ∈ Am(Ω) be such that Pa is properly supported.

Define

(2.7) P (x, ξ) = e−ix·ξPa(e
ix·ξ)

Then P ∈ Sm(Ω) and P (x,D) = Pa. Furthermore, we have the asymptotic expansion

P (x, ξ) ∼
∑
|α|≥0

1

α!
∂αξ D

α
y a(x, y, ξ)|y=x

Corollary 2.3. If a ∈ Am(Ω), there exists a properly supported Q ∈ Ψm(Ω) such that

Pa−Q is a smoothing operator. Moreover, if a ∈ Sm(Ω), there exists a properly supported

Q ∈ Ψm(Ω) such that a(x,D)−Q ∈ Ψ−∞(Ω).
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Remark. In general, different symbols can give rise to the same ΨDO. However if P ∈ Ψm

is properly supported, equation 2.7 gives us a canonical choice for the symbol of P . We

denote it by σP .

If S and T are linear maps from C∞c (Ω) to C∞(Ω), we say that S is the adjoint

of T and write S = T ∗ if 〈Tu, v〉 = 〈u, Sv〉. T ∗ has distribution kernel K∗(x, y) =

K(y, x). It follows that if T is properly supported then so are tT and T ∗. Also, if

P ∈ Sm(Ω), equation 2.5 shows that tP (x,D) = Pa where a(x, y, ξ) = P (y,−ξ) and a

similar computation shows that P (x,D)∗ = Pb where b(x, y, ξ) = P (y, ξ). Moreover, by

an application of the previous theorem, we can conclude the following:

Theorem 2.5 ([5], p. 291). If P ∈ Ψm(Ω) is properly supported, then tP, P ∗ ∈ Ψm(Ω)

and

σtP (x, ξ) ∼
∑
|α|≥0

(−1)|α|

α!
∂αξ D

α
xσP (x,−ξ),

σP ∗(x, ξ) ∼
∑
|α|≥0

1

α!
∂αξ D

α
xσP (x, ξ)

Theorem 2.6 ([5], p. 291). If P ∈ Ψm(Ω) and Q ∈ Ψm′(Ω) are properly supported, then

QP := Q ◦ P ∈ Ψm+m′(Ω). Moreover, QP = Pa where a(x, y, ξ) = σQ(x, ξ)σtP (y,−ξ)
and

σQP (x, ξ) =
∑
|α|≥0

1

α!
∂αξ σQ(x, ξ) ·Dα

xσP (x, ξ)

2.4 Propagation of Singularities

We have seen that pseudodifferential operators are pseudolocal: If P ∈ Ψ∞(Ω) and

u ∈ E ′(Ω), sing supp Pu ⊂ sing supp u. This result can be further refined .

Theorem 2.7 ([5], p.307). If P ∈ Ψ∞(Ω) and u ∈ E ′(Ω),

WF (Pu) ⊂WF (u)

Remark. This property of pseudodifferential operators is called microlocality

There is a class of pseudodifferential operators for which the reverse inclusion also

holds.

Definition 2.10 ([5], p. 297). A symbol P ∈ Sm(Ω) and its corresponding operator

P (x,D) ∈ Ψm(Ω) are said to be elliptic of order m if for every compact set K ⊂ Ω,

there exist positive constants cK , rK such that

|P (x, ξ)| ≥ cK |ξ|m ∀x ∈ K, |ξ| ≥ rK
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Remark. If P (x, ξ) is a classical symbol with principal symbol P0(x, ξ), P is elliptic iff

P0(x, ξ) 6= 0 for ξ 6= 0.

Elliptic ΨDOs are invertible in Ψ∞/Ψ−∞.

Theorem 2.8 ([5], p. 298). If P ∈ Ψm(Ω) is elliptic, there exists a Q ∈ Ψ−m(Ω) such

that QP − I ∈ Ψ−∞(Ω) and PQ − I ∈ Ψ−∞(Ω). Here I is the identity operator. Q is

called a parametrix for P .

Corollary 2.4 (The Elliptic Regularity Theorem). If P is an elliptic ΨDO, WF (Pu) =

WF (u).

Proof. By Theorem 2.8, there exists a ΨDO Q such that QP − I ∈ Ψ−∞. This implies

that WF (u) = WF (QPu) ⊂ WF (Pu) since Q is ΨDO. This along with Theorem 2.7

implies that WF (Pu) = WF (u).

Example. If a distribution u satisfies the Cauchy-Riemann equations (in the sense of

distributions) in Ω ⊂ R2, the above theorem implies that u must in fact be an analytic

function in Ω.
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Chapter 3

Fourier Integral Operators

Fourier Integral Operators are extensions of ΨDOs, in the sense that they are given by

expressions of the form

Au(x) =

∫
eiφ(x,y,ξ)a(x, y, ξ)u(y) dy dξ

where a(x, y, ξ) ∈ S∞ and the function φ satisfies certain properties.

Definition 3.1 ([3], p. 9). Let Ω be an open set in Rn. A function φ ∈ C∞(Ω× (RN \
{0})) is called a phase function if for all (x, ξ) ∈ Ω× (RN \ {0}),

1. Im φ(x, ξ) ≥ 0

2. φ(x, λξ) = λφ(x, ξ) for all λ > 0

3. ∇x,ξφ(x, ξ) 6= 0

where ∇x,ξ denotes the operator (∂x1 , . . . , ∂xn , ∂ξ1 , . . . ∂ξN ).

Note. From now on, we will denote RN \ {0} by ṘN .

For example, φ = (x− y) · ξ ∈ C∞(Ω× Ω× Rn) is a phase function, and for this φ,

A is nothing but the pseudodifferential operator Pa (up to a scalar multiple). Note that

the kernel of A is given by

A(x, y) =

∫
eiφ(x,y,ξ)a(x, y, ξ) dξ

which, clearly, need not be absolutely convergent. In the case of ΨDOs, such integrals

were interpreted as Inverse Fourier transforms of tempered distributions. We begin by

interpreting the above integral in the general case of φ being a phase function.
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3.1 Oscillatory Integrals

Suppose φ ∈ C∞(Ω × ṘN ) is a phase function and a(x, ξ) ∈ Sm(Ω × RN ). Then if

m < −N , it makes sense to define

(3.1) I(a, φ)(x) =

∫
eiφ(x,ξ)a(x, ξ) dξ

In fact, if m + k < −N , k ∈ N we may differentiate under the integral k times and

see that I(a, φ) ∈ Ck(Ω). Note that due to the positive homogeneity condition on φ,

∂αxφ(x, ξ) ∈ O(1 + |ξ|) for any multi-index α.

There is a way of extending this definition to interpret I(a, φ) as a distribution for

any a ∈ S∞(Ω× RN ).

Lemma 3.1 ([7], p. 89). Let φ ∈ C∞(Ω × ṘN ) be a phase function. Then there exist

aj ∈ S0(Ω× RN ) and bj , c ∈ S−1(Ω× RN ) such that the differential operator

L =
N∑
j=1

aj(x, ξ)
∂

∂ξj
+

n∑
j=1

bj(x, ξ)
∂

∂xj
+ c(x, ξ)

satisfies tL(eiφ) = eiφ.

Proof. The function

Φ(x, ξ) =

n∑
j=1

∣∣∣∣ ∂φ∂xj
∣∣∣∣2 + |ξ|2

N∑
j=1

∣∣∣∣ ∂φ∂ξj
∣∣∣∣2

is 6= 0 for ξ 6= 0 and is positively homogeneous of degree 2 with respect to ξ. Let

χ(ξ) ∈ C∞c (RN ) be a cutoff function that is equal to 1 in a neighbourhood of 0, and

define

tL =
(1− χ(ξ))

iΦ(x, ξ)

 N∑
j=1

|ξ|2 ∂φ
∂ξj

∂

∂ξj
+

n∑
j=1

∂φ

∂xj

∂

∂xj

+ χ(ξ)

=
∑

a′j
∂

∂ξj
+
∑

b′j
∂

∂xj
+ c′

Then we have tL(eiφ) = eiφ and a′j ∈ S0, b′j ∈ S−1, c′ ∈ S−∞. Note that L = t(tL) =

aj
∑ ∂

∂ξj
+ bj

∑ ∂
∂xj

+ c where

aj = −a′j , bj = −b′j , c = c′ −
∑

∂a′j/∂ξj −
∑

∂b′j/∂xj ∈ S−1

Thus, L has all the required properties.
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If m < −N , and u ∈ C∞c (Ω), we have

〈I(a, φ), u〉 =

∫∫
eiφ(x,ξ)a(x, ξ)u(x) dξ dx(3.2)

=

∫∫
(tL)k(eiφ)a(x, ξ)u(x) dξ dx(3.3)

=

∫∫
eiφLk(a(x, ξ)u(x)) dξ dx(3.4)

Now, it can be easily verified that if a ∈ Sm, Lk(au) ∈ Sm−k, so that for any value of m,

the last integral converges absolutely if we take k large enough. Thus, for any a ∈ S∞,

3.4 defines I(a, φ) as a distribution on Ω. By convention, we write

I(a, φ)(x) =

∫
eiφ(x,ξ)a(x, ξ) dξ

no matter what the order of a, with the understanding that I(a, φ) is to be interpreted

as a distribution as in equation 3.4. Note that I(a, φ) is a distribution of order ≤ k if

m− k +N < 0.

Definition 3.2 ([3], p. 12). Let a ∈ S∞(Ω× RN ) and let φ ∈ C∞(Ω× ṘN ) be a phase

function. Then, I(a, φ), as defined above, is called the oscillatory integral or the Fourier

integral distribution associated to the symbol a and phase function φ.

Note. This definition is independent of L. In fact, This is the unique way of extending

the definition of I(a, φ) such that the map Sm 3 a 7→ I(a, φ) ∈ D′(Ω) is continuous for

every m ∈ R . For details see [3], Theorem 1.11 or [7], Proposition 1.2.2.

Definition 3.3. Let φ ∈ C∞(Ω × ṘN ) be a phase function. We define the critical set

of φ as Cφ = {(x, ξ) ∈ Ω× ṘN | dξφ(x, ξ) = 0}.

Note that when φ = (x−y) ·ξ ∈ C∞(Ω×Ω×Rn) as in the kernels of ΨDOs, Cφ = ∆,

the diagonal set in Ω × Ω. The singularities of I(a, φ) are determined by the behavior

of a near Cφ.

Proposition 3.1 ([3], p. 12). Let φ ∈ C∞(Ω × ṘN ) be a phase function. If a ∈
Sm(Ω× RN ) vanishes in a conical neighbourhood of Cφ, then I(a, φ) ∈ C∞(Ω).

Corollary 3.1. Let I(a, φ) be defined as above and let π be the projection map Ω×RN 3
(x, ξ) 7→ x. Then

sing supp I(a, φ) ⊂ π(Cφ)
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Remark. Let V ⊂ Ω × RN is a conic open set. If φ ∈ C∞(V ) satisifies conditions 1-3

in Definition 3.1, it is called a phase function in V . Moreover, we can define I(a, φ) as

above for all a ∈ Sm(Ω × Rn) whose support is contained in a conic open subset of V ,

and the obvious analogues of the above results continue to hold.

A Fourier integral operator is an operator whose Schwartz kernel is a Fourier integral

distribution:

Definition 3.4 (Preliminary). Let X ⊂ Rn and Y ⊂ Rm be open sets. Suppose a ∈
S∞(X × Y × RN ) and φ ∈ C∞(X × Y × ṘN ) is a phase function. Let K(x, y) =

I(a, φ)(x, y) be the Fourier integral distribution as defined above. We may now define

A : C∞c (Y )→ D′(X) by

(3.5) 〈Au(x), v(x)〉 = 〈K(x, y), v(x)⊗ u(y)〉 u ∈ C∞c (Y ), v ∈ C∞c (X)

Operators such as A are called Fourier integral operators.

We will make some modifications to this definition later.

Theorem 3.1 ([3], p. 13). Let A be defined as in equation 3.5.

1. If for fixed x, (y, ξ) 7→ φ(x, y, ξ) is a phase function, then A : C∞c (Y ) → C∞(X)

is continuous.

2. If for fixed y, (x, ξ) 7→ φ(x, y, ξ) is a phase function, then tA : C∞c (X) → C∞(Y )

is continuous and A has a continuous extension E ′(Y )→ D′(X).

If both 1 and 2 hold, K(x, y) is evidently a regular kernel.

3.2 The Method of Stationary Phase

Let Ω be an open set in Rn and let u ∈ C∞c (Ω). Let φ ∈ C∞(Ω) be real valued. We

want to investigate the behaviour of integrals of the form

I(λ) =

∫
eiλφ(x)u(x) dx

as λ → ∞. Note that if φ(x) = x · ξ for some ξ ∈ Rn, I(λ) is rapidly decreasing as

λ → ∞ (as the Fourier transform maps S(Rn) → S(Rn)). The same is in fact true for

a larger class of functions φ.
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Lemma 3.2 ([3]). Let I(λ) be defined as above, and suppose that ∇φ 6= 0 on supp u.

Then for every N ∈ N there exists a constant CN such that

|I(λ)| ≤

CN ∑
|α|≤N

sup |∂αu|

λ−N

Proof. Consider the operator

tL =
1

iλ|∇φ|2
∑ ∂φ

∂xj

∂

∂xj

Clearly, tL(eiλφ) = eiλφ. Then, by integration by parts, we have for every N ∈ N,

I(λ) =

∫
(tL)N (eiλφ(x))u(x) dx

=

∫
eiλφLN (u(x)) dx

from which the result immediately follows.

This indicates that the asymptotic behaviour of I(λ) is determined by the behavior

of φ, u near points x where ∇φ(x) = 0. Such points are called critical points of φ.

Definition 3.5. Let φ ∈ C∞(Ω). We say that φ has a non-degenerate critical point

at x0 ∈ Ω if ∇φ(x0) = 0 and detD2φ(x0) 6= 0. Here D2φ denotes the Hessian matrix

( ∂2φ
∂xi∂xj

)i,j.

If φ has only non-degenerate critical points, we have the following result regarding

the asymptotic behaviour of I(λ).

Theorem 3.2 (Stationary Phase asymptotics, [3], p. 22). Let φ be a real-valued C∞

function on Ω such that φ has a non-degerate critical point at x0 ∈ Ω and ∇φ 6= 0

everywhere else. Let I(λ) be as defined above. Then there exist differential operators

P2k of order ≤ 2k such that for every compact K ⊂ Ω and N ∈ N, we have∣∣∣∣∣I(λ)−

(
N−1∑
k=0

(P2ku)(x0)λ−k−n/2

)
eiλφ(x0)

∣∣∣∣∣ ≤ CK,Nλ−N−n/2 ∑
|α|≤N

sup |∂αu|

for all u ∈ C∞(K), λ ≥ 1. Furthermore, we have

P0 =
(2π)n/2ei

π
4

(sgnD2φ(x0))

| detD2φ(x0)|1/2
∈ C

Note. For a regular symmetric matrix Q with r positive and n− r negative eigenvalues,

sgn Q := r − (n− r).
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3.3 Symplectic Geometry of the Cotangent Bundle

In this section we record some facts about the cotangent bundle T ∗X, where X is an

open subset of Rn. T ∗X has a global parametrization

((x1, x2, . . . , xn), ξ1dx1 + ξ2dx2 + . . .+ ξndxn) 7→ (x1, . . . , xn, ξ1, . . . , ξn)

This is sometimes called the canonical parametrization of T ∗X. We define the canonical

1-form on T ∗X by

ω =
n∑
j=1

ξjdxj

and the canonical 2-form σ on T ∗X by σ = dω, that is,

σ =
n∑
j=1

dξj ∧ dxj

Suppose ρ ∈ T ∗X. Consider t =
∑n

j=1 txj
∂
∂xj

+
∑n

j=1 sξj
∂
∂ξj
∈ Tρ(T

∗X) and s =∑n
j=1 sxj

∂
∂xj

+
∑n

j=1 sξj
∂
∂ξj
∈ Tρ(T ∗X). Then

σρ(t, s) =

n∑
j=1

tξjsxj − txjsξj

from which we can see that σρ is a non-degenerate bilinear form. T ∗X along with the

canonical 2-form σ is an example of what is called a symplectic manifold.

Definition 3.6 ([3], p. 60). A submanifold Λ ⊂ T ∗X is called a Lagrangian submanifold

if dim Λ = dimX and σ|Λ = 0, that is, for every ρ ∈ Λ and s, t ∈ TρΛ we have

σρ(s, t) = 0.

Definition 3.7 ([3], p. 100). Let X and Y be open subsets of Rn and let σX and σY

represent the canonical 2-forms on T ∗X and T ∗Y respectively. A C∞ map χ : T ∗X →
T ∗Y is called a canonical transformation if χ∗σY = σX .

Moreover, χ is called a homogeneous canonical transformation if for λ > 0, we

have χ(x, ξ) = (y, η) ⇒ χ(x, λξ) = (y, λη). The following proposition gives a useful

alternative characterization of canonical transformations.

Proposition 3.2. A C∞ map χ : T ∗X → T ∗Y is a canonical transformation if and

only if the graph of χ, Γχ = {(ρ, χ(ρ))| ρ ∈ T ∗X} is a Lagrangian submanifold of

T ∗X×T ∗Y with respect to the 2-form σX−σY , i.e, Γχ is a 2n-dimensional submanifold

of T ∗X × T ∗Y and (σX − σY )|Γχ = 0.
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3.4 The Global Theory of Fourier Integral Distributions

Let V ⊂ X × ṘN be a conic open set.

Definition 3.8 ([3], p. 119). A real valued phase function φ ∈ C∞(V ) is said to be

non-degenerate if whenever dξφ(x, ξ) = 0, the vectors ∇x,ξ( ∂φ∂ξi ), 1 ≤ i ≤ N are linearly

independent at (x, ξ).

If φ is a non-degenerate phase function, the Submersion Level Set Theorem implies

that Cφ = {(x, ξ) ∈ V | dξφ(x, ξ) = 0} is an n-dimensional submanifold of X × ṘN .

Henceforth, we only consider non-degenerate phase functions. Now consider the map

jφ : Cφ 3 (x, ξ) 7→ (x, dxφ(x, ξ)) ∈ T ∗X \ 0

Lemma 3.3. djφ is injective at every point of Cφ

Since every immersion is locally an embedding, we can shrink V such that j : Cφ →
jφ(Cφ) is a smooth diffeomorphism. In fact we have

Proposition 3.3 ([3], p. 119). Λφ := jφ(Cφ) is a conic Lagrangian submanifold of

T ∗X \ 0

Corollary 3.1 can now be extended as follows:

Proposition 3.4 ([7], p. 123). Let V ⊂ Ω× ṘN be a conic open set and let φ(x, ξ) be

a non-degenerate phase function in V . If a ∈ Sm(X × RN ) is such that its support is

contained in a conic open subset of V , then

WF (I(a, φ)) ⊂ Λφ

Proposition 3.5 ([3], p. 120). Let Λ ⊂ T ∗X \0 be a conic Lagrangian submanifold and

let (x0, ξ0) ∈ Λ. Then there exists a non-degenerate phase function φ such that Λ = Λφ

in a neighbourhood of (x0, ξ0).

Theorem 3.3 ([3], p. 121). Let V1 ⊂ X × ṘN1 and V2 ⊂ X × ṘN2 be conic open sets

and let φ1 ∈ C∞(V1) and φ2 ∈ C∞(V2) be non-degenerate phase functions. Assume

also that jφi maps (x0, θi) ∈ Cφi to (x0, ξ0) and that Λφ1 = Λφ2. Then for every conic

neighbourhood U2 ⊂ V2 of (x0, θ2), there exists a conic neighbourhood U1 ⊂ V1 of (x0, θ1),

such that for every a1 ∈ Sm+n/4−N1/2(X × RN1) that has its support in U1, there exists

a2 ∈ Sm+n/4−N2/2(X × RN2) with support in U2 such that I(a1, φ1) = I(a2, φ2) modulo

C∞.
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Proposition 3.5 and Theorem 3.3 now lead to the following “global” definition of

Fourier Integral distributions.

Definition 3.9 ([3], p. 122). Let Λ ⊂ T ∗X \ 0 be a conic Lagrangian submanifold and

let m ∈ R. Then we define Im(X,Λ) as the set of all u ∈ D′(X) such that

1. WF (u) ⊂ Λ.

2. If (x0, ξ0) ∈ Λ and if φ ∈ C∞(V ) is a non-degenerate phase function, with V ⊂
X×ṘN an open cone, such that Λφ = Λ in a neighbourhood of (x0, ξ0), there exists

a ∈ Sm+n/4−N/2(X × RN ) with support in a cone ⊂⊂ V such that u = I(a, φ)

modulo C∞.

Definition 3.10 ([3], p. 126). C ⊂ T ∗(X × Y ) \ 0 ' (T ∗X \ 0)× (T ∗Y \ 0) is called a

canonical relation if it is a Lagrangian submanifold for the symplectic form σX − σY .

Define

C ′ = {(x, ξ; y,−η)|(x, ξ; y, η) ∈ C}

Then C is a canonical relation iff C ′ is a Lagrangian manifold with respect to the

standard symplectic form σX+σY . Note that the graph of any canonical transformation

χ : T ∗X → T ∗Y is a canonical relation. The class of Fourier Integral operators of order

m associated to C is by definition the set of those operators whose distribution kernels

K(x, y) ∈ Im(X × Y,C ′). Also, by Theorem 1.12, it follows that

Proposition 3.6. Let C ⊂ (T ∗X \ 0) × (T ∗Y \ 0) be a canonical relation and let

K(x, y) ∈ Im(X × Y,C ′). Let A be the operator associated to the Schwartz kernel K.

Then

WF (Au) ⊂ C ◦WF (u) ∀u ∈ D′(Y )

We conclude this section by computing the canonical relation of the adjoint of an

FIO. Let A be an FIO associated to the canonical relation C ⊂ (T ∗X \ 0)× (T ∗Y \ 0).

If A is locally given by

Au(x) =

∫∫
eiφ(x,y,ξ)a(x, y, ξ)u(y) dy dξ u ∈ C∞c (Y )

then C is locally given by (x, dxφ, y,−dyφ). Now

A∗v(y) =

∫∫
e−iφ(x,y,ξ)a(x, y, ξ)v(x) dx dξ v ∈ C∞c (X)

so that its canonical relation is locally given by (y,−dyφ, x, dxφ). It follows thatA∗ is

also an FIO with canonical relation

Ct := {(y, η, x, ξ)| (x, ξ, y, η) ∈ C}
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3.5 Composition of Fourier Integral Operators

Let C1 ⊂ (T ∗X \ 0) × (T ∗Y \ 0) and C2 ⊂ (T ∗Y \ 0) × (T ∗Z \ 0) be two canonical

relations and let F1 ∈ Im(X×Y,C ′1), F2 ∈ Im
′
(Y ×Z,C ′2). The Hörmander-Sato lemma

(Theorem 1.13) shows that the wavefront set of the kernel of F1 ◦ F2 satisfies

WF ′(KF1◦F2) ⊂ C1 ◦ C2

We are interested in finding out when the composition of two FIO’s is again an FIO.

Definition 3.11 ([8], p. 490). Two submanifolds M and N of a smooth manifold X

are said to intersect transversally if

TpN + TpM = TpX ∀p ∈M ∩N

If M and N intersect transversally, M∩N will be a submanifold with codim M∩N =

codim M+ codim N .

Theorem 3.4 (Hörmander [7], p. 178). Let C1 ⊂ (T ∗X \ 0) × (T ∗Y \ 0) and C2 ⊂
(T ∗Y \ 0)× (T ∗Z \ 0) be conic canonical relations such that

1. C1 × C2 and ∆′ := (T ∗X \ 0)×∆(T ∗Y \0) × (T ∗Z \ 0) intersect transversally.

2. The natural projection C1 × C2 ∩∆′ → T ∗(X × Z) \ 0 is injective and proper.

Then C1 ◦ C2 ∈ (T ∗X \ 0) × (T ∗Z \ 0) is a conic canonical relation. If A1 ∈ Im1(X ×
Y,C ′1) and A2 ∈ Im2(X ×Y,C ′2) are properly supported Fourier Integral Operators, then

A1 ◦A2 ∈ Im1+m2(X × Z, (C1 ◦ C2)′)

Duistermaat and Guillemin [10] and Weinstein [11] extended this result to the case

of clean intersection.

Definition 3.12 ([8], p. 490). Two submanifolds M and N of a manifold X are said

to intersect cleanly if M ∩N is also a submanifold and

Tp(M ∩N) = TpM ∩ TpN ∀p ∈M ∩N

Transverse intersection is a special case of clean intersection. It can be shown that

if M and N intersect cleanly, codim M+ codim N = codim M ∩ N + e, where e is

a non-negative integer, called the excess of the intersection. The clean intersection is

transverse if and only if e = 0.

Theorem 3.5 (Duistermaat and Guillemin [10], Weinstein [11], Ref: [9], p. 21). Let

C1 and C2 be conic canonical relations as before. Suppose
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1. C1 ×C2 and ∆′ := (T ∗X \ 0)×∆(T ∗Y \0) × (T ∗Z \ 0) intersect cleanly with excess

e.

2. The projection C1 × C2 ∩∆′ → T ∗(X × Z) \ 0 is injective and proper.

Then C1 ◦ C2 ∈ (T ∗X \ 0) × (T ∗Z \ 0) is a conic canonical relation. If A1 ∈ Im1(X ×
Y,C ′1) and A2 ∈ Im2(X ×Y,C ′2) are properly supported Fourier Integral Operators, then

A1 ◦A2 ∈ Im1+m2+e/2(X × Z, (C1 ◦ C2)′)

Let C ⊂ (T ∗X \ 0)× T ∗Y \ 0) be a canonical relation and let πL and πR denote the

canonical projections of C into T ∗X and T ∗Y respectively. If either one of πL and πR

is a local diffeomorphism, then it can be shown that so is the other and C is what is

called a local canonical graph [18].

Definition 3.13 ([13], p. 462). A homogeneous (conic) canonical relation C ⊂ (T ∗X \
0)×T ∗Y \0) is called a local canonical graph if every (x, ξ, y, η) ∈ C has a neighbourhood

of the form V1×V2 where V1, V2 are conic open sets in T ∗X\0 3 (x, ξ) and T ∗Y \0 3 (y, η)

respectively, such that C ∩V1×V2 is the graph of a canonical transformation from V1 to

V2.

If either one of C1 ⊂ T ∗X ×T ∗Y and C2 ⊂ T ∗Y ×T ∗Z is a local canonical graph, it

can be shown that the transverse intersection condition holds ([13], p. 464). In the next

chapter, we consider an FIO F with associated canonical relation C, where both πL and

πR have singularities, and the clean intersection condition does not hold. We will show

that the Schwartz kernel of F ∗F is in a class of distributions associated to two cleanly

intersecting Lagrangians introduced by Guillemin and Uhlmann [14]. Before we define

this class, we note that any two pairs of cleanly intersecting Lagrangians are equivalent.

Theorem 3.6 ([14]). Let Λ1,Λ2 ⊂ T ∗X and Λ3,Λ4 ⊂ T ∗Y be two pairs of Lagrangians

cleanly intersecting in codimension k. Then for every ρ1 ∈ Λ1∩Λ2 and ρ2 ∈ Λ3∩Λ4, there

exists a canonical transformation χ : T ∗X → T ∗Y and neighbourhoods T ∗X ⊃ V1 3 ρ1

and T ∗Y ⊃ V2 3 ρ2 such that χ(V1) = V2, χ(ρ1) = ρ2, χ(V1 ∩ Λ1) = V2 ∩ Λ3 and

χ(V1 ∩ Λ2) = V2 ∩ Λ4.

Let Λ̃1 = T ∗0 Rn = {(x, ξ)|x = 0} and let Λ2 = {(x, ξ)|x′′ = ξ′ = 0} where we write

x′ = (x1, . . . , xk) and x′′ = (xk+1, . . . , xn) and similarly for ξ.

Definition 3.14. We define Sp,l(m,n, k) to be the set of all a(z, ξ, σ) ∈ C∞(Rm×Rn×
Rk) such that for every compact K ⊂ Rm and multi-indices α ∈ Zm+ , β ∈ Zn+, γ ∈ Zk+,

there is a positive constant CK,α,β such that

|∂αz ∂
β
ξ ∂

γ
σa(z, ξ, σ)| ≤ cK,α,β(1 + |ξ|)p−|β|(1 + |σ|)l−|γ| ∀(z, ξ, σ) ∈ K × Rn × Rk
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Set m = n+ k and let z = (x, s) denote an element in Rm = Rn×Rk and let ξ, σ be

dual co-ordinates to x, s.

Definition 3.15 ([14]). We define Ip,l(Rn, Λ̃1, Λ̃2) to be the set of all distributions u

such that u = u1 + u2 with u1 ∈ C∞c and u2 given by the oscillatory integral

u2 =

∫
ei((x

′−s)·ξ′+x′′·ξ′′+s·σ)a(x, ξ, σ) dξ dσ ds

where a ∈ Sp′,l′(n+ k, n, k) where p′ = p− n/4 + k/2 and l′ = l − k/2.

Using Λ̃1, Λ̃2 as a model case, we define Ip,l classes for any pair of cleanly intersecting

Lagrangians.

Definition 3.16 ([14]). Let Λ1 and Λ2 be a pair of Lagrangian submanifolds in T ∗X \0

cleanly intersecting in codimension k. Then we say u ∈ Ip,l(X,Λ1,Λ2) if u = u1 +

u2 +
∑
vi where u1 ∈ Ip+l(Λ1 \ Λ2), u2 ∈ Ip(Λ2 \ Λ1), the sum

∑
vi is locally finite and

vi = Fwi, where F is a zero-order FIO associated to a conic canonical transformation

χ : T ∗Rn \ 0→ T ∗X \ 0 and wi ∈ Ip,l(Rn, Λ̃1, Λ̃2).
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Chapter 4

Applications to Some Imaging

Problems

In this chapter, we will apply some of the concepts and tools developed so far to some

problems from Synthetic Aperture Radar (SAR) imaging. In SAR imaging, a region

on the surface of the earth is illuminated by electromagnetic waves sent from a moving

platform (such as an airplane or a satellite). The waves scatter off the terrain and

these backscattered waves are measured by a receiver, which is then used to image

the surface. Under certain linearizing approximations, the operator F that relates the

ground reflectivity function and the scattering data is a Fourier Integral Operator [16].

The conventional method of recovering the image is to“back-project” the scattered data,

and thus we wish to understand the operator F ∗F .

In the first problem we consider, the transmitter and receiver are colocated (called

monostatic SAR), and move along a circular trajectory at a constant height above the

ground. We will first outline a proof originally due to Nolan and Cheney ([12]) and

Felea ([18]) that the Schwartz kernel of F ∗F belongs to an Ip,l class. The proof is

based on the fact that the canonical relation C of F is what is called a two sided fold,

and a result of Melrose and Taylor [17] that such two-sided folds can be locally put

into a relatively simple form. In the next section, we give an alternative proof which

does not use this result of Melrose and Taylor. Finally, in section 3, we consider the

more complicated problem where the transmitter and receiver move along a circular

trajectory, but separated (bistatic SAR) by a fixed distance at all times.
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4.1 The Monostatic Case

Let the earth’s surface be modelled as the x-y plane in R3. Suppose the radar moves

along a circular path of radius R, centred at (0, 0, h), at a constant height h above the

ground. We will use the model from [12]: the operator that maps the ground reflectivity

function f(x, y) to scattering data Ff(α, t) is an FIO given by

Ff(α, t) =

∫
e−iω(t−2

√
(x−R cosα)2+(y−R sinα)2+h2)a(α, t, x, y, ω)f(x, y) dx dy dω

where a ∈ Sm(R2 × R2 × R). Here Ff(α, t) measures the scattered waves received at

the point (R cosα,R sinα, h) at time t. Consider the function

φ(α, t, x, y, ω) = −ω(t− 2
√

(x−R cosα)2 + (y −R sinα)2 + h2)

Note that φ is real valued, positively homogeneous of degree 1 in ω and ∇φ 6= 0 on

R2 × R2 × (R \ 0). So φ is a phase function. Also it is easy to see that ∇∂ωφ 6= 0, so

that φ is also non-degenerate.

We begin by analyzing the canonical relation C of F . By definition, C ⊂ T ∗R2×T ∗R2

is given by

C =

{(
α, t,

∂φ

∂α
,
∂φ

∂t
, x, y,−∂φ

∂x
,−∂φ

∂y

) ∣∣∣∣∂φ∂ω = 0,

(
∂φ

∂α
,
∂φ

∂t

)
6= 0,

(
−∂φ
∂x
,−∂φ

∂y

)
6= 0

}
Note that

∂φ

∂ω
= 0 =⇒ t = 2

√
(x−R cosα)2 + (y −R sinα)2 + h2

We will parametrize C as follows: Define

G(x, y, α, ω) = (G1, G2, . . . , G8)

where

G1 = α

G2 = t = 2
√

(x−R cosα)2 + (y −R sinα)2 + h2

G3 =
∂φ

∂α
= − 2ωR(y cosα− x sinα)√

(x−R cosα)2 + (y −R sinα)2 + h2

G4 =
∂φ

∂t
= −ω

G5 = x

G6 = y

G7 = −∂φ
∂x

= − 2ω(x−R cosα)√
(x−R cosα)2 + (y −R sinα)2 + h2

G8 = −∂φ
∂y

= − 2ω(y −R sinα)√
(x−R cosα)2 + (y −R sinα)2 + h2

34



Since (G1, G4, G5, G6) = (α,−ω, x, y), G is clearly an injective immersion. Let us remove

points of the form (x, y) = (R cosα,R sinα) from the domain space (x, y, α, ω). Then G

is a paramterization of C.

Definition 4.1 ([15], p. 109-111). Let M and N be smooth manifolds of the same

dimension. Suppose f : M → N is a smooth map such that

1. f has full rank everywhere except on a submanifold Σ ⊂M where it drops rank by

1.

2. The determinant of the Jacobian of f vanishes to exactly first order on Σ.

3. For every p ∈ Σ

TpΣ ∩ ker(df(p)) = {0}

then we say that f is a fold.

Theorem 4.1 ([12], [18]). The canonical relation C of F is a two-sided fold, that is,

both the canonical left and right projections, πL : C → T ∗R2 that maps (y, η, x, ξ) to

(y, η) and πR : C → T ∗R2 that maps (y, η, x, ξ) to (x, ξ) are folds.

Proof. Step 1: Let us first consider πL : (x, y, α, ω) 7→ (G1, G2, G3, G4) . We have

(dπL)(x, y, α, ω) =


0 0 1 0
∂G2
∂x

∂G2
∂y ∗ ∗

∂G3
∂x

∂G3
∂y ∗ ∗

0 0 0 1


So that

det(dπL)(x, y, α, ω) = det

(
∂G2
∂x

∂G2
∂y

∂G3
∂x

∂G3
∂y

)
Now,

∂G2

∂x
=

2(x−R cosα)√
(x−R cosα)2 + (y −R sinα)2 + h2

∂G2

∂y
=

2(y −R sinα)√
(x−R cosα)2 + (y −R sinα)2 + h2

∂G3

∂x
= −4ωR(((x−R cosα)2 + (y −R sinα)2 + h2)(− sinα)− (y cosα− x sinα)(x−R cosα))

((x−R cosα)2 + (y −R sinα)2 + h2)3/2

∂G3

∂x
= −4ωR(((x−R cosα)2 + (y −R sinα)2 + h2)(cosα)− (y cosα− x sinα)(x−R cosα))

((x−R cosα)2 + (y −R sinα)2 + h2)3/2
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We finally get

K(x, y, α, ω) := det(dπL)(x, y, α, ω) = − 4ωR(x cosα+ y sinα−R)

(x−R cosα)2 + (y −R sinα)2 + h2

Let Σ be the submanifold x cosα+y sinα = R. det(dπL) = 0 iff x cosα+y sinα−R = 0

so that πL has full rank everywhere except on Σ. It is also easy to see that πL drops

rank exactly by 1 on Σ. We also have

∂K

∂x
= −4ωR(((x−R cosα)2 + (y −R sinα)2 + h2) cosα− 2(x cosα+ y sinα−R)(x−R cosα))

((x−R cosα)2 + (y −R sinα)2 + h2)2

=
−4ωR

(x−R cosα)2 + (y −R sinα)2 + h2
cosα on Σ

∂K

∂y
= −4ωR(((x−R cosα)2 + (y −R sinα)2 + h2) sinα− 2(x cosα+ y sinα−R)(y −R sinα))

((x−R cosα)2 + (y −R sinα)2 + h2)2

=
−4ωR

(x−R cosα)2 + (y −R sinα)2 + h2
sinα on Σ

Since ω and R are both non-zero, (∂K∂x ,
∂K
∂y ) is of the form (A cosα,A sinα) with A 6= 0.

So, G vanishes to exactly first order on Σ.

Now suppose p = (x, y, α, ω) ∈ Σ. The tangent space of Σ at p is given by

TpΣ = ker(cosα, sinα, y cosα− x sinα, 0)

that is, all tangent vectors orthogonal to the gradient vector at p of the function x cosα+

y sinα−R.

ker(dπL)(p) =

{
(a, b, 0, 0)

∣∣∣(a, b) ∈ ker

(
∂G2
∂x (p) ∂G2

∂y (p)
∂G3
∂x (p) ∂G3

∂y (p)

)}

Suppose (a, b, 0, 0) ∈ TpΣ ∩ ker(dπL)(p). Then a cosα + b sinα = 0 which implies that

(a, b) = (−t sinα, t cosα) for some t. Next, note that

ker

(
∂G2
∂x (p) ∂G2

∂y (p)
∂G3
∂x (p) ∂G3

∂y (p)

)
= ker

(
x−R cosα y −R sinα

− sinα cosα

)

(the second matrix was obtained from the first by elementary row operations) and thus(
x−R cosα y −R sinα

− sinα cosα

)(
−t sinα

t cosα

)
=

(
0

0

)
=⇒ t cos2 α+ t sin2 α = 0

=⇒ t = 0
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which proves that TpΣ ∩ ker(dπL)(p) = {0} for every p ∈ Σ. Thus, πL has a fold singu-

larity along Σ.

Step 2: Next, consider πR : (x, y, α, ω) 7→ (G5, G6, G7, G8). We have

(dπR)(x, y, α, ω) =


1 0 0 0

0 1 0 0

∗ ∗ ∂G7
∂α

∂G7
∂ω

∗ ∗ ∂G8
∂α

∂G8
∂ω


Now,

∂G7

∂α
= −2ωR((y −R sinα)(x cosα+ y sinα−R) + h2 sinα)

((x−R cosα)2 + ((y −R sinα)2 + h2)3/2

∂G7

∂ω
= − 2(x−R cosα)√

(x−R cosα)2 + (y −R sinα)2 + h2

∂G8

∂α
=

2ωR((x−R cosα)(x cosα+ y sinα−R) + h2 cosα)

((x−R cosα)2 + ((y −R sinα)2 + h2)3/2

∂G8

∂ω
= − 2(y −R sinα)√

(x−R cosα)2 + (y −R sinα)2 + h2

=⇒ det(dπR)(x, y, α, ω) =
4ωR(x cosα+ y sinα−R)

(x−R cosα)2 + (y −R sinα)2 + h2

= −det(dπL)(x, y, α, ω)

Thus, we see that πR has full rank everywhere except on Σ where it drops rank by 1.

Further, since det(dπL) = −det(dπR), by repeating the same arguments made for πL,

we can conclude that det(dπR) vanishes to exactly first order on Σ.

Now consider p = (x, y, α, ω) ∈ Σ. As before,

TpΣ = ker(cosα, sinα, y cosα− x sinα, 0)

and

ker(dπR)(p) =

{
(0, 0, c, d)

∣∣∣(c, d) ∈ ker

(
∂G7
∂α (p) ∂G7

∂ω (p)
∂G8
∂α (p) ∂G8

∂ω (p)

)}
Now suppose (0, 0, c, d) ∈ TpΣ∩ ker(dπR)(p). Then c(y cosα− x sinα) = 0. For fixed α,

y cosα − x sinα = 0 is the line through the origin in the x-y plane making an angle α

with positive x-axis. It’s intersection with Σ is the single point (R cosα,R sinα) which

is not in the domain. So clearly c = 0. Next,

(0, 0, 0, d) ∈ ker

(
∂G7
∂α (p) ∂G7

∂ω (p)
∂G8
∂α (p) ∂G8

∂ω (p)

)
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implies that (x−R cosα)d = 0 and (y −R sinα)d = 0 which implies d = 0. Thus,

TpΣ ∩ ker(πR)∗(p) = {0}

So πR has a fold singularity at p. Thus, we can conclude that C is a two-sided fold.

Now, by appealing to the following theorem of Felea, we can conclude that F ∗F is

in an Ip,l class.

Theorem 4.2 (Felea [18]). Let X and Y be open subsets of Rn and let C ⊂ (T ∗X \0)×
(T ∗Y \ 0) be a two-sided fold. If G is a properly supported FIO of order m associated to

C, G∗G ∈ I2m,0(∆T ∗Y , C̃) where C̃ ⊂ (T ∗Y \ 0) × (T ∗Y \ 0) is another two-sided fold

that cleanly intersects ∆T ∗Y .

The main ingredient of the proof is the following result of Melrose and Taylor.

Theorem 4.3 (Melrose and Taylor [17]). Let X and Y be open subsets of Rn and

C ⊂ (T ∗X \ 0)× (T ∗Y \ 0) be a canonical relation. Suppose the canonical left and right

projections πL and πR have fold type singularities at p = (x, ξ, y, η). Then there exist

conic neighbourhoods U of (x, ξ) and V of (y, η), and homogeneous canonical transfor-

mations χ1 : U → T ∗Rn and χ2 : V → T ∗R2 such that (χ1 × χ2)(C ∩ (U × V )) ⊂ C0

near ξ2 6= 0, where C0 = N∗{x2 − y2 = (x1 − y1)3;xi = yi, 3 ≤ i ≤ n}.

4.2 An Alternative Proof

Let F ∗ denote the L2 adjoint of F . Then

F ∗g(x, y) =

∫
e−iφa(x, y, α, t, ω)g(α, t) dω dα dt

From this, we can easily see that the Schwartz kernel of F ∗F is given by

KF ∗F (x, y, x′, y′) =

∫
eiω(t−2

√
(x′−R cosα)2+(y′−R sinα)2+h2)−iθ(t−2

√
(x−R cosα)2+(y−R sinα)2+h2)

aadω dθ dt dα

Define

Φ = (ω − θ)(t− 2
√

(x−R cosα)2 + (y −R sinα)2 + h2)

−2ω(
√

(x′ −R cosα)2 + (y′ −R sinα)2 + h2 −
√

(x−R cosα)2 + (y −R sinα)2 + h2)

We first perform integration in θ, t. Set b(x, y, x′, y′, α, ω) =∫
eiΦaa dθ dt
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Now put θ = λω. The Phase function Φ is now homogeneous of order 1 in ω. Now

apply stationary phase asymptotics in terms of powers of ω. ∂λΦ = 0 implies t =

2
√

(x−R cosα)2 + (y −R sinα)2 + h2 and ∂tΦ = 0 implies λ = 1. Now we get the

simplified expression

KF ∗F (x, y, x′, y′) =

∫
e−2iω(

√
(x′−R cosα)2+(y′−R sinα)2+h2−

√
(x−R cosα)2+(y−R sinα)2+h2)

ã(x, y, x′, y′, α, ω)dα dω

plus lower order terms. Here,

ã = a(x′, y′, α, ω, 2
√

(x−R cosα)2 + (y −R sinα)2 + h2)×

a(x, y, α, ω, 2
√

(x−R cosα)2 + (y −R sinα)2 + h2)

The Hormander-Sato lemma states that WF (KF ∗F ) ⊂ Ct ◦ C where Ct is given by

Ct =

{(
x, y,−∂φ

∂x
,−∂φ

∂y
, α, t,

∂φ

∂α
,
∂φ

∂t

) ∣∣∣∣∂φ∂ω = 0

}
This implies that

Ct ◦ C =

{(
x1, y1, −∂φ

∂x (α, t, x1, y1, ω), −∂φ
∂y (α, t, x1, y1, ω);

x2, y2, −∂φ
∂x (α, t, x2, y2, ω), −∂φ

∂y (α, t, x2, y2, ω)

)∣∣∣∣∣
t = 2

√
(x1 −R cosα)2 + (y1 −R sinα)2 + h2

= 2
√

(x2 −R cosα)2 + (y2 −R sinα)2 + h2

y2 cosα− x2 sinα = y1 cosα− x1 sinα

}

The conditions defining Ct ◦ C in the above equation mean the following. For a fixed

α and ω, (x1, y1) and (x2, y2) lie on the same circle centred at (R cosα,R sinα) and, if

the two points are different, the chord joining them makes an angle α with the positive

x-axis. So this means that either (x1, y1) = (x2, y2) or

x2 = x1 − 2(x1 cosα+ y1 sinα−R) cosα

y2 = y1 − 2(x1 cosα+ y1 sinα−R) sinα

So, Ct◦C ⊂ ∆∪C̃ where C̃ corresponds to the part of Ct◦C where the above two equaions

hold, and ∆(diagonal) corresponds to the part where (x1, y1) = (x2, y2) . We will show

that C̃ is also a two-sided fold. We first parametrize C̃ as follows:

H(x, y, α, ω) = (H1, H2, . . . ,H8)
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where

H1 = x− 2(x cosα+ y sinα−R) cosα

H2 = y − 2(x cosα+ y sinα−R) sinα

H3 = −2ω(x− 2(x cosα+ y sinα−R) cosα−R cosα)√
(x−R cosα)2 + (y −R sinα)2 + h2

H4 = −2ω(y − 2(x cosα+ y sinα−R) sinα−R sinα)√
(x−R cosα)2 + (y −R sinα)2 + h2

H5 = x

H6 = y

H7 = − 2ω(x−R cosα)√
(x−R cosα)2 + (y −R sinα)2 + h2

H8 = − 2ω(y −R sinα)√
(x−R cosα)2 + (y −R sinα)2 + h2

We have

dH(x, y, α, ω) =



∗ ∗ a 0

∗ ∗ b 0

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
1 0 0 0

0 1 0 0

∗ ∗ ∗ c

∗ ∗ ∗ d


where

a =
∂H1

∂α
= −2(x cosα+ y sinα−R)(− sinα)− 2(y cosα− x sinα)(cosα)

b =
∂H2

∂α
= −2(x cosα+ y sinα−R)(cosα)− 2(y cosα− x sinα)(sinα)

c =
∂H7

∂ω
= − 2(x−R cosα)√

(x−R cosα)2 + (y −R sinα)2 + h2

d =
∂H8

∂ω
= − 2(y −R sinα)√

(x−R cosα)2 + (y −R sinα)2 + h2

Since (x, y) 6= (R cosα,R sinα), the vector (c, d) 6= 0. Also,(
b

a

)
= −2

(
cosα sinα

− sinα cosα

)(
x cosα+ y sinα−R
y cosα− x sinα

)
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which is a rotation matrix operating on a vector that is non-zero whenever (x, y) 6=
(R cosα,R sinα). So at least one of a and b is non-zero. This proves that rank dH = 4

and thus H is an immersion.

Next we show that H is injective. Suppose (H1, H2, . . . ,H8) are given. Then we

know x,y,x′ = x−2(x cosα+y sinα−R) cosα and y′ = y−2(x cosα+y sinα−R) sinα.

Suppose that (x, y) 6= (x′, y′). Then the (unique) perpendicular bisector of the line

segment joining (x, y) and (x′, y′) gives us the line x cosα + y sinα − R = 0, and from

this, we can determine α uniquely. If (x, y) = (x′, y′), both points are on the tangent

and drawing a line through this point in the direction (H7, H8) 6= 0 gives us the line

x cosα + y sinα − R = 0 and again α can be uniquely determined. Finally using the

formula for H7 or H8 (at least one of which is non-zero), we can determine ω. This

proves that H is injective.

Proposition 4.1. C̃ is a two-sided fold.

Proof. Let π′L and π′R denote the canonical left and right projections of C̃. We have

π′R =

(
x, y,− 2ω(x−R cosα)√

(x−R cosα)2 + (y −R sinα)2 + h2
,− 2ω(y −R sinα)√

(x−R cosα)2 + (y −R sinα)2 + h2

)

But this is exactly the same as πR, the canonical right projection of C. So we can

immediately conclude that π′R has a fold singularity along the submanifold Σ given by

x cosα+ y sinα−R = 0 and has full rank everywhere else.

Now consider the map

T : (x, y, α, ω) 7→ (x−2(x cosα+y sinα−R) cosα, y−2(x cosα+y sinα−R) sinα, α, ω)

The left projection π′L is simply the composition π′R ◦ T . T has the following two

properties:

1. T |Σ is the identity map on Σ.

2. T is a diffeomorphism with

dT (x, y, α, ω) =


− cos 2α − sin 2α ∗ ∗
− sin 2α cos 2α ∗ ∗

0 0 1 0

0 0 0 1


det(dT (x, y, α, ω)) = −1
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Since (dπ′L) = (dπ′R) ◦ dT , we can conclude that π′L has full rank everywhere except on

the submanifold Σ where it drops rank by 1. It also follows that the determinant of

(dπL) vanishes to exactly first order on Σ.

Finally, suppose p ∈ Σ. Since T is the identity map of Σ, dT (p) is the identity map

on TpΣ and thus, TpΣ ∩ ker(dπ′L)(p) = TpΣ ∩ ker(dπ′R)(p) = {0}. So, π′L also has a fold

singularity along Σ. This proves that C̃ is a two-sided fold.

For the sake of convenience we will henceforth change notation as follows:

(x, y) 7→ x = (x1, x2)

(x′, y′) 7→ y = (y1, y2)

The final step is to show that F ∗F is in Ip.l(∆, C̃). The proof will depend on the following

theorem, which gives a sufficient condition on a distribution u to be in an Ip,l class.

Theorem 4.4 (Greenleaf and Uhlmann [19]). Let Λ0 and Λ1 be two cleanly intersecting

Lagrangian submanifolds of T ∗X × T ∗Y . If u ∈ D′(X × Y ), then u ∈ Ip,l(Λ0,Λ1) if

there is an so ∈ R such that, for all first order classical pseudodifferential operators with

principal symbols σPi vanishing on Λ0 ∪ Λ1, we have P1P2 · · ·Pru ∈ Hs0
loc.

Note that s0 is independent of r. To use this result, we need to show that ∆ and

C̃ intersect cleanly, and find the ideal of smooth functions vanishing on ∆ ∪ C̃. We will

follow the procedure found in [18]. Suppose M and N are codimension n submanifolds

that intersect in codimension k, and there exist smooth functions fi, gj such that

M = {f1 = f2 = · · · fk = fk+1 = · · · fn = 0} and

N = {g1 = g2 = · · · gk = fk+1 = · · · fn = 0}

Then, M and N intersect cleanly if {∇fi|1 ≤ i ≤ n} and {∇gi,∇fk+j |1 ≤ i ≤ k, 1 ≤
j ≤ n − k} are linearly independent [18]. Also, the following proposition is an easy

consequence of the implicit function theorem and the fundamental theorem of calculus.

Proposition 4.2 (Felea [18]). The ideal of smooth functions vanishing on M ∪ N is

generated by {fk+j |1 ≤ j ≤ n− k} and {figj |1 ≤ i, j ≤ k}.

We claim that

∆ = {(y, η, x, ξ) ∈ T ∗R2 × T ∗R2|f1 = f2 = f3 = f4 = 0} and

C̃ = {(y, η, x, ξ) ∈ T ∗R2 × T ∗R2|f1 = f2 = f3 = g4 = 0}
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where

f1 = θ1ϕ1 + θ2ϕ2

f2 = θ1w1 + θ2w2

f3 = w1θ2 − w2θ1 − z1ϕ2 + z2ϕ1

f4 = (w1θ2 − w2θ1 − z1ϕ2 + z2ϕ1)2 − 4R2(ϕ2
1 + ϕ2

2)

g4 = (z1θ2 − z2θ1 − w1ϕ2 + w2ϕ1)2 − 4R2(θ2
1 + θ2

2)

where we have used the change of variables

z = y + x

w = y − x

θ = ξ + η

ϕ = ξ − η

First of all, note that on ∆, w = ϕ = 0, so that we immediately have f1 = f2 = f3 =

f4 = 0. Conversely, if f1 = f2 = f3 = f4 = 0, we have

f4 = 0 ⇒ ϕ2
1 + ϕ2

2 = 0⇒ ϕ = 0, also

f2 = 0 ⇒ θ1w1 + θ2w2 = 0

f3 = 0 ⇒ w1θ2 − w2θ1 = 0

⇒ w = 0

This proves that ∆ = {f1 = f2 = f3 = f4 = 0}. Next, it can be easily verified using the

parametrization H that every point of C̃ satisfies f1 = f2 = f3 = g4 = 0. Conversely,

suppose (y, η, x, ξ) ∈ C̃. Then if x 6= y, the perpendicular bisector of the line joining x

and y is tangent (at say the point P ) to the circle of radius R with center at the origin.

If x = y, they must lie on a tangent to the same circle. Further, ξ and η must be of

the same magnitude and point in the direction from x to P and y to P respectively. It

can be proved that we must have f1 = f2 = f3 = f4 = 0. We skip the calculations.

Also, it can be easily verified that {∇fi|1 ≤ i ≤ 4} and {∇g4,∇fi|1 ≤ i ≤ 3} are

linearly independent. Thus, ∆ and C̃ intersect cleanly, and the ideal of smooth functions

vanishing on ∆ ∪ C̃ is generated by J = {f1, f2, f3, f4g4}.

Theorem 4.5. There exist real numbers p and l such that F ∗F ∈ Ip,l(∆, C̃)

Proof. The proof will use the iterated regularity condition of Theorem 4.4. It is enough

now to check that P1P2 · · ·PrKF ∗F ∈ Hs0
loc where the Pi are first order classical ΨDOs
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with principal symbols being multiples of functions in J . The idea of the proof is from

[18]. We will use the following facts for the proof:

(a) ([6], p. 105) If P is a ΨDO with principal symbol p and u(x) =
∫
eiψ(x,θ)a(x, θ)dθ

then Pu(x) =
∫
eiψ(x,θ)a(x, θ)p(x, dxψ)dθ plus lower order terms.

(b) If a ∈ Sr then u(x) =
∫
RN e

iψ(x,θ)a(x, θ)dθ ∈ Hs0
loc for some s0 = s0(m,N, n) ∈ R

where n is the dimension of the variable x.

Let P1 be a classical pseudodifferential operator with principal symbol p1 = c1f1

where c1 is a homogeneous function of degree −1 in (ξ, η) variables (so that P1 is of first

order). By (a),

P1KF ∗F =

∫
e−iΦ(x,y,α,ω)ã(x, y, α, ω)p1(x,−∂xΦ, y, ∂yΦ)dα dω

where

Φ = 2ω(
√

(y1 −R cosα)2 + (y2 −R sinα)2 + h2−
√

(x1 −R cosα)2 + (x2 −R sinα)2 + h2)

Let us define

X =
√

(x1 −R cosα)2 + (x2 −R sinα)2 + h2

Y =
√

(y1 −R cosα)2 + (y2 −R sinα)2 + h2

then clearly,

Φ = 2ω(Y −X)

∂ωΦ = 2(Y −X)

∂αΦ = 2ωR

(
y1 sinα− y2 cosα

Y
− x1 sinα− x2 cosα

X

)

− ∂Φ

∂x1
=

2ω(x1 −R cosα)

X
; − ∂Φ

∂x2
=

2ω(x2 −R sinα)

X

∂Φ

∂y1
=

2ω(y1 −R cosα)

X
;

∂Φ

∂y2
=

2ω(y2 −R sinα)

X
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Now,

f1(y, η, x, ξ) = θ1ϕ1 + θ2ϕ2

= ξ2
1 + ξ2

2 − η2
1 − η2

2 so that

f1(y, ∂yΦ, x,−∂xΦ) = 4ω2

[
(x1 −R cosα)2 + (x2 −R sinα)2

X2
− (y1 −R cosα)2 + (y2 −R sinα)2

Y 2

]
= 4ω2

[
1− h2

X2
− 1 +

h2

Y 2

]
=

4ω2h2

X2Y 2
(X + Y )(X − Y )

=
−2ω2h2

X2Y 2
∂ωΦ

So P1KF ∗F becomes

P1KF ∗F =

∫
e−iΦã(x, y, α, ω)

(−2c1ω
2h2(X + Y ))

X2Y 2
∂ωΦdα dω

By integration by parts, this integral becomes

i

∫
e−iΦ∂ω

(
ã(x, y, α, ω)

2c1ω
2h2(X + Y )

X2Y 2

)
dα dω

Now since ã is a symbol of order 2m and c1 is homogeneous in ω of degree −1, it is

easy to see that ∂ω

(
ã (2c1ω2h2(X+Y ))

X2Y 2

)
is again a symbol of order 2m. Thus by (b), we

conclude that P1KF ∗F ∈ Hs0
loc for some s0 ∈ R.

Next, suppose P2 is a classical ΨDO with principal symbol c2f2 where c2 is a smooth

function homogeneous of degree 0. Now, f2 = θ1w1 + θ2w2 = (y1 − x1)(ξ1 + η1) + (y2 −
x2)(ξ2 + η2). Thus we have

f2(y, ∂yΦ, x,−∂xΦ) = 2ω

[
(y1 − x1)(x1 −R cosα) + (y2 − x2)(x2 −R sinα)

X

+
(y1 − x1)(y1 −R cosα) + (y2 − x2)(y2 −R sinα)

Y

]

= 2ω

[
− (x1 −R cosα)2 + (x2 −R sinα)2

X
+

(y1 −R cosα)2 + (y2 −R sinα)2

Y

+ ((y1 −R cosα)(x1 −R cosα) + (y2 −R sinα)(x2 −R sinα))

(
1

X
− 1

Y

)]
= 2ω

[
Y −X + ((y1 −R cosα)(x1 −R cosα) + (y2 −R sinα)(x2 −R sinα) + h2)

(
1

X
− 1

Y

)]
= ω

(
1 +

(y1 −R cosα)(x1 −R cosα) + (y2 −R sinα)(x2 −R sinα) + h2

XY

)
∂ωΦ

= ωk(x, y, α)∂ωΦ
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Again applying (a) we get

P2KF ∗F =

∫
e−iΦ(x,y,α,ω)ã(x, y, α, ω)p2(x,−∂xΦ, y, ∂yΦ)dα dω

=

∫
e−iΦãc2ωk∂ωΦdα dω

= −i
∫
e−iΦ∂ω(ãc2ωk)dα dω by integration by parts

Since ã is a symbol of order 2m and c2 and k are independent of ω, we conclude that

∂ω(ãc2ωh) is again a symbol of order 2m and hence by (b), P2KF ∗F ∈ Hs0
loc.

Next let P3 be a classical ΨDO with principal symbol c3f3 where c3 is a homogeneous

smooth function of degree 0. Since f3 = w1θ2 − w2θ1 − z1ϕ2 + z2ϕ1 = 2(y1η2 − y2η1 −
x1ξ2 + x2ξ1), we get

f3(y, ∂yΦ, x,−∂xΦ) = 4ω

[
y1(y2 −R sinα)− y2(y1 −R cosα)

Y
− x1(x2 −R sinα)− x2(x1 −R cosα)

X

]
= −4ωR

[
y1 sinα− y2 cosα

Y
− x1 sinα− x2 cosα

X

]
= −2∂αΦ

Thus, applying (a) we get

P3KF ∗F =

∫
e−iΦã(−2c3)∂αΦ dα dω

= 2i

∫
e−iΦ∂α(ãc3) dα dω

by integration by parts. Since ∂α(ãc3) is a symbol of order 2m, we again get that

P3KF ∗F ∈ Hs0
loc.

Finally, we consider a classical pseudodifferential operator P4 with principal symbol

c4f4g4, where c4 is homogeneous of degree −3. Let us first analyze f4 and g4. We have

f4(y, η, x, ξ) = (w1θ2 − w2θ1 − z1ϕ2 + z2ϕ1)2 − 4R2(ϕ2
1 + ϕ2

2)

= 4(y1η2 − y2η1 − x1ξ2 + x2ξ1)2 − 4R2((ξ1 − η1)2 + (ξ2 − η2)2)

so that

f4(y, ∂yΦ, x,−∂xΦ) = 16ω2R2

[(
y1 sinα− y2 cosα

Y
− x1 sinα− x2 cosα

X

)2

−
(
x1 −R cosα

X
− y1 −R cosα

Y

)2

−
(
x2 −R sinα

X
− y2 −R sinα

Y

)2 ]
= −16ω2R2

(
y1 cosα+ y2 sinα−R

Y
− x1 cosα+ x2 sinα−R

X

)2
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Similarly,

g4(y, η, x, ξ) = (z1θ2 − z2θ1 − w1ϕ2 + w2ϕ1)2 − 4R2(θ2
1 + θ2

2)

= 4(y1η2 − y2η1 + x1ξ2 − x2ξ1)2 − 4R2((ξ1 + η1)2 + (ξ2 + η2)2)

which implies

g4(y, ∂yΦ, x,−∂xΦ) = 16ω2R2

[(
y1 sinα− y2 cosα

Y
+
x1 sinα− x2 cosα

X

)2

−
(
x1 −R cosα

X
+
y1 −R cosα

Y

)2

−
(
x2 −R sinα

X
+
y2 −R sinα

Y

)2 ]
= −16ω2R2

(
y1 cosα+ y2 sinα−R

Y
+
x1 cosα+ x2 sinα−R

X

)2

Thus, multiplying f4 and g4, we get[
16ω2R2

{(
y1 cosα+ y2 sinα−R

Y

)2

−
(
x1 cosα+ x2 sinα−R

X

)2
}]2

Now, notice that(
y1 cosα+ y2 sinα−R

Y

)2

=
(y1 −R cosα)2 + (y2 −R sinα)2 − (y1 sinα− y2 cosα)2

Y 2

= 1− h2

Y 2
−
(
y1 sinα− y2 cosα

Y

)2

and, similarly(
x1 cosα+ x2 sinα−R

X

)2

=
(x1 −R cosα)2 + (x2 −R sinα)2 − (x1 sinα− x2 cosα)2

X2

= 1− h2

X2
−
(
x1 sinα− x2 cosα

X

)2

So that (
y1 cosα+ y2 sinα−R

Y

)2

−
(
x1 cosα+ x2 sinα−R

X

)2

= −
(
y1 sinα− y2 cosα

Y
− x1 sinα− x2 cosα

X

)(
y1 sinα− y2 cosα

Y
+
x1 sinα− x2 cosα

X

)
+h2

(
1

X2
− 1

Y 2

)
=

h2(X + Y )

2X2Y 2
∂ωΦ− 1

2ωR

(
y1 sinα− y2 cosα

Y
+
x1 sinα− x2 cosα

X

)
∂αΦ

Substituting this in the expression for f4g4 we get,

f4(y, ∂yΦ, x,−∂xΦ)g4(y, ∂yΦ, x,−∂xΦ) = ω4k1(x, y, α)∂ωΦ + ω3k2(x, y, α)∂αΦ
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Thus, (a) now implies that

P4KF ∗F =

∫
e−iΦãc4f4(y, ∂yΦ, x,−∂xΦ)g4(y, ∂yΦ, x,−∂xΦ) dα dω

=

∫
e−iΦãc4ω

4k1∂ωΦ dα dω +

∫
e−iΦãc4ω

3k2∂αΦ dα dω

= −i
∫
e−iΦ∂ω(ãc4ω

4k1) dα dω − i
∫
e−iΦ∂α(ãc4ω

3k2) dα dω

by integration by parts. Note that ã is a symbol of order 2m, c4 is homogeneous of

degree −3 in ω and k1, k2 are independent of ω. Thus, ∂ω(ãc4ω
4k1) and ∂α(ãc4ω

3k2)

are both symbols of order 2m. Thus, applying (b), we conclude that P4KF ∗F ∈ Hs0
loc.

Note that in the above proof, we have only used the fact that ã is a symbol of order

2m, and have shown that for i = 1, 2, 3, 4, PiKF ∗F =
∫
e−iΦb̃ dα dω where b̃ is again

a symbol of order 2m. Thus, it is easy to see that the iterated regularity condition of

Theorem 4.4 is satisfied and F ∗F ∈ Ip,l(∆, C̃) for some p and l.

4.3 The Bistatic Case

Suppose now that the transmitter and receiver still move along a circular path, but

are separated by a fixed angle 2α at all times, i.e., at tims s, the trasmitter is at

(cos(s−α), sin(s−α)) and the receiver is at (cos(s+α), sin(s+α)). Note that we have

taken R = 1 and h = 0 for simplicity. Using the model from [12], the scattering operator

F is an FIO given by

Ff(s, t) =

∫
e−iω(t−

√
(x−cos(s−α))2+(y−sin(s−α))2−

√
(x−cos(s+α))2+(y−sin(s+α))2)af(x, y)dxdydω

where a is of order m. Here Ff(s, t) measures the scattered waves received at the point

(cos(s+ α), sin(s+ α)) at time t. Set

A =
√

(x− cos(s− α))2 + (y − sin(s− α))2, B =
√

(x− cos(s+ α))2 + (y − sin(s+ α))2

It can be easily verified that

φ = −ω(t−A−B)

is a non-degenerate phase function. Now, let us consider the canonical relation C of F .

By definition,

C =

{(
α, t,

∂φ

∂s
,
∂φ

∂t
, x, y,−∂φ

∂x
,−∂φ

∂y

) ∣∣∣∣∂φ∂ω = 0,

(
∂φ

∂s
,
∂φ

∂t

)
6= 0,

(
−∂φ
∂x
,−∂φ

∂y

)
6= 0

}
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Note that
∂φ

∂ω
= 0⇒ t = A+B

We parametrize C as follows:

G(x, y, s, ω) = (G1, G2, · · · , G8)

where

G1 = s

G2 = t = A+B

G3 =
∂φ

∂s
= ω

[
(x− cos(s− α)) sin(s− α)− (y − sin(s− α) cos(s− α)

A

+
(x− cos(s+ α)) sin(s+ α)− (y − sin(s+ α) cos(s+ α)

B

]
G4 =

∂φ

∂t
= −ω

G5 = x

G6 = y

G7 = −∂φ
∂x

= −ω
[
x− cos(s− α)

A
+
x− cos(s+ α)

B

]
G8 = −∂φ

∂y
= −ω

[
y − sin(s− α)

A
+
y − sin(s+ α)

B

]
Since (G1, G4, G5, G6) = (s,−ω, x, y), G is an injective immersion. If we remove

points (x, y, s, ω) such that ω = 0 or(
x− cos(s− α)

A
+

(x− cos(s+ α)

B

)
= 0 and

(
y − sin(s− α)

A
+
y − sin(s+ α)

B

)
= 0

from the domain of G, then G is a parametrization of C.
Let a = cosα and b = sinα. Let us restrict the range of F to only those (s, t) such

that t > 2a/b. With this restriction,we can show that C is a two-sided fold. Note that

when α = 0, 2a/b = 0, so that this generalizes Theorem 4.1.

Theorem 4.6. C, if restricted as described above, is a two-sided fold

Proof. Step 1: Let us first consider the canonical left projection

πL(x, y, s, ω) = (G1, G2, G3, G4)
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We have

dπL =


0 0 1 0

x−cos(s−α)
A + x−cos(s+α)

B
y−sin(s−α)

A + y−sin(s+α)
B ∗ ∗

ω
(

(y−sin(s−α))C
A3 + (y−sin(s+α))D

B3

)
−ω

(
(x−cos(s−α))C

A3 + (x−cos(s+α))D
B3

)
∗ ∗

0 0 0 −1


where

C = x cos(s− α) + y sin(s− α)− 1 D = x cos(s+ α) + y sin(s+ α)− 1

so that det(dπL)(x, y, s, ω) = ωCB
2+DA2

A2B2

[
1 + (x−cos(s−α))(x−cos(s+α))+(y−sin(s−α))(y−sin(s+α))

AB

]
.

Second term vanishes iff
(
x−cos(s−α)

A , y−sin(s−α)
A

)
= −

(
x−cos(s+α)

B , y−sin(s+α)
B

)
. But

this means that both phase variables of πR are 0 and this is excluded. So det(dπL)

vanishes on the submanfold Σ given by CB2 + DA2 = 0. Also, if dπL = 0, both the

phase variables of πR are 0, so that det(dπL) drops rank exactly by 1 on Σ.

Next, suppose p = (x, y, s, ω) ∈ Σ. Let(
x′

y′

)
=

(
cos s sin s

− sin s cos s

)(
x

y

)

and define f(x, y) = (bx − 1)[y2 + a2 + (b − x)2] + 2a2y2. Then it can be verified that

CB2 +DA2 = f(x′, y′). We have,

∂f

∂x

∣∣∣∣
(x′(p),y′(p))

= b[y′2 + a2 + (b− x′)2] + 2(x′ − b)(bx′ − 1)

∂f

∂y

∣∣∣∣
(x′(p),y′(p))

= 2(bx′ − 1)y′ + 4a2y′

Now, ∂yf = 0 implies y′ = 0 or x′ = 1−2a2

b . Suppose y′ = 0. Then f(x′, y′) = 0

implies x′ = 1/b which implies ∂xf 6= 0. Next, suppose x′ = 1−2a2

b . Then f(x′, y′) =

−2a2

[
a2 +

(
b− 1−2a2

b

)2
]
6= 0. So, ∇x′,y′f(x′, y′) 6= 0. This proves that det(dπL)

vanishes to exactly first order on Σ.

Next, we claim that TpΣ ∩ (ker(dπL)(p)) = {0}. Let v = (v1, v2, v3, v4) ∈ TpΣ ∩
(ker(dπL)(p)). Clearly, v3 = v4 = 0. As before, we define(

v′1
v′2

)
=

(
cos s sin s

− sin s cos s

)(
v1

v2

)
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Now, v ∈ ker(dπL)(p) implies(
x− cos(s− α)

A
+
x− cos(s+ α)

B
,
y − sin(s− α)

A
+
y − sin(s+ α)

B

)
· (v1, v2) = 0

(4.1) ⇒
(
x′ − cosα

A′
+
x′ − cosα

B′
,
y′ + sinα

A′
+
y′ − sinα

B′

)
· (v′1, v′2) = 0

where

A′ =
√

(x′ − b)2 + (y′ + a)2 B′ =
√

(x′ − b)2 + (y′ − a)2

Next, ∇(CB2 +DA2) · v = 0 implies

(4.2)
∂f

∂x′
(x′(p), y′(p))v′1 +

∂f

∂y′
(x′(p), y′(p))v′2 = 0

If we prove that
(
x′−cosα

A′ + x′−cosα
B′ , y

′+sinα
A′ + y′−sinα

B′

)
and

(
∂f
∂x′ ,

∂f
∂y′

)
are not scalar

multiples of each other, we must have (v′1, v
′
2) = 0 and we are done.

Consider the curve (bx − 1)(y2 + a2 + (b − x)2) + 2a2y2 = 0. This curve has the

following properties:

• The maximum value of x on the curve is 1/b and this is attained at (1/b, 0).

• x increases monotonically as a function of y when y ∈ (−∞, 0), decreases mono-

tonically when y ∈ (0,∞), and x ≥ b iff y ∈ [−a, a].

• touches the unit circle tangentially at (b,a) and (b,-a).

• has a vertical asymptote x = 1−2a2

b as y →∞ and y → −∞.

Since t > 2a/b, we consider only larger ellipses A′ + B′ = c where c > 2a/b, i.e.,

ellipses with foci (b, a) and (b,−a) and semi-minor axis > 1/b − b. It can be easily

verified that the right half of this ellipse can not intersect the above curve. So, it follows

that x′ < b and x′−b
A′ + x′−b

B′ < 0. Also ∂f
∂x (x′, y′) > 0. We also have

y′ + sinα

A′
+
y′ − sinα

B′
< 0,

∂f

∂y
(x′, y′) < 0 when y′ < −a

y′ + sinα

A′
+
y′ − sinα

B′
> 0,

∂f

∂y
(x′, y′) > 0 when y′ > a

from which it follows that
(
x′−cosα

A′ + x′−cosα
B′ , y

′+sinα
A′ + y′−sinα

B′

)
and

(
∂f
∂x′ ,

∂f
∂y′

)
can not

be scalar multiples of each other. This proves that πL is a fold.
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Step 2: Consider πR(x, y, s, ω) = (G5, G6, G7, G8). We have

dπR =


1 0 0 0

0 1 0 0

∗ ∗ −ω
(

(y−sin(s−α))C
A3 + (y−sin(s+α))D

B3

)
−
(
x−cos(s−α)

A + x−cos(s+α)
B

)
∗ ∗ ω

(
(x−cos(s−α))C

A3 + (x−cos(s+α))D
B3

)
−
(
y−sin(s−α)

A + y−sin(s+α)
B

)


Note that det(dπR)(x, y, s, ω) = −det(dπL)(x, y, s, ω). Thus repeating the same ar-

guments as in the case of dπL, we can conclude that πR drops rank by 1 on Σ and

det(dπR) vanishes to exactly first order on Σ. Finally, suppose p = (x, y, s, ω) ∈ Σ and

let v = (v1, v2, v3, v4) ∈ TpΣ∩(ker(dπR)(p)). Clearly, v1 = v2 = 0. Let (x′, y′) be defined

as before. Since v ∈ TpΣ, we must have

∂

∂s
(CB2 +DA2)v3 = 0

Now, ∂
∂s(CB

2 +DA2)(p) =

(y cos(s− α)− x sin(s− α))[(x− 2 cos(s+ α))2 + (y − 2 sin(s+ α)2 − 1]

+(y cos(s+ α)− x sin(s+ α))[((x− 2 cos(s− α))2 + (y − 2 sin(s− α)2 − 1]

= [y′b+ x′a][(x′ − 2b)2 + (y′ − 2a)2 − 1] + [y′b− x′a][(x′ − 2b)2 + (y′ + 2a)2 − 1]

As before, since we only consider large ellipses A′ + B′ = c where c > 2a/b, we

must have 0 < x′ < b and |y′| > a, and each of the terms within the square brackets in

the above expression is positive. Thus, ∂
∂s(CB

2 + DA2) > 0 which means that v3 = 0.

Finally, since v ∈ ker(dπR)(p), we get

−
(
x− cos(s− α)

A
+
x− cos(s+ α)

B

)
v4 = 0

−
(
y − sin(s− α)

A
+
y − sin(s+ α)

B

)
v4 = 0

and since both the phase variables can’t vanish, v4 = 0 and thus πR is also a fold. This

completes the proof.

Finally, by an application of Theorem 4.2 we conclude that

Corollary 4.1. If F is the FIO restricted as described above, F ∗F ∈ I2m,0(∆, C̃) where

∆ ⊂ T ∗R2 × T ∗R2 is the diagonal Lagrangian and C̃ is a two-sided fold that cleanly

intersects ∆.
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[13] F. Trèves, Introduction to Pseudodifferential and Fourier integral operators: Volume

2, The University Series in Mathematics, Plenum Press, New York, 1980.

[14] V. Guillemin, G. Uhlmann, Oscialltory Integrals with singular symbols, Duke Math.

J. 48(1):251267, 1981.

[15] V. Guillemin, Cosmology in (2+1)- Dimensions, Cyclic Models, and Deformations

of M2,1 , Princeton University Press, 1989.

[16] C.J. Nolan and M. Cheney, Microlocal Analysis of Synthetic Aperture Radar Imag-

ing, The Journal of Fourier Analysis and its Applications, Inverse Problems, Vol.10

(2), 2004.

[17] R.B. Melrose and M.E. Taylor, Near peak scattering and the corrected Kirchhoff

approximation for a convex obstacle. 1985: Adv. in Math. 55(3):242315.

[18] R. Felea, Composition of Fourier Integral Operators with Fold and Blowdown Sin-

gularities. 2005: Communications in PDEs, Vol 30, no 13, 1717-1740.

[19] A. Greenleaf and G. Uhlmann, Estimates for singular Radon transforms and pseu-

dodifferential operators with singular symbols. 1990: Jour. Func. Anal. 89:220232.

54


