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Synopsis 

Title: Dynamical Recrossing, Internal Friction and Memory Effects: 

Investigating Model Systems and Drug-DNA Intercalation Process 

  

Transition state theory is widely used to estimate reaction rates in condensed phase systems. 

The theory assumes that all the reactants that achieve the activation energy will definitely 

form products. However, this is not always true. The system, after crossing the transition state 

surface towards product, may recross and fall back into the reactant valley reducing the 

overall rate. Thus, transition state theory always gives an upper bound to the rate. First 

attempt to include recrossing effects in the reaction rate was given by Kramers in 1940. 

Kramers illustrated that in the spatial diffusion regime, the correction factor to the transition 

state theory due to recrossing is given by,  = 𝜔𝑏 𝛾⁄ , where 𝜔𝑏 is the curvature of the 

transition state surface and 𝛾 is the friction felt by the system. Though Kramers theory was 

able to describe several reactions, for some others it was found that the rate did not exhibit an 

inverse dependence on the viscosity (the macroscopic equivalent of the friction). 

Furthermore, addition of a frictional term to the solvent viscosity was found to explain the 

rate dependence on the viscosity. Consequently, this additional frictional term was coined 

internal friction since it was thought to arise from the system itself. Several experimental and 

computational studies thereafter attributed the deviation from the Kramers’ inverse viscosity 

dependence of rate to the presence of internal friction. The origin of internal friction in 

proteins has been ascribed to ruggedness on the energy surface, dihedral rotations, hydrogen 

bonds, non-native salt bridges etc. In this thesis, we show that deviation from inverse 

viscosity dependence of rate does not necessarily imply the presence of internal friction. We 

demonstrate using a simple model system, a Lennard Jones particle in water, that memory 

effects arising from the solvent motions can result in a non-linear dependence of rate on 
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viscosity which can be accounted by Grote-Hynes theory (GHT). Further, this study was 

extended to a model system and a simple realistic system to understand the interplay between 

memory friction and internal friction.  

To further our understanding on the dynamical effects of rate on a complex biomolecular 

process, we chose intercalation of drug into DNA due to its potential to obstruct the growth 

of cancerous cells. Quite a few studies explored the molecular mechanism of the process 

using the static free energy landscape. In this thesis, we investigate the dynamical effects in 

the intercalation process of an anticancer agent proflavine into DNA by estimating 

transmission coefficient that gives a measure of the extent of recrossing occurring at the 

transition state surface. For that, we used both reactive flux approach and compared the result 

with both Kramers theory and GHT. We found significant recrossing in the process and 

showed that both the theories cannot capture the true recrossing event due to the breakdown 

of local parabolic approximation assumed in the above theories. 

Chapter 1: Introduction. This chapter gives an overview of the different reaction rate 

theories, namely, transition state theory, Kramers theory and Grote-Hynes theory. We discuss 

the origin of these theories and examine their limitations. Further, we analyze the use of these 

theories in literature to understand the rate of reaction process in solvent medium. We have 

also discussed in detail the dynamical effect in barrier crossing process, recrossing, and 

internal friction -- the focus of the thesis. 

Chapter 2: Methodology. In this chapter, we discuss the general molecular dynamics 

method employed to carry out all the studies in this thesis. In addition, we discuss umbrella 

sampling, an accelerated sampling technique, used to sample high energy conformations. We 

then explain the reactive flux formalism, the method used to determine transmission 

coefficient in numerical simulations. We also discuss the use of Kramers theory and Grote-

Hynes theory to estimate recrossing in the system. Finally, we describe the method applied to 
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vary the viscosity of the solvent in simulations without affecting the energy surface of the 

reaction. 

Chapter 3: Probing viscosity dependence of rate: Internal friction or Lack of friction? 

In this chapter we calculated recrossing to capture the dynamical aspects of the rate in a 

simple model and thereby investigated the origin of a highly debated topic of internal friction. 

Deviation from the Kramers’s inverse viscosity dependence of rate, 𝑘 ∝ 1 𝜂⁄ , is often 

attributed to the presence of internal friction in proteins after Ansari et al. in 1992 showed 

that the folding rate could fit the equation, 𝑘 ∝ 1 (𝜂 + 𝜎)⁄ , where 𝜎 is considered as internal 

friction. In this study, we have used a simple model system (one LJ particle under external 

potential) to show that memory effects can result in a non-zero value of 𝜎 in molecular 

dynamics with explicit solvent which may be misinterpreted as the presence of internal 

friction. We show that the same system follow Kramers behavior when simulated using 

Langevin dynamics confirming that the deviation is due to memory effects arising from the 

solvent motions. We thus demonstrate that the current methods employed to estimate internal 

friction in different systems cannot distinguish between the memory effects and internal 

friction. Additionally, we have systematically investigated the effect of barrier curvature, 

barrier height of the potential, size of the LJ solute, and solute-solvent coupling on 𝜎. This 

study demonstrated that it is the relative deviation of rate from Kramers prediction at 

different viscosities that determines the value of 𝜎.  

Chapter 4: Separating memory effects from internal friction in viscosity dependence of 

rate. Here we have extended the previous study to investigate internal friction in a model 

system, a diatomic system, interacting under an external potential and a real system, dihedral 

rotation in a butane molecule. Given that these are systems with more than one atom, the 

system may have internal friction. At the same time, it may also exhibit memory effects. 

Here, we decouple both the effects and realize in the process that neither of the systems 
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exhibit internal friction. We demonstrate by adding an external potential which mimics 

internal friction that the presence of internal friction always decreases the rate while also 

resulting in deviation from Kramers theory. This study therefore portrays two competing 

physical phenomena giving rise to similar behavior of rate dependence on viscosity. 

Chapter 5: Dynamical recrossing in the intercalation process of the anticancer agent 

proflavine into DNA. Intercalation is a specific type of molecular recognition where the drug 

inserts itself between the base pairs of a DNA strand. The dynamical aspects of intercalation 

process are far less clear than its current thermodynamical understanding. Here we explore 

the dynamical recrossing in the intercalation of proflavine into the DNA through the minor 

groove. We first identity the transition state to estimate transmission coefficient and using 

reactive flux formalism we show that system undergoes significant recrossing at the transition 

state surface. We then compare the numerical results with Grote-Hynes theory and find that 

the theory is inadequate to address recrossing in such a complex system. We also discuss the 

possible reasons for the discrepancy in the results obtained from numerical simulations and 

the Grote-Hynes theory. This chapter was the first step towards our future goal of estimating 

internal friction in intercalation process by calculating transmission coefficient at different 

viscosities. 

Addendum: The addendum furnishes the studies on topics not directly related to recrossing 

and internal friction. It is related to a targeted therapy for neurodegenerative diseases such as 

myotonic dystrophy, Huntington’s disease, amyotrophic lateral sclerosis (ALC) etc, which 

occur as a result of unstable repeat expansion in the nucleic acid. A challenging solution is to 

design molecules that would bind such repeat targets with high affinity, specificity, and 

selectivity. To this purpose, a set of peptide nucleic acid (PNA) capable of forming bifacial 

H-bonding interactions with nucleobases on the repeat nucleic acids were designed by our 

collaborator Dr. Danith Ly from Carnegie Mellon University. We have successfully 
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demonstrated the proof of concept followed by illustration of application on CAG repeats in 

RNA which cause Huntington’s disease using molecular dynamics simulations. Initially, the 

triple helix bound structure of the PNA to the RNA was created since no crystal structure was 

available. The force field for the PNA ligands was then generated and MD simulations were 

performed to monitor the stability of the PNA-RNA bound complex. Both complexes 

exhibited stability even after 500 ns of simulation thus establishing this method to a potential 

mode to target RNA-repeat expansion diseases. This corroborated with the experimental 

finding that ligands are able to bind the repeats in a sequence specific manner. 
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Chapter 1 

Introduction 

1.1 Rate of Reaction 

Reactions occur around us all the time in gas phase, in variety of solutions, at interfaces etc. 

Some of these reactions occur in femtoseconds whereas some others take years. It is 

imperative to study the rate of a reaction since it also helps us understand the mechanism of 

the reaction. It is now known that rate processes are rare events and the thermal fluctuations 

in the system leads to an instantaneous flow of energy to the reactant facilitating the barrier 

crossing process. Rate is influenced by different factors like temperature, pressure, 

concentration and nature of the reactants, the solvent, and the presence of catalyst.  

There are quite a few experimental tools to measure the rate of the reaction. The technique 

employed to measure the rate is dependent on the timescale of the reaction. For processes 

ranging from microseconds to seconds, generally temperature jump, pressure jump, Nuclear 

Magnetic Resonance, flash photolysis, pulse radiolysis etc. are used. If the timescale 

associated with the reaction is even smaller, then acoustical methods, electrical pulse, 

fluorescence decay etc. are more convenient methods to estimate rate. Theoretical advances 

in the calculation of rate as we know today began with the findings of van’t Hoff and 

Arrhenius in the nineteenth century. Since then the reaction rate theory has been fostered by 

developments in other fields like chemical kinetics, diffusion theories, etc.  In this chapter, I 

will briefly discuss a few landmark theories in rate calculation. 

1.2 Reactions in solution  
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Given that many chemical and biological processes take place in aqueous environment, it is 

important to understand the effect of solvent on the rate constants. There are three steps 

involved in a solution phase reaction: (i) the encounter of the reactant molecules, (ii) the 

chemical transformation converting the reactants to products, (iii) the diffusion of products 

away from each other. When the barrier is significant, the second step is the rate determining 

step. Nonetheless, solvent has several effects on the dynamics of the reaction. Solvent 

viscosity affects the diffusion of the molecules in the solution. Further, solvation free 

energies of the reactant and the product can contribute to the free energy of the overall 

reaction significantly. Crucially, collisions with the solvent molecules regulate the energy 

flow to and from the solute degrees of freedom. Hence, the rate of a reaction in the condensed 

phase will be much different than that in the gas phase. The first noteworthy rate theory 

developed that is applicable for reactions in the condensed phase is the transition state 

theory1. 

1.2.1 Transition State Theory 

Arrhenius, known as the father of the rate theory, in 1889 investigated temperature 

dependence of the rate of inversion of sugar in presence of acid.2 He proposed that the 

concentration of the activated complex is exponentially dependent on the temperature (𝑘 ∝

𝑒−𝐴 𝑅𝑇⁄ ). However, the pre-exponential factor for this familiar exponential rate expression 

was undetermined. The prefactor was later identified in the Transition state theory (TST) 

which was simultaneously reported by Henry Eyring1 and by M. G Evans and M Polanyi3 in 

1935. TST predicts that the rate depends on the probability to find the system at the transition 

state region and the frequency by which the region is crossed. Thus TST gives the rate as 

𝑘𝑇𝑆𝑇 =
𝑘𝐵𝑇

ℎ
𝑒−∆𝐺# 𝑅𝑇⁄ , where 𝑘𝐵𝑇 ℎ⁄  is the frequency factor and ∆𝐺# is the activation free 

energy. TST has been valuable in interpreting a wide range of reactions, including 
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complicated ones, in a qualitative way; but it often fails to find the absolute reaction rates 

owing to two reasons: (i) calculation of absolute reaction rate requires accurate knowledge of 

the potential energy surfaces (ii) chemical systems often violate the assumptions made in 

TST. 

Transition state theory assumes the existence of a dividing surface separating the reactants 

and products, the crossing of which is followed by thermalization of the system in the product 

valley before crossing the surface again. This assumption that the trajectories originating 

from the reactant valley after crossing the dividing surface do not recross it before getting 

stabilized in the product region is the no recrossing assumption. TST also makes several other 

assumptions. It assumes that (i) the reactant’s energy follow a Boltzmann distribution, (ii) the 

concentration of the transition state complex can be calculated using equilibrium theory even 

when the reaction is not completely in equilibrium, (iii) the motion of the reaction coordinate 

can be separated from other degrees of freedom at the barrier top, and (iv) the passage across 

the barrier is entirely a classical motion, ignoring any quantum effects. However, the no-

recrossing assumption adopted in TST is often violated in classical reactive systems. 

1.2.2 Dynamical recrossing in rates 

Recrossing occurs in chemical systems mainly due to following two reasons: (i) if the forces 

due to bath degrees of freedom are large enough to cause change in the direction of the 

motion of the reaction coordinate, then the system can recross back to reactant valley, and (ii) 

the specific shape of the potential energy surface at the barrier top – e.g. when the surface is 

extremely flat or if there is a small minimum -- can cause the system to undergo several 

motions before escaping from the basin. This may result in the loss of memory of its initial 

momentum and then the trajectory has an equal probability to reach either reactant or product 

basin. A schematic figure of recrossed trajectory is shown in Fig.1. The presence of 
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recrossing in the system leads to an overestimation of the rate by TST. 4-9 Hence, TST 

prediction can be considered as the upper bound to the rate. The exact rate can be found by 

incorporating a correction factor called transmission coefficient , which accounts for the 

recrossing effects, 𝑘 =  𝑘𝑇𝑆𝑇. In the absence of recrossing,  = 1 and TST is exact. In the 

presence of recrossing,  falls below unity.  

 

Figure 1. A schematic diagram of recrossing at the transition state.  

Recrossings are most common in reactions whose barrier is flat near the transition state 

region. They are not always dynamical in nature. A poor choice of the dividing surface can 

lead to more recrossings. The method of variationally changing the dividing surface to 

minimize the recrossing is called variational TST, which is an improvement to the 

conventional TST.10-12 However, it has been demonstrated that even with an optimal dividing 

surface choice, the recrossing phenomenon cannot be eliminated.13 It is important to note 

here that the major contributing factor to the rate is the exponential term determined by the 

activation energy and the impact of dynamical correction to rate due to recrossing is much 

less in magnitude compared to the exponential factor.  

1.3 Kramers theory 
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First attempt to quantity recrossing effects through the calculation of transmission coefficient 

was by Kramers in 1940.14 He formulated a theory to calculate the escape rate of particle 

from a metastable state. Kramers theory was based on the ordinary Langevin equation where, 

in addition to Newton’s equation of motion, a random force coupled to the reaction 

coordinate motion and a damping force proportional to the velocity of the particle with an 

appropriate friction constant are used to represent the effect of the thermal environment. The 

chemical reaction equivalent of the theory is that the motion of a particle can be considered as 

the motion of the reaction coordinate. All other degrees of freedom (including the other 

molecular and the solvent degrees of freedom) constitute the bath and are represented by the 

random force and the damping force. Kramers recast the Langevin equation for the motion of 

the particle into a Fokker-Planck equation and used a flux-over-population method to 

calculate the rate of barrier passage. Kramers identified three regimes based on the friction 

felt by the system. (1) First is the low friction regime where the reaction coordinate is very 

weakly coupled to the bath. Hence, the flow of energy into and out of RC is very limited and 

infrequent. Thus, an equilibrium energy distribution cannot be maintained. This leads to rare 

activation of the reactant and deactivation of the product, rendering a low rate in this regime. 

Kramers thus found that rate is proportional to friction in this weak bath coupling regime. (2) 

Second is the intermediate friction regime where enough collisions of the RC with the bath 

occur to maintain an equilibrium energy distribution of the barrier passage. However, the 

collisions are not too frequent to obstruct the motion across the barrier. Hence, there is a 

negligible recrossing in this regime. Therefore, in this regime, TST is mostly valid. Kramers 

rate equation in the intermediate to strong friction regime is written as, 𝑘 =
1

𝜔𝑏
(

−𝛾

2
+

√
𝛾2

4
+ 𝜔𝑏

2) 𝑘𝑇𝑆𝑇 where 𝜔𝑏 is the equilibrium barrier frequency and 𝛾 is the friction. (3) 

Finally, in the high friction regime, the collisions of the RC with bath are too often that they 
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impede the passage of the system across the barrier in this regime. These collisions lead to 

recrossing before the formation of stable product and thereby result in a rate estimate much 

lower than the TST prediction. Here the rate becomes inversely proportional to the friction 

and the reaction is essentially a diffusion-controlled passage across the barrier. Kramers rate 

equation in the strong friction regime is 𝑘 =
𝜔𝑏

𝛾
𝑘𝑇𝑆𝑇. A schematic figure demonstrating the 

dependence of rate on friction in these three regimes is shown in Fig. 2. 

 

Figure 2. Schematic figure of dependence of the transmission coefficient on the friction 

(damping) felt by the system. At lower damping,  increases with friction whereas at large 

damping,  is inversely proportional to the friction. The exact shape of the curve may depend 

on the system. 

Kramers theory has been successful in explaining reaction rates of several systems. However, 

in some studies it was observed that the rate did not follow an exact inverse dependence on 

the viscosity (macroscopic equivalent of the friction) of the solvent even in the intermediate 

to high friction regime as suggested by Kramers theory.15-17  

1.3.1 Internal Friction 

Although the deviation from Kramers theory was attributed to the limitations in the highly 

simplified model of Kramers theory.18, a different explanation for the deviation was given by 

Ansari and co-workers in 1992.19 They studied the rate of conformational changes of 

myoglobin protein at different viscosities shown in Fig. 3. In the rate versus viscosity plot, 



 

- 7 - 
 

they obtained a regime which did not follow Kramers prediction of the inverse dependence of 

rate on viscosity. They found that the plot instead fits to the equation 𝑘 = 𝐶 ( + 𝜎)⁄  where 

the term 𝜎 was appended to the solvent viscosity . Since the friction arising from the solvent 

is already incorporated in , 𝜎 was thought to arise from the friction imparted due to the 

protein degrees of freedom. Hence, 𝜎 was coined internal friction. Several other studies also 

observed a fractional dependence of rate on viscosity (𝑘 = 𝐶 𝛼⁄  with 𝛼 < 1 whereas in 

Kramers theory 𝛼 = 1) and attributed the phenomena to the presence of internal friction.20-24 

A non-zero intercept obtained after extrapolating the time taken for reaction versus viscosity 

plot to zero viscosity is also ascribed to the presence of internal friction in the system.22, 24-26 

 

Figure 3. Rate constant of myoglobin conformational change as a function of solvent 

viscosity obtained by Ansari et al. In the middle regime, both the solvent friction and the 

protein friction contributes to the decrease in the reaction rate constant. Reprinted with 

permission from Ref. 19, Copyright (1992), AAAS. 

Several experimental and theoretical studies ensued after Ansari’s work attempting to unearth 

the origin of internal friction. Internal friction was attributed to the presence of ruggedness in 

the free energy landscape following the theory of Zwanzig27 who had showed that the 

diffusion of particle in a rugged potential is slower than that in a smooth potential.28 Schulz et 

al. identified that 𝛼-helices are characterized by larger internal friction than 𝛽-hairpins from 

the forced unfolding studies of polypeptides.29 They suggest that this difference is caused by 
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the different number of intrapeptide hydrogen bonds in the 𝛼-helix and 𝛽-hairpin 

configurations. Best and co-workers state that the insensitivity of dihedral angle changes to 

solvent viscosity is the source of internal friction.22 They also stated that the internal friction 

is not affected by changes in global folding barrier heights while increase in local dihedral 

angle barrier leads to an increased internal friction.21 Concurrently, internal friction in the 

unfolding dynamics of cold shock protein was attributed to dihedral rotations belonging to a 

correlated move by Echeverria et al.25 Eaton and co-workers employed both single molecule 

fluorescence studies and molecular dynamics simulations to investigate the presence of 

internal friction in a designed 𝛼 helical protein.30 Their study claims that the non-native salt 

bridge formation between helices gives rise to internal friction. Sashi et al. investigated the 

ring flipping motions of phenylalanine and tyrosine in cytochrome-C at different viscosities.31 

They concluded that with the increase in viscosity, molecular compressibility of the protein 

reduced and argued that the increased number of dispersion interaction between the non-

bonded atoms is responsible for internal friction. Thus, the origin of internal friction is a 

highly debated topic and we will try to address some issues related to its origin in Chapter 3 

and 4. 

1.3.2 Limitations of Kramers theory 

As mentioned before, the failure of Kramers theory could be attributed to a highly simplified 

model used to calculate the rate. The theory makes several assumptions. First of all, Kramers 

calculated the rate for a one-dimensional motion of the particle which may not be generally 

valid for multi-dimensional reaction coordinate motion. Secondly, Kramers used Langevin 

equation to describe the motion of the particle which assumes that the system-bath coupling 

can be characterized by a fixed parameter (friction coefficient) 𝛾. Use of Langevin equation 

to describe the system-bath coupling is also justified only when the interactions between the 
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system and the bath are linear in nature. Therefore, Langevin equation is not appropriate for 

non-linear interactions between the system and the bath. Further, in Langevin equation the 

environment is represented using a Markovian friction which implies that the response of the 

bath to the motion of the reaction coordinate is immediate and does not have any memory. 

However, often it is found that the environment takes time to respond to the solute motions. 

For example, solvent molecules take time to rearrange their hydrogen bond network, reorient 

the polar solvent dipoles etc. for a change in the solute configuration. In cases where there is 

a lag created in the solvent configuration due to solute motion, one has to take into account 

the time-dependent friction or memory friction instead of employing the full Markovian static 

friction as discussed below. 

1.4 Grote Hynes Theory 

Though Kramers theory is the first to provide a description for non-equilibrium solvent 

effects on reaction rates, it often breaks down due to the non-Markovian nature of the 

friction.5, 17, 32 A better description for rate processes incorporating memory effects present in 

the system was developed by Grote and Hynes in 1980.33 Grote and Hynes realized that the 

friction may not act instantaneously on the solute motions, and hence used generalized 

Langevin equation (GLE) -- which takes into account the non-Markovian effect by means of 

a time-dependent friction kernel -- to describe the motion of the particle. They also used the 

Stable States Picture previously introduced by Northrup and Hynes.34 A Stable State reactant 

(SSR) and Stable State product (SSP) are located away from the TS region and forbids 

recrossing of any trajectories that reach either of the states without thermalizing (absorbing or 

equilibrating) in these regions. Rate is then calculated as the correlation function of the flux 

originating from the SSR, crossing the TS, and traversing the SSP at a later time. Grote-

Hynes theory (GHT) yields transmission coefficient as the ratio of reactive frequency 𝑟 to 
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equilibrium barrier frequency 𝜔𝑒𝑞. 𝜔𝑒𝑞 is the real magnitude of the frequency at the transition 

state when an equilibrium solvation is assumed. 𝑟 is the modified barrier frequency in the 

presence of memory friction. The reactive frequency is a positive root in the interval 0 <

𝑟 < 𝜔𝑏 and can be found by solving the self-consistent equation, 𝑟
2 − 𝜔𝑒𝑞

2 +

𝑟 ∫ 𝑒−𝑟𝑡
𝑇𝑆

(𝑡)𝑑𝑡 = 0
∞

0
 where 

𝑇𝑆
(𝑡) is the friction kernel – a measure of the friction felt 

by the RC at the TS. If the friction is very low, then 𝑟 ≈ 𝜔𝑏 and consequently  ≈ 1. The 

reactive frequency decides the timescale of the events that will cause recrossing at the TS and 

thus ensures that only the part of the friction kernel relevant for the barrier crossing is only 

taken into account unlike the Kramers theory which takes into account the entire spectrum of 

the friction kernel. The modes of the bath with frequency close to the reactive frequency 𝑟 

are mostly known to affect .35-37  

1.4.1 Limiting cases of GHT 

Grote Hynes theory is a generalized theory. One can arrive at different special cases of Grote-

Hynes theory,38 based on the friction strength and the memory time of the friction kernel 

which is defined as, 𝜏𝑀 =  (𝑡 = 0)⁄ . Here,  is total friction (zero frequency friction) 

obtained from the integral of the friction kernel ( = ∫ (𝑡)𝑑𝑡
∞

0
  is the total friction used in 

the Kramers theory) and (𝑡 = 0) is the initial value of the friction kernel. Based on these 

quantities, the four limiting cases of GHT arise as mentioned below. 

(i) Kramers theory: If 𝜏𝑀 ≪ 𝜔𝑏
−1, then the friction becomes Markovian for the system under 

study. GHT rate essentially then reduces to Kramers prediction and 𝑟,𝐾𝑟
2 − 𝜔𝑏

2 +

∫ (𝑡)𝑑𝑡 =
∞

0
0. (ii) Non-adiabatic limit: If 𝜏𝑀 ≫ 𝜔𝑏

−1, the solvent responds very slowly to the 

motion of the solute and thus can appear frozen in comparison to the solute motion. In such 

cases, (𝑡) can be replaced with its initial value, (𝑡 = 0) in the GHT equation to obtain 
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𝑟,𝑁𝐴
2 − 𝜔𝑏

2 + (𝑡 = 0) = 0. Here the solute does not move along the equilibrium barrier 

since the solvent molecules do not equilibrate to solute motion; the solute moves along a 

different barrier 𝑟,𝑁𝐴 that depends on the initial solvent configurations.  

(iii) Caging-Regime: If 𝑟,𝑁𝐴 becomes imaginary, then it implies that the solute is trapped in 

a cage by the solvent at the barrier top. Only after the relaxation of solvent, the solute is able 

to move. Solvent motions are critical here since the time required for the solvent to relax 

determines the number of recrossing and thus the value of .  

(iv) Weak solvation limit: If the friction is weak even when the solvent is not in equilibrium, 

recrossings are very few resulting in  ≈ 1. 

1.4.2 Applications of GHT 

GHT has been successfully applied in a wide variety of reactions. Some of the earlier 

demonstrations of the applicability of GHT are in model atom transfer A+BC reaction in rare 

gas solvents39, model SN2 reaction between chloride ion and methyl chloride in aqueous 

solution4-5 and SN1 reaction in water32. In the SN2 and SN1 reaction models, Kramers’ 

prediction was found to be much lower than that of GHT, thus illustrating the importance of 

incorporating memory effects in rate calculation. The validity of GHT  has been established 

in several other cases: the dynamics of Na-Cl ion pairs in dimethyl-sulfoxide40, model 

electrochemical ion transfer reaction41, potassium permeation in the selective potassium 

IRK1 channel42, sodium permeation in a gramicidin like channel9, Na-Cl ion pair association-

dissociation in water43, electron transfer at electrode-water interface44, etc. GHT has also 

been effectively employed to compare the reactions in aqueous solution and in the enzyme 

counterpart; a few examples include methyl transfer from S-adenosylmethionine to 

catecholate both in aqueous solution and in the catechol O-methyltransferase active site35, 

Michael addition reaction leading from 6-deoxychalcone to the corresponding flavanone in 
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aqueous solution and the reaction catalyzed by chalcone isomerase36, and methyl transfer by 

glycine N-methyltransferase45. A few cases where failure of GHT has been reported include 

hydration shell kinetics around Na+ and Li+ ions.6-7 The failure of the theory has been traced 

to the breakdown in the theory’s assumptions. 

1.4.3 Shortcomings of GHT 

GHT uses generalized Langevin equation (GLE) to describe the motion of the particle. 

Though GLE is more general than the ordinary Langevin equation (LE), it is not universally 

applicable to describe all chemical reactions. As in the case of LE, the potential terms 

involving the bath are quadratic or bilinear in GLE, and thus the theory will fail if there are 

non-linear interactions between bath and the solute. GHT also assumes an infinite parabolic 

barrier in the rate calculation where local harmonic approximation holds at the TST. Hence, 

several of the failures of GHT occur due to anharmonicity at the barrier top. In other cases of 

failures of GHT, the friction is dependent on the value of the reaction coordinate where one 

has to employ coordinate-dependent friction models. GHT also ignores any quantum effects 

in the rate calculation.  

There have been several efforts to improve both Kramers theory and Grote-Hynes theory by 

including quantum effects,46 barrier anharmonicity,47-48 spatially dependent friction49 etc. 

However both Kramers theory and Grote-Hynes theory have remained popular among the 

community due to their ability to explain different rate-related concepts and their ease of 

application to different chemical systems.  

1.5 Outline of the Thesis 

In this thesis, we have focused on the dynamical effects in rate process like recrossing, 

memory effects, and internal friction. It is challenging to study non-equilibrium effects like 
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recrossing using experimental techniques. For example, changing the solvent to vary the 

friction to study the role of friction in recrossing will affect the free energy in experiments. 

Therefore computational methods are essential to understand the exact nature of these 

phenomena mentioned above. In Chapter 2, we summarize the methods used in the thesis to 

investigate these three phenomena. In Chapter 3 and 4, we study the highly debated topic of 

internal friction using model systems. In Chapter 5, we investigate the recrossing effects in 

the intercalation of proflavine into DNA. This is followed by the summary of the thesis and a 

few future directions to augment this thesis work. The addendum to the thesis provides 

details of molecular dynamics studies of design of ligands developed to target repeat 

expansions in genetic material, which is a work not directly related to the thesis. 
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Chapter 2 

Methodology 

2.1 Classical Simulations  

 Macroscopic properties are often determined by the behavior of the system at the 

microscopic level, i.e., atomic level. Classical simulations can mimic these microscopic 

behaviors to give us qualitative and quantitative information about the macroscopic 

properties. In my thesis, I have used two types of classical simulations, molecular dynamics 

which is deterministic simulation and Langevin dynamics which is stochastic in nature. Both 

molecular dynamics and Langevin dynamics propagate the motion of the atoms following 

Newtonian dynamics where the net force on the atoms is calculated at every instant. While in 

molecular dynamics this net force arise only from interaction with other molecules, in 

Langevin dynamics, in addition to the Newtonian force, a frictional force and a random force 

determine the atomic motion. Inter-atomic interactions are determined by potential functions 

that constitute the force field and dictate the interactions between each atom. The general 

form of a force field is given below. 

𝑈 = ∑
𝑘𝑏𝑜𝑛𝑑

2
𝑏𝑜𝑛𝑑𝑠

(𝑟 − 𝑟𝑒𝑞)
2

+ ∑
𝑘𝑎𝑛𝑔𝑙𝑒

2
𝑎𝑛𝑔𝑙𝑒

(𝜃 − 𝜃𝑒𝑞)
2

+ ∑
𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙

2
𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

[1 + cos(𝑛∅ − 𝛾)]

+  ∑ [{
𝐴𝑖𝑗

𝑅𝑖𝑗
12 −

𝐵𝑖𝑗

𝑅𝑖𝑗
6} +

𝑞𝑖𝑞𝑗

𝜀𝑅𝑖𝑗
]

𝑖>𝑗

,                                                                  𝐸𝑞 2.1     

where 𝑘𝑏𝑜𝑛𝑑, 𝑘𝑎𝑛𝑔𝑙𝑒 and  𝑘𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 are force constants for the bond, angle, and dihedral 

potentials, respectively. 𝑟𝑒𝑞 and 𝜃𝑒𝑞 represent the equilibrium values for a given bond and 

angle, respectively.  𝑛 is the multiplicity and 𝛾 is the phase angle for dihedral angles.  The 
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first three terms thus constitute the potential for bonded interactions. The last term in the 

equation represents the non-bonded interaction between atoms and is a combination of the 

Lennard-Jones potential and the Coulomb potential. 𝐴𝑖𝑗 and 𝐵𝑖𝑗 are atom-specific parameters 

for a pair of atoms 𝑖 and 𝑗 in the Lennard-Jones potential and  𝑞𝑖 and 𝑞𝑗 are partial charges on 

atoms 𝑖 and 𝑗, respectively. 𝜀 is the permittivity of medium.  

Both molecular dynamics and Langevin dynamics use the force field to determine the 

interatomic interactions. In molecular dynamics, interactions with solvent molecules are also 

precisely calculated using force field. When the solvent degrees of freedom are not directly 

involved in the reaction, but rather serve as a medium for the reaction to occur, then those 

degrees of freedom can be considered as bath and need not be treated explicitly. Hence, in 

Langevin dynamics these degrees of freedom are omitted. The average effect of these solvent 

degrees of freedom are mimicked by a frictional force term and a random force term in the 

Langevin equation as given below. 

𝑚𝑖

𝑑2𝑟

𝑑𝑡2
= −∇U(r) − 𝑀𝛾

𝑑𝑟

𝑑𝑡
+ 𝑅𝑖(𝑡)                                            𝐸𝑞 2.2 

〈𝑅(𝑡)𝑅(𝑡′)〉 = 6𝛾𝑘𝐵𝑇𝑀𝛿(𝑡 − 𝑡′)                                               𝐸𝑞 2.3 

The first term in 𝐸𝑞. (2.2) represents the force due to the force field potentials, the second 

term represents the frictional drag caused by the solvent viscosity, and the third term mimics 

the random forces associated with the thermal motions of the solvent molecule. Here, 𝛾 

represents the friction coefficient which determines the interaction strength of the solvent and 

𝑅𝑖(𝑡) is a delta-correlated stationary Gaussian process with zero mean (〈𝑅(𝑡)〉 = 0). Since 

friction opposes motion, the second term is proportional to the particle’s velocity and is 

oppositely directed. The friction coefficient, 𝛾, is related to the fluctuations of the random 
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forces by the fluctuation-dissipation theorem given in 𝐸𝑞 (2.3). The delta function assures 

that the random force is completely uncorrelated at different times. 

Molecular biologists use classical simulations to mimic real systems. However, the timescale 

of different bio-molecular processes vary from picoseconds to seconds. Classical simulations, 

typically with an integration time of femtoseconds, may not adequately sample the processes 

that have a timescale larger than microseconds. In such cases, one can use enhanced sampling 

techniques such as umbrella sampling1, metadynamics2, parallel tempering,3-4 etc. In my 

thesis, for the intercalation of drug into DNA, which is a millisecond process5, I have used 

umbrella sampling technique to sufficiently sample the transition state region.  

2.2 Umbrella Sampling  

Umbrella sampling is a technique to sample phase space where ergodicity is hindered by the 

potential energy of the system. If one can find a reaction coordinate, 𝑠(𝑟), which defines the 

states to be sampled, a bias potential can be applied along the reaction coordinate to sample 

those states effectively. In general umbrella sampling scheme, multiple windows are made, 

each with a different value of reaction coordinate (see next subsection) to be sampled with 

the help of the bias potential. The bias potential can be of any form. However, it is generally 

taken to be a harmonic potential of the form 𝑉𝑖
𝑢𝑚𝑏(𝑠(𝑟)) =

𝑘𝑖

2
(𝑠(𝑟) − 𝑠(𝑟)𝑖

𝑟𝑒𝑓
)2, where 𝑘𝑖 is 

the force constant for the 𝑖𝑡ℎ window, 𝑠(𝑟)𝑖
𝑟𝑒𝑓

 is the reaction coordinate value to be sampled 

in the 𝑖𝑡ℎ window and 𝑠(𝑟) is the dynamical value of the reaction coordinate. Each window is 

constrained to sample a part of the phase space along the reaction coordinate such that there 

is sufficient overlap between the distributions of the reaction coordinate values in adjacent 

windows. Note that, the distribution obtained in each window using the above method is a 

biased distribution. If the biasing potential is strictly a function of  𝑠(𝑟), then the unbiased 
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free energy profile can be obtained by substracting the biasing potential from the biased free 

energy profile, i.e., 𝐹𝑖(𝑠) = −
1

𝛽
𝑙𝑛 𝑃𝑖(𝑠) − 𝑉𝑖

𝑢𝑚𝑏(𝑠(𝑟)) where 𝑃𝑖 is the population of the 𝑖𝑡ℎ 

state. Finally, methods like WHAM6 (Weighted histogram analysis method) can be used to 

recover the total free energy surface of the process along the reaction coordinate.  

 

Figure 1: The reaction coordinate X used in the umbrella sampling simulation in Chapter 5. 

See text for details. 

2.3 Reaction Coordinate  

Almost all the enhanced sampling techniques require identification of a collective variable 

called reaction coordinate along which the external bias is to be applied. The choice of this 

collective variable is often heuristic and decided based on measuring the progress of the 

reaction. In this thesis (chapter 5), for the umbrella sampling simulations used in intercalation 

of drug into DNA, we use a coordinate named 𝑋7-8 (see Fig 1). The two base pairs between 

which the drug inserts itself is called intercalating base pairs (IBP). 𝑑 is defined as the vector 

from the center of mass of IBP to the center of mass of proflavine. 𝑏̂ is the unit vector from 

the center of mass of IBP to the center of mass of two 5’ sugars which lie more towards the 
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minor groove of IBP. 𝑋 is defined as the dot product of the two vectors 𝑏̂ and 𝑑. Thus, 𝑋 

defines the distance of the drug from the DNA perpendicular to the DNA axis. 𝑋 is close to 

zero when drug intercalates into the DNA.  

2.4 Transmission coefficient calculation  

The amount of recrossing in a system is quantified using the factor called transmission 

coefficient which, as already mentioned, is used as a correction to the transition state theory 

rate estimate. A transmission coefficient close to unity indicates very few recrossing while a 

decrease in transmission coefficient from unity corresponds to an increase in recrossing in the 

system. Transmission coefficient can be calculated using both MD simulations (reactive flux 

method) and using rates theories such as Kramers theory and Grote-Hynes theory. The 

chapters 3 and 5 of the thesis involve calculation of transmission coefficient using both 

simulation and theoretical approaches. The methods are discussed below. 

2.4.1 Reactive flux method  

Reactive flux method was initially developed by Chandler9 as a technique to calculate rate for 

a high barrier process since otherwise the trajectory would most of the time wander in the 

reactant well. This method was used for improving the TST by counting explicitly the 

number of recrossings at the optimal dividing surface. Nearly, all of the numerical simulation 

studies of rate against which the TST is compared employ reactive flux method10-11. 

The TST demands that all the trajectories that have a positive flux towards the product at the 

transition state will form products, while trajectories with initial negative momentum will 

form reactants. Since there is no recrossing assumption in TST, the rate is thus given by 

𝑘𝑇𝑆𝑇 = 〈 𝑗+〉𝑅, where 𝑗+ denote the positive flux trajectories and 〈 〉𝑅 denotes an average over 

equilibrium distribution, normalized by the reactant partition function. However, in an actual 
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reaction, trajectories with either positive or negative flux may later end up as products or 

reactants. Hence we need to follow these trajectories in time to find in which stable states -- 

reactant or product -- they finally fall into. Let us consider 𝑥 to be the reaction coordinate 

whose value at the transition state is zero. We can define the step function  [𝑥(𝑡)] which 

equals zero on the reactant side and equals one on the product side. In the presence of 

recrossing, the rate constant can be represented as 𝑘 = 〈 𝑗 [𝑥(𝑡)] 〉𝑅. This can be split into 

components from initially positive flux and negative flux as 𝑘 = 〈 𝑗+ [𝑥(𝑡)] 〉𝑅 +

〈 𝑗− [𝑥(𝑡)] 〉𝑅. Time reversal converts 𝑗− to −𝑗+ in the rate equation. Hence the rate constant 

can now be written as 𝑘 = 〈 𝑗+ [𝑥(𝑡)] 〉𝑅 − 〈 𝑗+ [𝑥(−𝑡)] 〉𝑅. Now the transmission 

coefficient, given as the ratio of actual rate to the rate given by TST, can be written as10 

 =  
𝑘

𝑘𝑇𝑆𝑇
 =  

〈 𝑗+ [𝑥(𝑡)] 〉𝑅 − 〈 𝑗+ [𝑥(−𝑡)] 〉𝑅

〈 𝑗+〉𝑅
                          𝐸𝑞 2.4 

This can be rewritten as  

 =
∑ 𝜔𝑖|𝑣𝑖|𝑄𝑖

𝑁
𝑖,+

∑ 𝜔𝑖|𝑣𝑖|𝑁
𝑖,+

                                                         𝐸𝑞 2.5 

where + indicates all trajectories with initial positive flux, 𝑁 is the total number of 

trajectories, 𝜔𝑖 is the probability of the initial configuration and 𝑣𝑖 is the initial velocity of the 

trajectory. The value of 𝑄𝑖 depends on the initial and final states of the 𝑖𝑡ℎ trajectory and is 

given by 𝑄𝑖 = {

+1 𝑖𝑓 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 → 𝑝𝑟𝑜𝑑𝑢𝑐𝑡
0 𝑖𝑓 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 → 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑜𝑟 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 → 𝑝𝑟𝑜𝑑𝑢𝑐𝑡

−1 𝑖𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 → 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡
.  

Hence to calculate , several trajectories must be run forward and backward in time starting 

from the transition state to determine the value of 𝑄𝑖. If the forward trajectory forms product 

and backward trajectory forms reactant, then it is effectively a 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 → 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 
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trajectory. Similarly, one obtains 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 → 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡, 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 → 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 and 

𝑝𝑟𝑜𝑑𝑢𝑐𝑡 → 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 trajectories. We have used 𝐸𝑞 (2.5) to calculate   in Chapter 5. If the 

reaction is symmetric, then the statistics can be enhanced by including the negative flux 

trajectories. In such case, 𝐸𝑞 (2.5) can be rewritten to include the negative flux trajectories as   

 =
∑ 𝜔𝑖|𝑣𝑖|𝑄𝑖 − ∑ 𝜔𝑖|𝑣𝑖|𝑄𝑖

𝑁
𝑖,−

𝑁
𝑖,+

∑ 𝜔𝑖|𝑣𝑖|𝑁
𝑖,±

                                                 𝐸𝑞 2.6 

where – denotes trajectories with initial negative momentum at the transition state. We have 

used this method to calculate transmission coefficient in chapter 3 since it is a symmetric 

reaction.  

2.4.2 Evaluating TC from theories  

The Grote-Hynes theory (GHT)12-13 analytically solves the GLE to obtain the transmission 

coefficient as the ratio of reactive frequency to equilibrium barrier frequency, 𝐺𝐻 =
𝜔𝑟

𝜔𝑒𝑞
. The 

equilibrium barrier frequency can be obtained by fitting potential mean force of the reaction, 

within a small range of reaction coordinate (RC) values near the transition state region, to the 

parabolic function, ∆𝑃𝑀𝐹 = −
1

2
𝐾𝑒𝑞(𝑅𝐶 − 𝑅𝐶#)2, where ∆𝑃𝑀𝐹 is the potential of mean 

force difference with respect to the maximum and 𝑅𝐶# is the value of RC at the transition 

state. From the equilibrium force constant, 𝐾𝑒𝑞, so obtained one can calculate the equilibrium 

barrier frequency as 𝜔𝑒𝑞 =
1

2𝜋𝑐
√

𝐾𝑒𝑞

𝑅𝐶

. 

The reactive frequency, which is the modified equilibrium barrier frequency in the presence 

of solvent friction, can be obtained by solving the following self-consistent equation, 

 𝜔𝑟
2 − 𝜔𝑒𝑞

2 + 𝜔𝑟 ∫ 𝑒−𝜔𝑟𝑡
𝑇𝑆

(𝑡)𝑑𝑡 = 0
∞

0
                                       𝐸𝑞 2.7  
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The friction kernel, (𝑡)  given in the above equation gauges the coupling of reaction 

coordinate to other degrees of freedom and can be obtained from the time correlation function 

of the forces, 𝐹(𝑡) exerted on the RC at the transition state (𝑡) =  
〈𝐹𝑅𝐶(0)𝐹𝑅𝐶(𝑡)〉

𝑅𝐶𝑘𝐵𝑇
 where 

𝑅𝐶
 is 

the reduced mass of the reaction coordinate, 𝑇 is the temperature and 𝑘𝐵 is the Boltzmann 

constant. To obtain the friction kernel, the RC value must be constrained at the transition 

state using a harmonic potential to calculate the forces acting along the RC. 

If the friction acting on the reaction coordinate is Markovian, then one can substitute the 

frequency-dependent friction in 𝐸𝑞 (2.7) with the zero frequency friction as 

 𝜔𝐾𝑟
2 − 𝜔𝑒𝑞

2 + 𝜔𝐾𝑟 ∫ 
𝑇𝑆

(𝑡)𝑑𝑡 = 0
∞

0
                                       𝐸𝑞 2.8 

 This gives the reactive frequency in Kramers limit of GHT equation. Therefore, the Kramers 

estimate of transmission coefficient can be obtained as 𝐾𝑟 =
𝜔𝐾𝑟

𝜔𝑒𝑞
.  

Thus, in this thesis, we calculated the transmission coefficient numerically and also using 

GHT and Kramers theory for different systems. However, to find internal friction according 

to the prescribed protocol from literature, one has to calculate transmission coefficient or rate 

at multiple solvent viscosities. Below, we describe the technique employed to change the 

viscosity in simulations.  

2.5 Changing viscosity in simulation  

In protein folding experiments, the viscosity is scaled by addition of small-molecule 

viscogens like ethylene glycol, glucose, etc. to the system14-17; however they tend to increase 

the stability of proteins. Hence, a small quantity of chemical denaturant is added to keep the 

free energy surface unchanged.16 Addition of these co-solvents can influence the protein 

dynamics and modify the protein-solvent interactions. Further, viscosity cannot be lowered, 
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but only increased by the addition of viscogenic cosolutes in experiments. On the other hand, 

simulation provides a novel way to overcome these shortcomings. In simulations, the 

viscosity can be scaled by scaling the mass of the solvent, without affecting its 

thermodynamic properties.18-19 Scaling the mass of the solvent by a factor  will change the 

forces on the solvent and also the kinetic energy of the solvent. Therefore, to keep the forces 

invariant and maintain the kinetic energy of the system, the timescale of the simulation has to 

be scaled by a factor √ (i.e., 𝐹 = 𝑚
𝑑2𝑟

𝑑(√𝑡)2
  and 𝐸𝑘𝑖𝑛 =

1

2
𝑚 (

𝑑𝑟

𝑑(√𝑡)
)

2

). This scaling of 

time by a factor of √, will scale the diffusion by a factor of 1 √ ⁄  since the latter is 

inversely proportional to time. Stokes law expresses viscosity of a liquid in terms of the mass 

𝑚, the friction coefficient 𝛾, and diameter 𝑑 of the particles in the liquid as  =
𝑚𝛾

6𝜋𝑑
. The 

diffusion coefficient, 𝐷, is related to the friction coefficient 𝛾 via Einstein’s expression 𝐷 =

𝑘𝐵𝑇

𝑚𝛾
. Combining Stokes’ law and Einstein’s relation, one obtains  =

𝑘𝐵𝑇

𝐷6𝜋𝑑
. Thus when mass 

is scaled by a factor  and time is scaled by a factor of √, effectively diffusion is scaled by a 

factor of 1 √ ⁄ , thereby scaling viscosity, , by a factor of √. This method does not alter the 

equilibrium properties or free energy surfaces; merely the transport properties are accelerated 

by the scaling. This method has been previously used to accelerate the equilibration of 

protein simulations in explicit solvent. 20-22 Here, in the thesis, we employ this method to vary 

the viscosity of the water that is used as the solvent to study rate dependence on the viscosity. 

We scale the masses of oxygen and hydrogen atoms in the water molecule and 

correspondingly scale the integration time step in the simulations. The values of time step and 

mass scaling used in the simulations are given in the respective chapters. 
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Chapter 3 

Probing Viscosity Dependence of Rate: Internal 

Friction or Lack of Friction? 

3.1 Overview 

Deviation from the Kramers’ inverse viscosity dependence of rate, 𝑘 ∝ 1 𝜂⁄ , is often 

attributed to the presence of internal friction in proteins after Ansari et al. in 1992 showed 

that the folding rate could fit the equation, 𝑘 ∝ 1 (𝜂 + 𝜎)⁄ , where 𝜎 is considered as internal 

friction. Several experimental and computational studies thereafter used fits to Ansari’s 

equation or extrapolated the rate to 𝜂=0 to estimate internal friction in proteins and attributed 

its origin to various internal interactions such as ruggedness, dihedral rotation, salt bridges, 

etc. Here, we show that the above method to calculate internal friction is incorrect since the 

rate in a simple model system without any internal friction yields a non-zero 𝜎. We 

demonstrate that the same system in Langevin bath follows Kramers prediction of inverse 

dependence of rate on viscosity, indicating that the need to use a non-zero 𝜎 in the system 

with all-atom water models must originate from the microscopic motion of the solvent 

molecules, rather than some friction which is internal to the system. We have then 

systematically investigated the effect of barrier curvature, barrier height of the one-

dimensional potential, size of the LJ solute, and solute-solvent coupling on the amount of 𝜎. 

Our results show that 𝜎 increases with increase in barrier curvature, but is indifferent to 

changes in barrier height. Most interestingly, increase in the interaction with the solvent and 

solute size decreases 𝜎. Further investigation reveals that 𝜎 correlates with the relative 

deviation from Kramers rate at different viscosities, where the deviation itself is caused due 

to absence of full solvent friction rather than the presence of internal friction.  
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3.2 Introduction 

A biomolecular conformational change such as protein folding is essentially a classical 

barrier crossing problem. Transition state theory (TST) is widely used to calculate the rate of 

such barrier crossing processes where, 𝑘𝑇𝑆𝑇 =
𝜔𝑅

2𝜋
𝑒−𝐸𝑏/𝑘𝐵𝑇; here 𝐸𝑏 is the energy barrier, 𝜔𝑅 

is the reactant well frequency, 𝑘𝐵 is the Boltzmann constant, and 𝑇 is the temperature. 

However, 𝑘𝑇𝑆𝑇 tends to overestimate the rate since it does not account for the dynamical 

effects of recrossing at the transition state. In 1940, Kramers derived a rate theory that 

provided a solution to the barrier crossing problem which modifies the TST rate by a 

correction factor called transmission coefficient (TC), 𝜅𝐾𝑅, as 𝑘𝐾𝑅 = 𝜅𝐾𝑅 𝑘𝑇𝑆𝑇 .1 In the high 

friction limit, TC simplifies to 𝜅𝐾𝑅 =
𝜔𝑏


. Here 𝜔𝑏 is the barrier curvature and  is the 

friction. Since  𝑘𝑇𝑆𝑇 does not depend on friction, rate is thus inversely proportional to 

friction. Note that, although Kramers solved the problem of barrier crossing in one dimension 

where the particle encounters a constant friction , in realistic experimental setup the 

calculable quantity is often the viscosity,  (since friction is microscopic in nature). 

Therefore, following the standard Stokes-Einstein relation, Kramers rate in the high viscosity 

limit is often expressed as, 𝑘(𝜂) ∝ 1/𝜂 assuming the barrier curvature to be independent of 

solvent viscosity.  

Although, the incorporation of TC in TST improves the rate prediction,2 failure in Kramers 

prediction was observed as early as 1982 in the viscosity-dependent isomerization rate of 

some organic molecules by Fleming and co-workers.3-4 Many protein folding studies have 

also shown that Kramers theory (KT) often fails to explain the viscosity dependence of the 

rate process.5-9 A fractional power law viscosity dependence of the rate on viscosity, 𝑘 ∝

−𝛼(𝛼 < 1), instead of a Kramers inverse dependence (i.e., 𝛼=1) seems to explain the 

observation.5-9 Also, in 1980, Grote and Hynes proposed a modification to Kramers theory 
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where a frequency-dependent friction (𝑟), instead of the static friction ,  appears in the 

expression of TC, 𝜅𝐺𝐻 = 1/√1 + ((𝑟) 𝑟⁄ ). 10-11  𝑟 is the reactive frequency, i.e., 

frequency at which a system crosses the barrier. It was shown by Bagchi and Oxtoby 

subsequently that replacing the total friction by the frequency-dependent friction in the 

observation of Fleming and coworkers, discussed above, could explain the fractional 

dependence of the rate on solvent viscosity.12 

In 1992, Ansari et al. measured the rate of conformational changes in myoglobin at different 

solvent viscosities.13 At high solvent viscosity, they observed that the folding rate was 

inversely proportional to the solvent viscosity. However, at intermediate viscosities the rate 

had an unusual non-linear solvent viscosity dependence and could fit well to the following 

equation (hereafter referred as Ansari’s equation), 𝑘 ∝ 1 (𝜂 + 𝜎)⁄ , where 𝜂 is the solvent 

viscosity and 𝜎 is a constant fit parameter. Assuming the source of this term to be internal to 

the system, 𝜎 was coined as internal friction. The internal friction 𝜎, thus introduced, had 

stirred renewed interest in the community, and a series of studies followed measuring the 

amount of the internal friction and its origin.14-15 These studies used either 𝜎 from the fit to 

Ansari’s equation or extrapolated the rate to zero viscosity14, 16-18 to estimate the internal 

friction. Also, fractional viscosity dependence (power law fit, 𝑘 ∝ 1
𝛼⁄  with 𝛼 < 1) was 

attributed to the presence of internal friction.14-15, 18-20 

Internal friction is also attributed to the presence of ruggedness in the energy landscape 

following a theory of  Robert Zwanzig who has showed in 1988 that the diffusion of a 

particle in a rugged landscape is slower than that in a smooth landscape of the same barrier 

height.21 It is believed that internal motions of the solute that hinder the progress of the 

reaction manifest as ruggedness in the energy landscape. Any local hindrance that gives rise 

to a small energy penalty reveals as the ruggedness or roughness in the energy profile. 
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Wensley et al. measured viscosity dependence of rate of three α-spectrin domain proteins and 

attributed the ruggedness in the energy landscape as the reason for ~3000 times slower 

folding rate of R16 and R17 domains compared to R15 domain.5, 22-23 

Apart from ruggedness, non-linear viscosity dependence of rate found in several other studies 

have attributed the origin of internal friction to several other phenomena. Best and coworkers 

argued that the insensitivity of the dihedral motion to the solvent viscosity is the source of 

internal friction in protein folding.14 He has also demonstrated that when changes in torsion 

angles were an important part of the folding mechanism, they contributed to the internal 

friction18, and increasing local torsion barriers led to increased internal friction15. They also 

attributed the presence of ruggedness in the overall free energy landscape of protein folding 

to these dihedral motions. A study on cold-shock protein by Papoian et al. argued that 

concerted dihedral rotations give rise to internal friction.16 Chung et al. has shown that for a 

designed alpha helical protein, non-native salt bridges between the helices are the source of 

internal friction.24 Conversely, studies by Netz et al. claimed that the formation of hydrogen 

bonds upon folding is connected to the presence of internal friction.19, 25 Bhuyan et al., after 

investigating the flipping motion of aromatic rings in cytochrome C, concluded that 

dispersion interactions and van der Waals forces between non-bonded atoms are the major 

contributors to internal friction.6, 26 To reiterate, all studies mentioned above used either 

fractional viscosity dependence.14-15, 18-20, or Ansari et al.’s equation5, 13, 27, or extrapolation to 

zero viscosity14, 16-18  to estimate internal friction. 

In this study, we show that the additional friction term 𝜎 in Ansari’s equation does not always 

represent internal friction in the literal sense; rather it is the consequence of relative deviation 

of rate from Kramers theory at different viscosities due to time-dependent (or frequency-

dependent) friction arising out of correlated motion of the solvent molecules. Note that, we 
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do not claim that internal friction is not present in any system. In fact, we use a simple model 

system to study internal friction whereas the protein systems are much more complex 

harboring different types of interactions. However, we show that the method of calculating 

internal friction and subsequent attribution to its origin may not be correct. Therefore, our 

study calls for a new method to estimate internal friction in proteins and other systems.  

3.3 Methods 

(a) System Design. We used a simple system consisting of a Lennard Jones particle similar to 

a carbon atom without any charge under the influence of a one dimensional potential,14 

𝑉 = 𝑉0 cos(2𝜋𝑛𝑥 𝐿⁄ )                                                        𝐸𝑞. 3.1 

Here 𝑉0 is half the barrier height, 𝑛 is the periodicity of the potential and 𝐿 is the length of the 

simulation box. This function mimics a double well potential when 𝑛 = 2 (Fig.1). The particle 

was solvated in a box of length 2 nm using TIP3P28 water molecules. This model was used by 

Best et al. in connection with their investigation of internal friction in proteins where they 

calculated the rate using mean first passage time and investigated the effect of barrier 

curvature on the internal friction. Using the same model, we have used a different approach, 

reactive flux formalism29, to calculate the effect of not only barrier curvature, but also other 

parameters such as barrier height, solvent coupling, and solute size on 𝜎.  

 



 

- 33 - 
 

Figure 1: Snapshot of the LJ system in water bath is shown. The schematic energy profile 

indicates the barrier that the LJ particle needs to cross for completing the reaction. LJ 

particle and the barrier profile constitute the system in the present study. Reprinted with 

permission, Copyright (2018) American Chemical Society. 

While objective of study by Best and co-workers was to investigate the origin of internal 

friction in which this model served as a prototype of rotational barriers constituting the 

ruggedness in the overall protein folding process, we have adopted this model to mimic 

general barrier driven processes (different heights) of different systems (different solute size, 

curvature and solute-solvent interaction). The details of the different systems used are given 

in Table 1. 

Table 1. We have varied barrier curvature, barrier height, solute-solvent coupling and solute 

size independently to study their effect on σ. The details are summarized here. 

Barrier Curvature (ps-1) 

 𝐸𝑏 = 50 kJ/mol 

𝜀 = 𝜀0 

𝑠 = 𝑠0  

9.06  18.13  27.19  36.26   

Barrier Height (kJ/mol) 

 𝜔𝑏 = 13.5 ps-1 

𝜀 = 𝜀0 

𝑠 = 𝑠0  

100  25.54  11.76  6.96   

Solvent Coupling (𝜺𝟎) 

 𝜔𝑏 = 18.13 ps-1 

𝐸𝑏 = 50 kJ/mol 

𝑠 = 𝑠0  

0.1𝜀0 𝜀0 2𝜀0 5𝜀0 10𝜀0 

Size of Solute (𝒔𝟎) 

 𝜔𝑏 = 18.13 ps-1 

𝐸𝑏 = 50 kJ/mol 

𝜀 = 𝜀0  

0.2𝑠0 0.5𝑠0 1𝑠0 2𝑠0  

(b) Simulation Details. All the simulations were performed in GROMACS 4.5.530 at 

constant temperature and volume conditions. We have performed simulations at various 

solvent viscosities, which were controlled by changing the solvent masses as discussed in 

Chapter 2.31-32 While scaling the mass by a factor of , the time step has to be scaled by a 

factor of √ to keep the forces invariant. This scales the diffusion coefficient by a factor of 

1 √⁄  which in turn changes the viscosity by a factor of √ in accordance with Stokes-



 

- 34 - 
 

Einstein relationship. Best and coworkers have shown that in this system, the diffusion 

coefficient shows negligible deviation from the viscosity dependence as expected from the 

Stokes law and the viscosity scales as square root over the solvent mass.14 The different 

masses and time steps used in the simulation are given in Table 2. We changed the barrier 

curvature and the barrier height by systematically varying 𝑛 and 𝑉0 of the potential (Eq. 3.1), 

respectively. Also, we have altered the van der Waals parameter of the LJ particle to change 

the interaction of the solute particle with the solvent. We also modified the diameter of the 

solute keeping every other parameter same to see the effect of the size of the particle. Thus, 

we have varied the different parameters independently and calculated the transmission 

coefficient at several viscosities to capture their effect on 𝜎. 

Table 2. Different solvent masses and time steps used to change the viscosity in the desired 

range. 𝒎𝟎 is standard mass and 𝜼𝟎 is the standard viscosity of water. 

𝑚/𝑚0 𝜂/𝜂0 𝑑𝑡(fs) 

0.5 0.7 0.7 

1 1 1 

2 1.4 1.4 

4 2 2 

6.25 2.5 2 

9 3 2 

 

(c) Reactive flux formalism. We have calculated transmission coefficients using both MD 

simulations and numerical evaluation of Grote Hynes Theory (GHT). To numerically estimate 

the transmission coefficient for each system, 1000 simulations starting from the transition 

state (defined to be the highest point of the potential, i.e., at (𝑥 = 1)) were run both forward 

and backward in time for each solvent viscosity. These trajectories were categorized into 

reactant or product once they reached the stable states. Trajectories that did not reach either of 

the stable states (defined to be the region within 10% of the minima) within the simulation 

time (which varied from 1.2 ps to 6 ps per trajectory depending on the viscosity, barrier 
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curvature and height) were rejected. Reactive flux formalism29 defines transmission 

coefficient as the ratio of the actual rate (where both negative and positive flux contribute to 

the rate) to the rate predicted by the transition state theory (where only positive flux 

contributes to rate) as, 

𝜅 =
∑ 𝜔𝑖|𝑣𝑖|𝑄𝑖 −𝑁

𝑖,+ ∑ 𝜔𝑖|𝑣𝑖|𝑄𝑖
𝑁
𝑖,−

∑ 𝜔𝑖|𝑣𝑖|𝑄𝑖
𝑁
𝑖,±

                                     Eq. 3.2 

Here “+” represents trajectories with initial positive flux, “” represents trajectories with 

initial negative flux, 𝑣𝑖 is the velocity of the RC, 𝜔𝑖 is the probability to have the initial 

configuration and 𝑄𝑖 is given by 

𝑄𝑖 = {

1  𝑖𝑓𝑅𝑃
0 𝑖𝑓𝑅𝑅/𝑃𝑃 

−1 𝑖𝑓𝑃𝑅
                                                        𝐸𝑞. 3.3 

RP denotes a trajectory that starts from the reactant and ends up as product. PR is a trajectory 

that connects the product to the reactant. RR and PP would thus correspond to recrossed 

trajectories. We have also verified through committor analysis (see Fig. 2) that the 

configurations we chose for reactive flux calculations represent the transition state of the 

system. 

(d) Grote Hynes Theory (GHT) and Kramers Theory (KT). We have also calculated the 

transmission coefficient using GHT, which expresses the transmission coefficient (TC) as the 

ratio of reactive frequency (𝜆𝑟) to the barrier frequency (𝜔𝑏), 

𝜅𝐺𝐻 =
𝜆𝑟

𝜔𝑏
                                                                 𝐸𝑞. 3.4 

The reactive frequency is the measure of the actual rate of passage across the barrier and can 

be obtained by solving the following self-consistent equation. 

𝜆𝑟
2 − 𝜔𝑏

2 + 𝜆𝑟 ∫ 𝑒−𝜆𝑟𝑡 
𝑇𝑆

(𝑡) 𝑑𝑡 =  0



0

                                 𝐸𝑞. 3.5 
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The friction kernel, 
𝑇𝑆

(𝑡) gauges the coupling of reaction coordinate (RC) to other degrees 

of freedom and can be obtained from the time correlation function of the forces, 𝐹(𝑡), exerted 

on the RC at the TS; 𝜇𝑅𝐶 is the reduced mass of the reaction coordinate, T is the temperature 

and 𝑘𝐵 is the Boltzmann constant. 


𝑇𝑆

(𝑡) =
〈𝐹𝑅𝐶(0)𝐹𝑅𝐶(𝑡)〉

𝜇𝑅𝐶𝑘𝐵𝑇
                                                 𝐸𝑞. 3.6 

To obtain the friction kernel, the system was frozen at the TS and the forces acting on the RC 

was calculated following the approach used earlier33. Since we already know the form of the 

potential, we can estimate 𝜔𝑏 from the double derivative of the potential. Thus, with the 

estimate of barrier frequency and the friction kernel, we calculated the reactive frequency and 

thereby the transmission coefficient. GHT is more general than Kramers theory. In the limit 

of zero frequency friction, GHT is shown to produce Kramers result. Therefore, we can 

express the transmission coefficient from Kramers theory using the following modification of 

GHT, 

𝜆𝑘𝑟
2 − 𝜔𝑏

2 + 𝜆𝑘𝑟 ∫ 
𝑇𝑆

(𝑡) 𝑑𝑡 =  0



0

                                       𝐸𝑞. 3.7 

𝜅𝑘𝑟 =
𝜆𝑘𝑟

𝜔𝑏
                                                            𝐸𝑞. 3.8 

(e) Mean First Passage Time (MFPT) calculation. While reactive flux and GHT provides 

the transmission coefficient, mean first passage time measures the average time that a system 

takes to cross the barrier. It is a direct method to calculate the rate for a barrier crossing 

problem. However, for a high barrier process, it requires long simulations. We have used 

MFPT to compare and validate the rate obtained from the above methods. Also, we used 

MFPT to estimate the rate in Langevin dynamics simulation. 
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Figure 2: Here, we show that the variation of solvent viscosity and the different parameters, 

namely; barrier curvature, barrier height, solute-solvent coupling and solute size do not 

change the position of the transition state. A trajectory originating from a true transition 

state has equal probability to end up as reactant or product. For all combinations of the 

variation in parameter and solvent viscosity, we have plotted the percentage of products 

formed from a total of 1000 simulations (starting from the transition state) performed for 

each case, which shows that for all cases, the percentage of product formed lies around 50% 

with an error bar of 5%. 

(f) Calculation of “Internal Friction”. The viscosity dependence of the rate was fitted to 

 = 𝐶 (𝜂 + 𝜎)⁄  only in the moderate to high friction regime to obtain the estimate of the 

additional friction term 𝜎. Also, the rate was fitted to check the fractional viscosity 

dependence using the equation  = 𝐶−𝛼. While 𝛼 = 1 denotes Kramers behavior, 𝛼 < 1 

indicates that the rate is lower than Kramers prediction. 

3.4 Results 

(a) Viscosity dependence of rate - To examine the effect of viscosity on the barrier crossing 

rate of the particle, we chose an arbitary barrier curvature, 𝜔𝑏 = 13.5 ps-1 and height 𝐸𝑏 = 

6.96 kJ/mol. Since the barrier height is fixed, the rate obtained from the transition state theory 

would remain unaffected at all viscosities. Therefore, to see the effect of viscosity on the rate, 
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it suffices to estimate the effect of viscosity on the transmission coefficients. Fig. 3a shows 

TC obtained from reactive flux (MD-RF) formalism, Grote-Hynes theory, and Kramers 

theory at various viscosities. All the three different methods show that TC decreases with the 

increase in viscosity. However, we observe that while the results obtained from MD-RF and 

GHT match quite well, Kramers theory underestimate the rate significantly. We have also 

calculated the rate using mean first passage time (MFPT) and shown that 𝑘𝑀𝐹𝑃𝑇 ≈ 𝜅 𝑘𝑇𝑆𝑇 

where the transmission coefficient obtained from each method was multipled by TST rate to 

estimate the overall rate (see Fig. 3b). This indicates that it is solely the TC that depends on 

𝜂, thus providing a justification to calculate TC against viscosity to understand the viscosity 

dependence of the rate. The advantage of using reactive flux method is that we can use any 

barrier height provided the accurate position of the TS is known, as in the present case. Also, 

we can compare the result directly with the GHT estimate, as the latter provide the formula 

for estimating TC. 

 

Figure 3: (a) Transmission coefficients (TC) obtained using reactive flux (MD-RF), Grote-

Hynes Theory (GHT), and Kramers theory (KT) at 𝜔𝑏=13.5 ps-1and 𝐸𝑏=6.96 kJ/mol. (b) The 

rate obtained from all the four different methods. (c) Fit to the transmission coefficients 

obtained from MD-RF and KT to power law (solid line) and Ansari’s equation (dashed line). 

To investigate the nature of viscosity dependence of rate for this simple system of LJ particle 

crossing the smooth potential barrier in water bath, we have fitted the transmission 

coefficients obtained from MD-RF and KT to two equations: the power law fit,  = 𝑐′ 𝛼⁄  

and the Ansari’s equation,  = 𝑐′′ ( + 𝜎)⁄ , where 𝑐′ and 𝑐′′ are proportionality constants 
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(see Fig. 3c). Note that we fit TC values in the high viscosity regime (normal water viscosity 

and above) only, where inverse viscosity dependence of Kramers rate is applicable. The fit to 

the rate obtained from MD-RF yielded a value of 𝛼=0.3 and 𝜎=3.4 cP corresponding to the 

two fits. As is customary in the literature, we can therefore argue that this simple system 

shows an internal friction of 3.4 cP. However, we know that the present system does not have 

any internal friction, or any ruggedness. Naturally, we investigated the origin of this non-zero 

estimate of 𝜎. As anticipated, when we fit the TC values obtained from KT, to both the power 

law and Ansari’s equations, we obtain an almost inverse viscosity dependence of the rate 

with 𝛼 nearly equal to unity (0.96) and 𝜎 nearly equal to zero (0.03 cP). In fact, Figs. 3a-b 

show that actual rate is higher than the Kramers prediction. However, it was previously 

shown that the internal friction, when incorporated in theoretical studies, reduced the rate of 

the reaction.34 While the reduction in rate that we observe is supported by α < 1 (a higher 

rate value than KT where α = 1), it is puzzling why a positive value of σ in the denominator 

of Ansari’s equation, which will reduce the rate lower than KT, would fit the curve. We will 

discuss this issue later. 

 

Figure 4: Mean first passage time (MFPT) calculated from molecular dynamics simulations 

(MD) with explicit water and Langevin dynamics simulations (LD). 

We will now discuss the origin of non-zero 𝜎 for such a simple system as discussed above. 

First, let us identify the difference between Kramers theory and the simulations that give 
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positive value of 𝜎. It is obvious that the difference lies in the solvent models used (implicit 

versus explicit). Kramers solved the barrier crossing problem in Langevin bath which 

assumes that the friction does not have any memory. However, the agreement with GHT and 

MD-RF indicates that we need time-dependent friction to accurately estimate the rate in an 

explicit solvent. To test whether the deviation is indeed caused due to the presence of explicit 

water, we have calculated MFPT of the same system using MD simulation in explicit water 

bath and Langevin dynamics at similar friction coefficients. The MFPT obtained from both 

the systems at multiple viscosities are shown in Fig. 4. The data has been fitted to the 

equation, 𝜏 𝜏0⁄ = ( 
0

⁄ )
𝛼

 to find the deviation from the Kramers behavior (inverse viscosity 

dependence). We observe that while the results from Langevin dynamics simulations follow 

Kramers theory (𝛼=1.07), the results from MD simulations where explicit water models were 

used show a non-linear dependence on the viscosity with 𝛼=0.57. Since 𝛼 < 1 corresponds to 

𝜎 > 0 in the fit, we can say, following the conventional literature, that the cause of internal 

friction is explicit water and not the dry system. However, this goes against the very 

definition of internal friction which must arise from within the system. Had the internal 

friction been present in our system, it would show up in the Langevin simulation as well. 

Therefore, the above results, the non-zero value of 𝜎 or fractional value of 𝛼 in explicit water, 

indicate that a fit to Ansari’s equation may not provide an estimate of internal friction; rather 

it indicates only a deviation from Kramers behavior. This deviation is already shown to 

depend on the frequency-dependent friction first by Bagchi and Oxtoby12 and later by many 

others35-36. Therefore, it is evident that the origin of the fractional viscosity dependence, i.e., 

𝛼 < 1, and thereby the deviation from Kramers theory must arise from the solvent motion 

that gives rise to the time-dependent friction. It also shows that the fractional viscosity 

dependence does not necessarily imply the presence of internal friction.  
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There are only a few studies in the literature that have questioned the interpretation of 𝜎 > 0 

or 𝛼 < 1 as internal friction.36 However, they ascribed the presence of 𝜎 to the frequency 

dependent friction which, as we will show next, is only partially correct. Nevertheless several 

studies still used viscosity dependence of rate to estimate the internal friction and attributed 

its origin to various specific interactions. Therefore, we also have investigated how these fit 

parameters, 𝛼 and 𝜎, would depend on the variations of some relevant factors in proteins’ 

folding and created four sets of systems which vary in barrier curvature, barrier height, 

solute-solvent coupling and solute size independently as mentioned in the methods section.  

(b) Effect of barrier curvature. Internal friction was found in case of rotational motion of 

phenylalanine in cytochrome C, unexposed to the solvent.6 The origin of internal friction was 

attributed to a change in barrier curvature and a complex dependence of internal friction on 

viscosity was proposed. Therefore, to investigate the effect of barrier curvature on 𝜎, we have 

varied the periodicity of the one-dimensional potential to create four different barrier 

curvatures 9.06 ps-1, 18.13 ps-1, 27.19 ps-1, and 36.26 ps-1 corresponding to n = 2, 4, 6 and 8 

respectively. The barrier height was fixed at 𝐸𝑏=50 kJ/mol. The choice of the barrier height 

was arbitrary. We calculated TC at different solvent viscosities for the four different 

curvatures by performing MD simulations and using reactive flux approach (MD-RF). Figure 

5a shows the transmission coefficient obtained from at different curvatures. We fitted the 

result to both the power law to obtain 𝛼 (solid line in Fig. 5a) and Ansari’s equation to obtain 

𝜎 (dashed line in Fig. 5a) as was discussed previously. Figure 5e shows the result of the fit in 

terms of power law exponent 𝛼 and additional friction 𝜎 against the barrier curvature. We see 

that as the barrier curvature increases, 𝜎 increases (and 𝛼 decreases). For the smallest barrier 

curvature, 9.06 ps-1, 𝜎=2.4 cP, while for the largest barrier curvature, 36.26 ps-1, 𝜎 is 70.73 cP. 

Similarly 𝛼 changes from 0.02 to 0.37 from the highest to the lowest barrier curvature.  
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(c) Effect of barrier height. To investigate the relationship between the barrier height and 𝜎, 

the barrier height was varied at a constant barrier curvature of 13.5 ps-1. All other parameters 

were same as the previous system. We have chosen four different heights; 6.96 kJ/mol, 11.76 

kJ/mol, 25.54 kJ/mol, and 100 kJ/mol for our study. The TC values obtained at different 

barrier heights for all viscosities are plotted in Fig. 5b. The fits to power law and Ansari’s 

equation show little change in 𝜎 or 𝛼 with barrier height (Fig. 5f). The variation in 𝜎 for 

almost 14.4 times change in the barrier height is only by 0.18 cP. Similar observation was 

found for 𝛼 also, which changes from 0.3 to 0.25 from the lowest to the highest barrier 

heights. Therefore the results show that 𝜎 required to explain the viscosity dependence of rate 

does not depend on barrier height. We would like to mention at this point that Best and 

coworkers used this potential to mimic dihedral motion14 which typically have lower barrier 

heights (5-10 kJ/mol). We show here that any process, not necessarily the dihedral motion, 

with curvatures in the range mentioned above may give rise to a positive value of 𝜎 

irrespective of the barrier height. 

 

Figure 5: Variation of transmission coefficient (TC) with viscosity for different (a) barrrier 

curvatures, (b) barrier heights, (c) solvent couplings, and (d) sizes of the solute particles. 

Each result is fitted to two equations (the power law- solid line and the Ansari’s fit- dashed 

line) to obtain the corresponding values of additional friction 𝜎 and  power law exponent 𝛼. 

𝜎 and 𝛼 are plotted with respect to (e) barrier curvature, (f) barrier heights, (g) solvent 

coupling, and (h) size of the solute particle. 
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(d) Effect of solvent coupling. The interaction between the solvent and the solute was tuned 

by changing the epsilon parameter in the LJ equation. Note that, unlike barrier curvature and 

height, this quantity is not an internal parameter. Thus, for a fixed barrier curvature, 

𝜔𝑏=18.13 ps-1 and barrier height 𝐸𝑏=50 kJ/mol, we varied the solvent coupling. We observe 

that when the solvent coupling increases, TC decreases (Fig. 5c), indicating more recrossing. 

The larger recrossing may be attributed to the increased friction as we will see later. 

However, when we fit the viscosity dependence of the TC to Ansari’s equation, we find that 

the 𝜎 decreases with the increase in solvent coupling (Fig. 5g) from 9.71 cP at the smallest 

coupling to 3.35 cP at the largest coupling. Similarly, 𝛼 changes from 0.13 to 0.3 from 

weakest (𝜀 𝜀0 =⁄ 0.1) to strongest coupling (𝜀 𝜀0 =⁄ 10). This result also indicates that non-

zero 𝜎 or 𝛼 < 1 is not a signature of the presence of internal friction as it depends on solvent 

coupling which is not an internal parameter. 

(e) Effect of solute size. We have also varied the size of the solute to probe its role in the 

value of 𝜎. We have used four different sizes of the solute, 0.2𝑠, 0.5𝑠, 𝑠 and 2𝑠 where 𝑠 is 

taken as the diameter of the carbon atom, keeping all other parameters such as barrier height 

(50 kJ/mol), barrier curvature (18.13 ps-1), and interactions (𝜀 = 𝜀0) constant during this 

variation. When the size of the solute increases, TC decreases at any given solvent viscosity 

(Fig. 5d). We also observe that 𝜎 decreases with the increase in size of the solute (Fig. 5h). 𝜎 

varies from 37.56 cP at the smallest size of 0.2𝑠 to 1.96 cP at ten times the size. This is 

matched by an increase of 𝛼 from 0.04 to 0.42. 

3.5 Discussion 

It is important to mention here that Best and coworkers14 had used the same model to 

calculate the viscosity dependence of rate using MFPT for varying curvature. They also 

found using GHT that an increase in the barrier curvature leads to an increase in the memory 
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dependence of friction, resulting in a lesser sensitivity towards solvent viscosity with 

fractional viscosity dependence, 𝛼 < 1. Fig. 5a qualitatively agrees with that of Best and 

coworkers14. However, they attributed the rate behavior to internal friction originating from 

the ruggedness, caused due to dihedral rotations, in the protein folding landscape.14 Also, they 

attributed the memory dependence to the presence of internal friction. However, results from 

the variations of other parameters presented here indicate otherwise. Since MFPT is 

computationally expensive for high barriers, we used reactive flux (MD-RF) method to 

calculate the rate at different viscosity for different barrier heights (Fig. 5b) and show that the 

fit parameters 𝜎 and 𝛼 remain unchanged (Fig. 5f) across different barrier heights (6.96 

kJ/mol to 100 kJ/mol). Thus, it is not just the smaller barriers (or ruggedness, which are small 

corrugations in the energy profiles21, as modeled by Best et al.14), that gives rise to 𝜎. 

Moreover, we have shown that the fractional viscosity dependence varies with the solute-

solvent coupling and solute size (Fig. 5g-h). If 𝜎 truly denotes internal friction, one would not 

expect it to change with solute-solvent coupling which is strictly a non-internal parameter. 

Finally, we emphasize that the fractional viscosity dependence is not necessarily a signature 

of the presence of internal friction. This becomes more evident when we observe that the TC 

obtained from MD-RF matches with that from GHT for all systems (Figs. 6a-d). The good 

agreement implies that GHT, which differs from KT in terms of frequency-dependent friction, 

holds the key to understand the origin of the fit parameters (𝜎 and 𝛼) and we don’t need to 

invoke the presence of internal friction to explain the existence of 𝜎. 

The primary difference between KT and GHT is that the former includes the entire friction, , 

for rate calculation whereas GHT uses frequency dependent friction, (𝑟). Therefore, the 

above quantities may hold the key to the discrepancy from KT and the amount of 𝜎 required 

to fit the rate with Kramers theory. Hence, we calculated the friction kernel, the 

autocorrelation of the forces acting on the reaction coordinate, at the transition state for all the 
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cases studied (see Figs. 6e-h) to estimate  and (𝑟). We plot (𝑟) and the zero frequency 

friction , used in KT, for different parameters at normal solvent viscosity in Figs. 6i-l. First, 

we notice that (𝑟) is always smaller than  for all parameters. Therefore, the system 

encounters lesser friction than that imparted by solvent, especially for a high-frequency 

(faster) motion across the barrier, for the same static friction. Therefore, it is the lack of full 

solvent friction rather than the presence of an additional friction that causes the deviation 

from KT. Second, we observe that the difference between (𝑟) and , except in case of the 

barrier height, increases with the increase in barrier curvature, solute-solvent coupling, and 

solute size. We expected the increased deviation with the parameters would correspond to 

increase in 𝜎. However, although 𝜎 increases with the barrier curvature, it decreases with 

solute-solvent coupling and solute size (Figs. 5e-h). Therefore, deviation from KT or memory 

friction alone, as previously thought36, does not correlate with 𝜎. 

 

Figure 6: (a), (b), (c) and (d) shows the comparison of TC values obtained from MD-RF and 

GHT for different barrier curvatures, barrier heights, solvent couplings and solute sizes 

respectively. Solid lines are the TC values obtained from the MD using reactive flux 
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formalism. Dashed lines are the TC values obtained at different solvent viscosity from GHT. 

(e), (f), (g) and (h) show the friction kernal obtained at normal water viscosity for the 

different barrier curvatures, barrier heights, solvent couplings and solute sizes respectively. 

(i), (j), (k) and (l) compares the frequency dependent friction and the zero frequency friction 

evaluated at normal solvent viscosity. Similarly, (m), (n), (o) and (p) show the variation of the 

reactive frequency corresponding to GHT and KT. 

 

Figure 7: (a), (b), (c) and (d) show the difference in values of TC obtained from GHT and KT, 

𝛥𝜅, at 𝜂 = 0.85 (filled bar) and 𝜂 = 2.55 (empty bar) and the line shows their ratios 𝛥𝜅# 

defined as, ∆𝜅# = ∆𝜅(𝜂 = 2.55)/∆𝜅(𝜂 = 0.85) for variation in curvature, height, coupling 

and size respectively. Bars are drawn from the abscissa. 

To find a general trend of 𝜎, we have looked into how the rate changes with viscosity in GHT 

compared to that in KT. For that, we plotted the difference in TCs obtained from GHT and 

KT, ∆κ(𝜂) = 𝜅𝐺𝐻(𝜂) − 𝜅𝐾𝑅(𝜂), at two representative viscosities (𝜂1 = 2.55 and 𝜂2 = 0.85) 

for all parameter variations (bars in Fig. 7a-d).  The results show that ∆κ, in either viscosity, 

does not always correspond to the magnitude of 𝜎. For example, as the solute size increases, 

∆κ increases, but 𝜎 decreases (Figs. 7d and 5h). Hence, memory dependence of the friction 

and therefore deviation from KT alone does not ensure a significant value of the 𝜎. However, 

their ratios, ∆𝜅# = ∆κ(𝜂1)/∆κ(𝜂2), correlate well with the change in 𝜎 for all different 
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parameters. The correlation becomes clear when we plot 𝜎 against ∆𝜅# for all the systems 

studied here (Fig. 8). Thus, we argue that when the relative deviation of the rate from KT 

with viscosity is large, one is expected to observe a large value of 𝜎. The relative deviation 

will be large when reaction coordinate is insensitive to the change in viscosity as was 

observed for dihedral rotations.14, 16, 37 We emphasize here that it is the insensivity of the 

reaction coordinate motion to viscosity that gives rise to 𝜎. 

 

Figure 8: Variation of 𝜎 obtained from all parameters studied here with ∆#. The red line is 

an exponential fit. Reprinted with permission Copyright (2018) American Chemical Society. 

The changes in 𝜎 with the variation in parameters can be understood as follows. If the solvent 

plays an important role in the dynamics and imparts the full friction, then the sensitivity of 

the rate to viscosity is similar to that predicted by Kramers, resulting in lower values of 𝜎. In 

case of barrier curvature variation, solute spends more time at the barrier top when the barrier 

curvature is lower compared to a higher barrier curvature where the motion across the barrier 

top is faster. Hence, the solute motion is more affected by the solvent dynamics at a lower 

barrier curvature compared to that at a higher barrier curvature, thereby resulting in smaller 

values of 𝜎 at lower barrier curvatures. The decrease in 𝜎 with increasing solvent coupling 

results from the fact that at higher solute-solvent interaction, the solvent plays major role in 
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solute dynamics. Similarly, the number of solvent molecules interacting with the solute is 

more for bigger solutes, thus making it more sensitive to the changes in the solvent viscosity 

and resulting in a low value of 𝜎. As height of the barrier does not affect how the solvent 

dynamics affects the RC motion, 𝜎 values are independent of barrier height. 

We have come across mainly three equations employed in the literature to confirm the 

presence of internal friction. These, as discussed before, are the power law fit, Ansari’s fit, 

and the extrapolation of viscosity dependence of rate to zero viscosity. Kramers formulated 

the rate theory for a particle moving in a one-dimensional potential where the friction felt by 

the particle is encompassed in the term . Many multi-atom reactions can be described using 

Kramers theory since the entire reaction can be depicted as a single coordinate motion 

(typically termed as the reaction coordinate). Then the friction  felt by the RC arises from 

the solvent degrees of freedom as well as other degrees of freedom from the solute. This is 

what probably prompted Ansari et al. to come up with an equation where a new term 

corresponding to the internal friction was added to the solvent friction to describe the reaction 

rate. If this extra friction opposed the reaction in addition to the solvent friction, then in a 

power law fit for a plot of rate versus viscosity, one should obtain 𝛼>1. On the contrary, to 

the best of our knowledge, for all the power law fits in the studies performed so far in the 

literature, the value of 𝛼 ≤ 1. This indicates that the rate observed is always greater than that 

predicted by the Kramers theory, indicating a lack of full friction. Pradeep and Udgaonkar, in 

an experimental unfolding study of a small protein barstar by urea, have shown that the 

protein chain experiences an effective viscosity lower than the bulk solvent viscosity.27 This 

warrants for a 𝜎 < 0. However, the fit to Ansari’s equation gives 𝜎 > 0 for two reasons: (i) 

the constant in the numerator  becomes unphysically augmented during the fit, (ii) the slope 

of the equation 𝑘 = 𝑐 ( + 𝜎)⁄  is less than that of 𝑘 = 𝑐 𝜂⁄ , the latter being less sensitive to 

viscosity changes fits the equation with the lesser slope. Likewise, extrapolation of rate 
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obtained at high viscosity regime to zero viscosity to calculate the internal friction also 

suffers from the two following issues. Kramers predicts a different rate behavior for low 

viscosity regime, where rate is proportional to the friction as confirmed in experimental38 and 

simulation studies39-40. Secondly, this method assumes that memory effects are absent which 

are not necessarily satisfied in real systems.31 Hence, the method of using a non-zero 

intercept of the rate at zero viscosity to estimate internal friction requires a critical 

examination. This does not imply that there is no internal friction, i.e., friction offered from 

the solute degrees of freedom. The frequency-dependent friction may have contributions from 

both internal and solvent degrees of freedom. However, it does not reflect in the fit parameter 

𝜎 when the rate is calculated in the presence of solvent since it involves decoupling of the 

frequency-dependent friction into solvent and solute contributions. 

3.6 Conclusion 

In this chapter, we have employed a simple model system used earlier by Best et al.14 to 

arrive at an entirely different conclusion. We have shown in the present study that the lack of 

the full solvent friction can result in a non-zero value of 𝜎. The solvent coupling and 

Langevin dynamics studies also proved that solvent affects the value of 𝜎, thereby raising 

doubts in the interpretation of 𝜎 as internal friction. We show that the relative deviation of 

rate with viscosity from Kramers prediction correlate with 𝜎. We also find that a low barrier 

curvature, high solvent interaction, and a large solute results in a lower value of 𝜎. In an 

experimental study to quantify internal friction in unfolded and intrinsically disordered 

proteins, Soranno et al. had found that the magnitude of “internal friction” correlates with the 

compactness of the unfolded protein. They observed that the “internal friction” is dominant 

for compact unfolded state of the protein and decreases for the intrinsically disordered 

proteins.17 This correlates with our size-dependent results. We have shown that the deviation 
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from Kramers law is not necessarily a consequence of ruggedness in the landscape. We 

believe that deviations from Kramers law can be observed whenever the assumptions used in 

the theory does not hold for the system under consideration. This may include frequency 

dependent friction, multidimensional reaction coordinate, anharmonicity in the potential, non-

linear solute-solvent interactions, presence of tunneling, etc. Hence, one should consider 

these possibilities prior to the calculation of internal friction. Breakdown of Kramers theory 

can give rise to two kinds of situation, one where the deviation from the KT prediction is 

constant at all viscosities and another case where the deviation is different at different 

viscosities. The first case will not affect the value of 𝜎 whereas the second case would give 

rise to 𝜎 whose amount will be determined by the extent of change in the deviation with 

viscosity. We propose that when the motion of RC is insensitive to the change in the solvent 

viscosity, the need for a non-zero 𝜎 arises. We believe that if the solvent plays a dominant 

role in the reaction dynamics then the rate will be sensitive to viscosity changes and one 

would observe less 𝜎. 

Even though we have used a simple model system, we believe that the conclusions that we 

arrived at are applicable in general for any process with memory dependence in friction. Our 

results on a simple model system show that non-zero 𝜎 can arise as a consequence of memory 

effects that deviate the rate from Kramers theory differently at different viscosity. Hence, a 

non-zero value of 𝜎 cannot be readily attributed to the presence of internal friction. 

Therefore, the present study brings out the lacuna in the current practice of evaluating 

internal friction and its association to various microscopic origins. This necessitates the 

development of a new approach to estimate internal friction accurately in experimental and 

simulation studies. 
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Chapter 4 

Separating memory effects from internal friction in 

viscosity dependence of rate 

4.1 Overview 

Deviation of viscosity dependence of the rate from Kramers theory is often attributed to the 

presence of internal friction in many protein folding studies. We have demonstrated in the 

previous chapter that the presence of memory dependent friction, due to explicit solvent, can 

be misinterpreted as internal friction. Here we show that even a simple system such as 

diatomic particle and butane can exhibit memory dependent friction even in the absence of 

explicit solvent. Moreover, we show that although both the above can exhibit fractional 

viscosity dependence, the decoupling is possible by comparing the actual rate and not by its 

viscosity dependence. This study therefore opens up the need to revisit the interpretation of 

internal friction is complex systems like proteins.  

4.2 Introduction 

A reaction is often depicted as motion along a one-dimensional degree of freedom called 

reaction coordinate (RC). The motion of RC is frequently hindered (sometimes assisted) by 

the other degrees of freedom which can arise from solvent molecules or from within the 

system. The latter, friction that originates from within the system is termed as internal friction 

or dry friction and thus reduces the rate of the reaction.1 

Internal friction has been typically found in protein folding2-7, unfolded state dynamics8-9, 

chain dynamics of intrinsically disordered proteins1 and folding transition-path times10. It has 
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been argued that alpha helix proteins have more internal friction than beta hairpin forming 

peptides.2-3, 11 This shows that beta hairpin can fold faster and thus is relevant in the context 

that many neurodegenerative diseases involves the formation of misfolded betasheets.12 Thus 

discerning the origin of internal friction can help us to understand why some proteins fold 

faster while others don’t. An interesting study in this regard was carried out by Clarke and 

co-workers investigating into the folding times of three different 𝛼-spectrin domains.5, 13-14 

Even though the domains R15, R16 and R17 are similar in structure and thermodynamic 

stabilities, R15 folds three orders of magnitude faster than R16 and R17. They ascribed the 

difference in timescales of folding to landscape roughness surfacing due to internal friction in 

the core. However, origin of internal friction is a highly debated subject matter. Different 

studies attribute the origin of internal friction to several factors such as concerted dihedral 

rotations8, hydrogen bonding2, 15, non-native salt bridge formation10, non-native dispersion 

forces16, etc. 

In literature, we came across three different methods that are used to calculate internal 

friction. The first method was introduced by Ansari et al.17, when they observed that the rate 

of conformational changes in myoglobin protein did not always vary linearly with the solvent 

viscosity. They found that the equation (𝑘 = 𝐶 ( + 𝜎)⁄ ) could explain the plot obtained. The 

friction term, 𝜎, which was used in addition to the solvent viscosity, , was termed internal 

friction. The second method that is used widely to quantify internal friction is the fractional 

dependence of the rate on viscosity.3-4, 7, 15, 18 The reaction time versus viscosity plot is fitted 

to 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄  where 
0
 is generally taken to be the normal solvent viscosity and 𝜏0 is 

the average time taken to complete the reaction at 
0
. An 𝛼 value of unity indicates absence 

of internal friction and any value of 𝛼 less than unity is generally attributed to the presence of 

internal friction. The third method is the extrapolation of reaction time versus viscosity plot 
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to zero viscosity, 𝜏 = 𝑎 + 𝜏𝑖.
1, 4, 8, 15 A non-zero 𝑦-intercept, 𝜏𝑖 is commonly accredited to 

the existence of internal friction in the system.  

All the above methods heftily make two assumptions. The first assumption is that Kramers 

theory19 is valid in the systems of concern and the second assumption is that the system 

dynamics falls in the high friction diffusion regime. Only when these two assumptions are 

valid, one can use deviation from Kramers behavior, 𝑘 ∝ 1 ⁄ , to measure internal friction. 

However, deviation from Kramers theory can happen even when there is no internal friction. 

It was shown by Grote and Hynes that if the solvent motions cannot not catch up with the 

system’s motion along the reaction coordinate will give rise to an effective time dependent 

(memory) friction, which as was shown by Bagchi et al.,20 can give rise to a fractional 

viscosity dependence of rate.21   

Thus an imperative caveat of these three methods mentioned above is that one cannot really 

demonstrate that the estimated value is in fact surfacing from the internal system or due to 

memory effects. Nevertheless, these methods have been repeatedly used in the literature for 

estimation of internal friction without validating the assumptions. 

In the previous chapter, we have shown that a single Lennards-Jones particle crossing a 

potential energy barrier in water, with no scope for experiencing internal friction (since the 

solute is a single atom) gave rise to fractional viscosity dependence with 𝛼 less than unity and 

a non-zero value of 𝜎 in the equation 𝑘 = 𝐶 ( + 𝜎)⁄  due to the presence of memory effects 

from the solvent water molecules.22 Thus our result showed that memory effects arising from 

microscopic motions of water can give a false impression of the presence of internal friction.  

The objective of the present chapter is therefore to explore a way to extract actual internal 

friction present in a system. Our previous system did not have a scope of any internal friction. 
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Therefore in the present study we chose two systems, a diatomic model and butane, that may 

possess internal friction and yet it is simple enough to investigate in detail. In fact, a recent 

study by Netz and coworkers claimed that the butane dihedral dynamics is influenced by 

internal friction and that the internal friction disappears on removing orthogonal degrees of 

freedom (achieved by constraining three carbon atoms in butane).23 We are going to show 

here that it is not trivial to extract the internal friction in such cases. We show in this chapter 

that both the diatom model and butane exhibit only memory effects.  

This study therefore investigates the two physical phenomena (internal friction and memory 

effects) giving rise to a similar behavior – fractional viscosity dependence of the rate with 

viscosity due to deviation from Kramers theory. The more complex systems like proteins 

might exhibit both the effects and therefore, understanding this simple system thoroughly will 

lead to a better comprehension of the experimental results. 

4.3 Method and Design 

(a) Diatom model – The model consist of two atoms in the presence of an external double 

well potential (see Fig. 1a). The particles are free to move in all the three directions while the 

potential acts along the distance between the particles in the 𝑥 direction. The potential is the 

only form of interaction between the two particles. The external potential is of the form 

𝑉(𝑥) =
𝑉

𝑏4
((𝑥 − 𝑎 2⁄ )2 − 𝑏2)2 where 𝑉 is the barrier height and (𝑎 2)⁄ ± 𝑏 are the locations 

of the two local minimas. For the system considered here 𝑉 = 9 𝑘𝐽/𝑚𝑜𝑙 and (𝑎 − 𝑏) =

0.375 were used. This is the simplest model with internal interaction leading to a process. In 

our earlier model in previous chapter, a single particle was used and therefore there was no 

chance of an internal interaction present. 
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(b) United butane model – We also considered a simple, yet realistic model system 

comprising a united atom model of butane, which was solvated with SPC/E24  water 

molecules in a cubic box. GROMOS 58 force field25 was used for butane. All the bonds and 

angles of the butane were constrained using LINCS26 algorithm in the simulations. Therefore, 

this model enables us to monitor the dihedral dynamics. 

 

Figure 1: Schematic figures for (a) diatom model with external potential on the separation 

along the 𝑥 direction. (b) the dihedral potential of the united butane model.  

Molecular dynamics simulations and Langevin dynamics simulations were performed using 

the GROMACS27 software. In molecular dynamics simulations, the viscosity of the solvent 

was changed by scaling the solvent masses and time step; thereby not disturbing the 

equilibrium distribution of properties.28-29  NVT simulations were done with the temperature 

fixed at 300K using a velocity rescale thermostat30 with a coupling constant of 0.1ps. In 

langevin dynamics simulations, also performed at 300K, the viscosity was changed by 

changing the friction of the solvent medium. Employing both MD and LD simulations, we 

have calculated the time taken for distance change in the diatom model along 𝑥 direction and 

dihedral transition from cis form to trans form of butane as shown in Fig. 1. The mean first 

passage time calculated for both the reactions were averaged over 1000 transitions for each 

viscosity. 



 

- 59 - 
 

4.4 Results and Discussion 

(a) MFPT for barrier crossing in diatom model.  Using molecular dynamics simulations 

with explicit solvent water molecules to find the rate of barrier crossing in diatom model 

warrants memory effects due to solvent motions. Presence of memory effects are known to 

cause deviation from Kramers theory resulting in a non-zero value of 𝜎 which can be 

misinterpreted as the internal friction.22 Hence, to eliminate memory effects arising from 

solvent degrees of freedom, we calculate the rate of barrier crossing in diatomic model using 

Langevin dynamics. Langevin dynamics uses Langevin equation thus replacing the solvent 

degrees of freedom with a frictional force and a random force with no memory. We carried 

out 1000 simulations to calculate the mean first passage time (MFPT) at each viscosity using 

Langevin dynamics and then fit the data to the equation 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄ . We obtain that 𝛼 =

0.90 as shown in Fig. 2a. This value is slightly less than unity. The deviation from Kramers 

theory, which predicts that 𝛼 = 1, could arise due to memory effects stemming from solute 

degrees of freedom or due to the presence of internal friction. We then constrained one of the 

atoms in the diatom model allowing only the other atom to move and then calculated the 

MFPT using Langevin dynamics. Following the fit to equation 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄  we obtain 

𝛼 = 0.97 which implies that the constrained diatom follows Kramers behavior (see Fig. 2a). 

Thus, constrained diatom model neither exhibits any sort of memory effects nor possesses 

internal friction.  

Let’s now compare the rate between the free and the constrained diatomic models in 

Langevin bath. If the deviation from Kramers behavior in free diatom model was due to 

internal friction, the MFPT in case of free diatom at any viscosity should be higher than that 

of constrained diatom that displays no internal friction since internal friction is known to 

oppose the motion of RC, as also demonstrated in the paragraph below. However, when we 
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examine the MFPT for barrier crossing in both free and constrained diatom model, we find 

that at all viscosities the MFPT for the free diatom is lower than the constrained model (see 

Fig. 2b). This confirms that it is not the presence of internal friction that causes deviation 

from Kramers theory in the free diatom model. Further, presence of memory effects are 

known to give rise to a higher rate (lower MFPT) compared to the Kramers theory.31-33 

Therefore, we can conclude that the memory effects arising from the two independent solute 

degrees of freedom results in 𝛼 = 0.90 in free diatom model rather than internal friction.  

To illustrate that the presence of internal friction indeed decreases the rate (increase the 

MFPT), we add externally a potential that mimics internal friction following the work of 

Booji and Wiechen34. The form of the potential that mimics internal friction is 𝐹𝐼𝐹 =

−
𝐼𝐹

𝑣𝑅𝐶, where 𝐹𝐼𝐹 is the force due to the internal friction, 
𝐼𝐹

 is the friction coefficient that 

determines the strength of internal friction, and 𝑣𝑅𝐶 is the velocity of the reaction coordinate. 

Since internal friction opposes the motion of RC, the force is directed in the negative 

direction of motion of the RC. We then calculate the MFPT at different viscosities using 

Langevin dynamics after adding the internal friction potential to the constrained diatom 

model. We observe that the time taken to cross the barrier is higher in the case of the system 

with added internal friction compared to the constrained diatom model which has no internal 

friction (see Fig. 2b). However, when fit to the equation, 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄ , it yields 𝛼 = 0.63 

showing significant deviation from Kramers behavior as can be seen from Fig. 2a. Thus, both 

the memory effects and internal friction can cause a deviation from Kramers theory resulting 

in a value of 𝛼 less than one. However, internal friction always opposes the motion of the RC 

and thus decreases the rate of the reaction1, 35 whereas memory effects may increase or 

decrease20 the rate in comparison to the Kramers prediction. 
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Figure 2: (a) 𝜏 𝜏0⁄  plotted against ( 
0

⁄ ) where 𝜏0 is the time taken to cross the barrier at 

normal solvent viscosity 
0
. The dashed lines are fit to the equation 𝜏 𝜏0 = ( 

0
⁄ )𝛼⁄ . (b) 

MFPT at all viscosities for the three different cases: free diatom, constrained diatom and 

constrained diatom with internal friction. 

We have demonstrated the effect of internal friction and memory effects using simplest 

possible model systems. Now, we will discuss the effects of the above for a more realistic 

system.  One of the simplest realistic systems where one can investigate the presence of 

internal friction is the dihedral rotation in butane. Dihedral rotations have also been 

accredited the origin of internal friction in many experimental and simulation protein folding 

studies.3-4, 8, 18 Therefore, here we investigate the dihedral dynamics in butane at different 

viscosities. We performed several molecular dynamics simulations with explicit solvent 

water molecules starting from the state A (see Fig. 1) to find the MFPT for the dihedral 

barrier crossing process. We observed that with the increase in viscosity the time taken for 

the dihedral crossing increased as expected (see Fig. 3a). When we fitted the plot of MFPT 

versus viscosity to equation, 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄ , we found that 𝛼 = 0.25, which is significantly 

lesser than unity (see Fig. 3a). As mentioned above for the diatomic model system, solvent 

memory effects also results in a value less than unity.22 To verify whether the present 

scenario arises due to solvent memory effects or internal friction, we calculated dihedral 

transition time using Langevin dynamics (LD) at different friction values. If internal friction 
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was the source of fractional values of 𝛼, then 𝛼 value should remain same in both MD and 

LD simulations since the only difference between the two is in the solvent used. The results 

are shown in Fig. 3a. The fit of the plot to the same equation yields a value of 𝛼 = 0.92, thus 

confirming that the majority of the non-linear dependence of butane dihedral crossing on 

viscosity in MD emerged due to the memory effects arising from the solvent molecules rather 

than internal friction. However, the persisting small deviation from Kramers theory (𝛼 =

0.92) in LD of the butane still needs to be explained.  This could come from either the 

internal friction or memory effect within the butane molecule.  

Netz and co-workers had recently studied dihedral crossing in united atom model of butane 

molecule using MD simulations.23 They found that when three carbon atoms in butane are 

constrained, the rate of dihedral crossing is ten times slower from that of the free butane at 

higher viscosities. Since the free energy profiles for both free and constrained butane are 

same, they argued that the difference in rates must then result from the difference in friction 

acting on the RC. They claimed that the difference in friction was due to the presence of 

internal friction in free butane arising from the extra degrees of freedom that was otherwise 

constrained in the constrained butane. To investigate if internal friction was absent in the 

dynamics of constrained butane, we performed MD and LD simulations of constrained 

butane (where three atoms were frozen) to find the dihedral crossing times at different solvent 

viscosities. When we fit the MFPT against viscosity to the equation, 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄ , we 

found that 𝛼 = 0.80 for MD simulations and 𝛼 = 0.99 for LD simulations (see Fig. 3b). This 

indicates that the constrained butane in LD follows Kramers behavior and does not exhibit 

any internal friction. The deviation observed from Kramers theory in MD simulations of 

constrained butane can be then attributed to solvent memory effects similar to what we 

observed for the MD simulation of the free butane system discussed above. 
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Figure 3: 𝜏 𝜏0⁄  plotted against ( 
0

⁄ ) for MD and LD simulations for (a) free butane (b) 

constrained butane. Dashed lines are fit to the equation, 𝜏 𝜏0 = ( 
0

⁄ )𝛼⁄ . MFPT for free 

and constrained butane at different viscosities as obtained from (c) MD simulations (d) LD 

simulations. 

Netz and coworkers claimed that the free butane possesses internal friction while the 

constrained system does not. We can now compare our results in butane system with the 

diatomic model above and reason that if the deviation from Kramers theory in free butane in 

LD simulations were due to internal friction as claimed by Netz et al23, one should observe a 

higher MFPT for free butane compared to that in the constrained butane at any given 

viscosity. However, concurrent with the study by Netz et al23, Fig. 3c-d shows that both in 

MD and LD simulations the MFPT at each viscosity in free butane system is lower than that 

of the constrained butane (rate is inverse to the MFPT; so rate for dihedral transition is higher 

in free butane compared to that of the constrained butane). Thus, the rate difference between 
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free and constrained butane cannot be ascribed to internal friction arising from the orthogonal 

degrees of freedom. 

While Netz et al23 maintain that the decrease in rate (increase in MFPT) in constrained butane 

in their MD simulations is due to the absence of internal friction, we reason that the lowering 

of rate can arise either from solvent memory effects and/or system memory effects. Even 

though, the solvent used is same in both free and constrained MD simulations, the solvent 

friction felt by the reaction coordinate can be very different. In the free butane, motions of all 

the four atoms may be hindered or assisted by the water molecules whereas in constrained 

scenario the water molecules affect only the motion of one atom. The possibility of solvent 

memory effects can be eliminated by performing LD simulations of free and constrained 

butane, which we have performed. We had obtained 𝛼 = 0.99 for constrained butane and 

𝛼 = 0.92 for free butane in LD simulations (see Fig. 3a-b). The difference in 𝛼 values 

between free and constrained butane in LD simulations (0.07) is much smaller than that in 

MD simulations (0.55). This shows that much of the difference in rate dependence on 

viscosity in free and constrained butane in MD simulations arose due to solvent memory 

effects (since other elements like system memory effects and internal friction would remain 

same in both LD and MD simulations). The 𝛼 value, 0.99, obtained from constrained butane 

LD simulations shows that there is no internal friction or memory effects in constrained 

butane. The 𝛼 value, 0.92, obtained in free butane LD simulations is slightly less than unity 

and can only ensue from system memory effects or internal friction. Then again, as explained 

before, since the rate in free butane is higher than that of constrained butane, one cannot 

attribute this trend to internal friction. Therefore the likely origin of the deviation from 

Kramers theory for butane dihedral rotation is the memory effects coming from within the 

butane degrees of freedom. 
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4.5 Conclusion 

The present study therefore shows the interplay between two opposing effects – memory 

effects due to orthogonal degrees of freedom and internal friction. Both these effects cause 

deviation from the Kramers theory by having an 𝛼 value less than unity, which is strictly 

valid only in case of an one dimensional motion considered in Langevin bath (i.e., 

constrained diatom and butane in LD). We showed that the majority of memory effects come 

from the solvents. However, when more than one degrees of freedom are involved (free 

diatom and butane), memory starts playing a role even when there is no explicit solvent and 

this memory effect increases the rate with respect to the Kramers prediction. Instead, as we 

have shown here, when internal friction is present the rate decreases.  

Therefore, the present study provides a simple guideline to estimate the presence of internal 

friction. Typically, an 𝛼 value less than unity is attributed to the presence of internal friction. 

However, one should also compare whether the rate is higher or lower than the Kramers 

prediction. If the rate is higher than Kramers prediction, it would imply the presence of 

memory effect, otherwise it would generally indicate the presence of internal friction. 

However if both the effects are concurrently present in the systems, which is probable in 

complex systems like proteins, the effects of one may dominate the other. This renders the 

decoupling of the two effects more challenging. Therefore, we reason that new methods need 

to be developed to estimate internal friction accurately even in the presence of memory 

effects. 
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Chapter 5 

 Dynamical Recrossing in the Intercalation Process 

of the Anticancer Agent Proflavine into DNA 

5.1 Overview  

We have investigated internal friction in two model systems and in butane in the previous 

chapters. Next, we intent to estimate internal friction in a complex process – intercalation of 

drug into DNA. Since intercalation is a millisecond timescale process, calculation of rate is 

extremely expensive even at a single viscosity whilst estimation of internal friction involves 

rate calculation at multiple viscosities. Therefore, as learnt from previous chapters, we have 

adopted the method of calculating transmission coefficients, which along with the TST rate, 

would provide the rate of the process and thereby the internal friction. Hence, as the first step 

towards this goal, in this chapter we explore the dynamical effects in the intercalation of 

proflavine into DNA by calculating the transmission coefficient  -- providing a measure of 

the departure from Transition State Theory for the reaction rate constant -- by examination of 

the recrossing events at the transition state. For that purpose, we first found the accurate 

transition state of this complex system -- as judged by a committor analysis -- using a set of 

all-atom simulations of total length 6.3 millisecond. In a subsequent calculation of the 

transmission coefficient  in another extensive set of simulations, the small value =0.1 was 

found, indicating a significant departure from TST. Comparison of this result with Grote-

Hynes and Kramers theories shows that neither theory is able to capture this complex 

system’s recrossing events; the source of this striking failure is discussed, as are related 

aspects of the mechanism. Our study suggests that, for biomolecular processes similar to this, 

dynamical effects essential for the process are complex in nature and require novel 
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approaches for their elucidation. This work was done in collaboration with Prof. James T. 

Hynes from Ecole Normale Supérieure-PSL Research University, Paris. 

5.2 Introduction  

Molecular recognition, a specific non-covalent interaction between two or more molecules, is 

an important process governing many biological activities. Intercalation is a specific type of 

molecular recognition where the planar aromatic moiety of a small molecule inserts between 

two consecutive base pairs of a DNA strand1-3. Intercalation causes structural changes to the 

strand and can inhibit replication and transcription of DNA, subsequently leading to cell 

death4. Hence, these small molecules are potential drugs for cancer therapeutics.  

Proflavine is one such small aromatic molecule which can intercalate into DNA. Due to its 

toxicity and nonspecificity5, it is not currently used as an anticancer drug. However, 

modifications are underway for better specificity and druggability5. From the kinetic studies 

of proflavine-DNA interaction, it was found that the intercalation process comprises at least 

two steps: formation of a fast outside bound state (minor groove-bound drug or major groove-

bound drug), followed by a slow insertion process6. It was proposed earlier6 that the insertion 

proceeds by either of two mechanisms: (i) one where the drug waits outside the DNA and 

inserts itself between the base pairs when the cavity becomes large enough due to fluctuations 

and (ii) the second where drug induces a cavity between the base pairs and forces itself into 

the DNA. A recent work calculated intercalation pathways of proflavine from major and 

minor grooves using well-tempered metadynamics and provided evidence in favor of the 

drug-induced cavity formation mechanism7-8. The constructed minimum free energy path also 

revealed the process’s mechanistic details through its static free energy landscape8. 

The dynamical aspects of the intercalation process are far less clear than its current 

thermodynamical understanding. Transition state theory (TST)9 is widely used to calculate 
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the rate constant (𝑘𝑇𝑆𝑇) of a reaction from its static free energy profile. However, TST 

neglects any dynamical effect such as system’s recrossing of the transition state surface and 

thus overestimates the reaction rate constant. In the absence of tunneling, the correct rate 

constant is provided by multiplying the TST rate by the transmission coefficient (TC). It is 

therefore a correction factor, often denoted by , with a value of unity or less. It has been 

shown that incorporation of the dynamical effects in the reaction via a transmission 

coefficient in TST rate improves the rate prediction.10-11 The exploration of the recrossing or 

dynamical effects thus provides the “true” description of the process. For intercalation 

system, this knowledge may well be relevant for designing better intercalators and, therefore, 

better anticancer drugs.  

The importance of recrossing has been illustrated in some biomolecular systems. For 

example, it has been observed that the amount of recrossing is less in the active site 

environment of an enzyme-catalyzed reaction compared to its uncatalyzed aqueous solution 

counterpart. Therefore, beyond decreasing the reaction barrier, the enzyme increases the TC 

(less recrossing) to increase the rate of the reaction, although to a smaller extent compared to 

the former.12-14 The 𝑘𝑇𝑆𝑇 and the TC values depend on the choice of the reaction coordinate 

(RC). But the actual rate constant 𝑘 of the reaction (which is related to a steady-state flux) is 

independent of that choice. An improper RC or a non-optimal dividing surface can 

automatically result in a very poor TC estimate. However, Peters et al. showed that even with 

an optimal dividing surface choice, the recrossing phenomenon can remain unavoidable, as 

illustrated for an ion-pair dissociation.15 In the presence of a supposedly perfect dividing 

surface, the coupling of the environment degrees of freedom with the RC motion can cause 

recrossing.  

The first attempt to include the effect of environment-induced recrossing on the rate of a 

reaction was given by Kramers in 1940.16 He considered the escape of a Brownian particle in 
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a well across a barrier, with a solvent as environment; he used the ordinary Langevin 

equation (with continuum solvent description and a markovian, memory-less friction) to 

describe its motion in a potential in the presence of a frictional force and a random force. The 

Langevin equation employs a static friction constant, which –- it is now appreciated -- 

assumes that the correlation time of the solvent frictional force is small on the time scale of 

the barrier crossing. In many cases, however, the solvent forces will often not relax fast on 

the time scale of barrier crossing. Then the time correlations or memory effects of the solvent 

forces need to be included via a friction kernel. This was realized by Grote and Hynes, who 

focused on dynamics in the transition state region and employed the generalized Langevin 

equation (GLE) to describe the motion of the reacting system across the barrier.17-18 The GLE 

for the motion of the reaction coordinate 𝑥(𝑡) in a parabolic potential of 𝐺[(𝑥, 𝑡)] is given by 

𝑚𝑥̈(𝑡) = −
𝜕𝐺[(𝑥, 𝑡)]

𝜕𝑥(𝑡)
− ∫ 𝑚 𝜉(𝜏) 𝑥̇(𝑡 − 𝜏) 𝑑𝜏

𝑡

0

+ 𝛿𝐹𝑅(𝑡),                 Eq. 5.1 

Here the first term on the right-hand side represents the situation when the solvent molecules 

equilibrate to the RC motion, i.e., it describes the equilibrium solvation force due to the 

potential of mean force (PMF). The non-equilibrium solvation force, in which the solvent 

molecules do not have enough time to equilibrate, is given by the second term, which 

incorporates a friction kernel accounting for both the short and long-time correlations of the 

solvent forces. The last term represents the random fluctuating forces. 
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Figure 1. (a) Schematic representation of the reaction coordinates 𝑋 and 𝜑. 𝑑 is the vector 

from the center of mass of the intercalating base pairs to the center of mass of the proflavine. 

𝑏̂ is the unit vector from the center of mass of the same base pairs to the center of mass of the 

two sugars. 𝑋 = 𝑏̂ ∙ 𝑑 and 𝜑 = 𝑐𝑜𝑠−1(𝑏̂ ∙ 𝑑/|𝑑|). (b) The two-dimensional free energy 

surface of the intercalation process from minor groove against 𝑋 and 𝜑.7-8 The color bar on 

the top indicates the free energy values. The dotted white line represents the minimum free 

energy path. (c) Free energy values around the TS along the minimum free energy path, i.e., 

the white line shown in (b), plotted against the collective variable 𝑋, with the intercalated 

product state having a small 𝑋 value. Improvement of the latter calculation is described later. 

Reprinted with permission Copyright (2019) American Chemical Society 

Using the GLE, combined with the Stable States Picture (SSP) involving the definition of 

reactant and product regions away from the transition state19, Grote Hynes theory (GHT) 

calculates the rate constant via the time correlation function of the reactive flux. The overall 

rate is obtained from the product of TST rate and the transmission coefficient (TC), 𝑘 =

𝜅𝐺𝐻  𝑘𝑇𝑆𝑇, where the transmission coefficient is given by the ratio of the reactive frequency 

𝜔𝑟 and the equilibrium barrier frequency 𝜔𝑒𝑞 as 𝜅𝐺𝐻 =
𝜔𝑟

𝜔𝑒𝑞
.  Here 𝜔𝑒𝑞 is related to the 

magnitude of curvature of the equilibrium free energy at the transition state, while 𝜔𝑟 is the 

effective frequency for the reaction system’s motion across the barrier. In the GHT approach, 

the effective friction felt by the reaction coordinate during the barrier passage at the TS can 

be much less than the full friction assumed by the Kramers theory (KT). The resulting GHT 

transmission coefficient can thus be considerably closer to unity (less recrossing due to less 

effective friction) than that predicted by KT.12, 20-21 

GHT has been applied successfully in many reaction model studies, including SN1 and SN2 

reactions22-23, ion-pair association24-25, ion-transfer reaction21, electron transfer reaction26, 

proton transfer reaction27, etc. Several transition state recrossing studies using GHT have also 

been used to understand the role of the environment in enhancing reaction rates in enzyme 

catalyses; examples include Michael addition by chalcone isomerase12, methyl transfer by 

catechol O-methyltransferase13 and glycine N-methyltransferase28, reductive methylation by 

thymidylate synthase,20 etc. However, studies of dynamical recrossing remain uncommon in 
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all-atom molecular dynamics simulations for complex biomolecular recognition processes 

such as the one presented here; this is due to the dual difficulty of finding an accurate 

description of the TS and identifying the appropriate reaction coordinate near the TS. 

Here we study the dynamical recrossing effect in the intercalation process of the anticancer 

agent proflavine through the minor groove of DNA in aqueous solution. With the aid of a 

previous detailed study of the intercalation pathway of proflavine7, we have searched for the 

accurate transition state using committor probability calculations with several probable TS 

candidates. Subsequently, we performed reactive flux formalism simulations to estimate the 

intercalation’s transmission coefficient (TC); the result was then compared with the 

theoretical estimates using GHT and KT. We find that both GHT (surprisingly, given its 

extensive success indicated above) and KT are in considerable disagreement with the reactive 

flux simulation result. We will discuss reasons for the discrepancy in terms of trajectory and 

mechanistic details, closing with a discussion of some implications of the dynamical effect in 

this complex biophysical process. 

5.3 Methods 

(a) Simulation details. The simulated system consists of a twelve base pair DNA 

d(GCGCTCGAGCGC)2 and a protonated proflavine, all solvated with 11763 TIP3P29 water 

molecules in a cubic box. Twenty-two sodium ions and one chloride ion were added to 

neutralize the negative charges on the DNA and the positive charge on the proflavine, 

respectively. The AMBER99/parmbsc030-31 force field was used for DNA and the general 

Amber force field (GAFF)32 was used for proflavine. Constant particle, volume, and 

temperature (NVT) simulations were carried out using the Nose-Hoover thermostat33-34 with 

a coupling constant of 0.4 ps to maintain the temperature at 300 K. The time step of each 

simulation was 2 fs. The electrostatic interaction was treated using Particle Mesh Ewald35 
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with a cutoff at 10 Å, and the van der Waals cutoff was taken to be 10 Å. All the simulations 

were carried out with GROMACS36. 

(b) Design of the reaction coordinate. Reaction coordinates used for monitoring the 

intercalation simulations were the distance and angular coordinates 𝑋37-38 and 𝜑7, 

respectively (see Fig. 1a). While 𝑋 defines the position of the drug with respect to the 

intercalation base pairs, the collective variable 𝜑 denotes the position of the drug along the 

helical axis of the DNA. As discussed in Ref.7, the coordinates 𝑋 and 𝜑 together can 

distinguish between the reactant, product, and intermediate states of the intercalation. As we 

show within, 𝑋 is more important near the TS, and accordingly we chose  𝑋 as the reaction 

coordinate for estimating recrossing and calculating the TC value. Apart from these two, a 

few other coordinates such as DNA base step parameters (Rise, Roll, etc.) and number of 

water molecules around DNA and proflavine seem to be relevant for the recrossing effects for 

the reaction, as discussed within.  

(c) Transition state (TS) determination. In principle, recrossing can be studied by starting a 

trajectory from the reactant. However, the free energy barrier for proflavine intercalation is 

estimated to be 16.9kcal/mol7, implying a time scale of milliseconds for the process. Several 

such simulations for a millisecond-long process are currently beyond computational reach. 

Hence we adopt the common strategy of starting a simulation from the TS, following it 

forward and backward in time until it forms reactant and/or product. This requires far less 

time (by many orders of magnitude), since falling from the TS to the reactant or product 

basins is a process downhill in free energy. One characterization of a TS would be that it is a 

point (more generally a surface) which would produce statistically equal proportion of 

reactants and products in unbiased simulations -- this is the prescription for a committor 

analysis.39-40 Naturally, a precise and accurate TS structure needs to be first found for such 

calculations, now described.  
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In this context, we sought assistance from our previous study on the detailed free energy 

landscape (Fig. 1b) of proflavine intercalation, starting from the minor groove and following 

the process through to the insertion into DNA.7 In a one dimensional perspective, the point in 

the minimum free energy path with the highest free energy – shown in Fig. 1c involving one 

of the reaction coordinates 𝑋 -- can be regarded as the first guess for the probable TS. This 

guess is however insufficient. Accurate calculation of the transmission coefficient requires an 

accurate transition state, but there are errors associated with the quoted metadynamics free 

energy calculation. In fact, we will show that the TS obtained from these calculations -- 

although structurally and free energetically close to the actual TS -- is not sufficiently 

accurate for a committor probability calculation. Nevertheless, it does provide an initial guess 

in the search for a more accurate TS.  

To obtain a more precise TS, we first performed umbrella sampling simulations to calculate 

free energy along 𝑋 around the highest free energy value obtained from the earlier 

metadynamics study7.  Next, we chose a few configurations with the reaction coordinate 

value close to the highest value in the free energy profile obtained from umbrella sampling. 

We then calculated the committor probability of each of these TS candidates by carrying out 

~1000 simulations for 300 ps, each with different initial velocity distributions; for these we 

counted whether these configurations landed in the product (intercalated state with 𝑋 ≤ 1 Å) 

or reactant (away from DNA with 𝑋 ≥ 6 Å) state. A true TS will result in 50% probability for 

both reactant and product.41 The reactant and the product Stable States’ boundaries were 

decided based on the distribution of the reaction coordinate values at the endpoint (300th ps) 

of each trajectory. 

We point out that the state we consider as reactant in this study is not precisely the minor-

groove bound state, but is rather an intermediate separated state that is free energetically 

close to that state.8 This intermediate state can be seen in Fig 1b as the minimum located at 
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𝑋=0.6 nm and 𝜑 = 10. If a particular trajectory did not reach any of the Stable States during 

the given simulation time, it was discarded. Time reversibility was achieved by using a 

negative time step in the velocity Verlet algorithm42 used to integrate the equations of the 

motion.  

(d) Evaluation of transmission coefficient from MD study. Once the TS was identified, we 

created many configurations by fixing the reaction coordinate’s value and allowing other 

degrees of freedom to equilibrate. Subsequently, we chose ~ 1000 configurations randomly 

from this collection and performed simulations both forward and backward in time. Since the 

RC was fixed, we chose the RC velocity randomly from the Maxwell-Boltzmann distribution. 

If the system reached either of the Stable States, they were classified as reactant or product 

according to the value of RC; otherwise the trajectory was discarded. 

The trajectories starting from the TS were classified as RP (reactantproduct) if the forward 

part of a trajectory (positive time) resulted in the product and the reverse part of the trajectory 

(negative time) ended up in the reactant basin. If both forward and backward parts of a 

trajectory led to the reactant basin, it was categorized as RR (reactantreactant). Similarly, if 

both parts led to the product, it was labeled as PP (productproduct) trajectory. The last 

possibility for a trajectory is to end in the product in backward propagation and reactant basin 

in forward propagation. These were labeled as PR (productreactant) trajectories. The RR 

and the PP trajectories correspond to the recrossed trajectories. Once these statistics were 

obtained, the transmission coefficient 𝜅 was calculated by reactive flux formalism22, 43, which 

defines 𝜅 as the ratio of the actual rate to the rate predicted by TST as 

𝜅 =
∑ 𝑝𝑖|𝑣𝑖|𝑄𝑖

𝑁
𝑖,+

∑ 𝑝𝑖|𝑣𝑖|
𝑁
𝑖,+

,                                                                Eq. 5.2 

where “+” represents trajectories with an initial positive flux,  𝑝𝑖 is the probability to have the 

𝑖𝑡ℎ initial configuration and 𝑣 is the velocity of the reaction coordinate 𝑋̇ (calculated by 
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forward difference method15). Since the value of 𝑋 decreases from reactant to product in the 

present system, a negative RC velocity obtained from the forward difference method is 

considered as positive flux for our calculations. The factor 𝑄𝑖 is given by 

𝑄𝑖 =
1 if RP
0 if RR/PP

−1 if PR

                                                              Eq. 5.3 

(e) Estimation of transmission coefficient (TC) from Grote-Hynes theory (GHT). As 

mentioned in the Introduction, GHT expresses the TC  as the ratio of the reactive frequency 

𝜔𝑟 to the equilibrium barrier frequency 𝜔𝑒𝑞 17-18 

𝜅𝐺𝐻 =
𝜔𝑟

𝜔𝑒𝑞
                                                                       Eq. 5.4 

The reactive frequency is the effective frequency of the motion across the TS barrier along 

the RC for successful reaction. It depends on both the equilibrium barrier frequency and the 

effective friction kernel and is obtained by solving the self-consistent equation 

𝜔𝑟
2 − 𝜔𝑒𝑞

2 + 𝜔𝑟 ∫ 𝑒−𝜔𝑟𝑡

∞

0

𝜉𝑇𝑆(𝑡)𝑑𝑡 =  0                                             Eq. 5.5 

𝜉(𝑡)𝑇𝑆 =
〈𝐹𝑅𝐶(0)𝐹𝑅𝐶(𝑡)〉

𝜇𝑅𝐶𝑘𝐵𝑇
                                                         Eq. 5.6 

The time-dependent friction kernel 𝜉𝑇𝑆(𝑡) measures the non-equilibrium coupling of the RC 

to other degrees of freedom at the TS; it is obtained from the time correlation function of the 

forces44 𝐹𝑅𝐶(𝑡) exerted by all other degrees of freedom on the fixed RC, evaluated at the TS; 

𝜇𝑅𝐶 is the RC’s reduced mass whose determination is described below, 𝑇 is the temperature, 

and 𝑘𝐵 is the Boltzmann constant. In order to calculate 𝜔𝑒𝑞, the barrier frequency when 

equilibrium solvation is maintained, the reaction’s potential of mean force (PMF) obtained 

along the RC near the TS, using umbrella sampling simulations mentioned before, was fit to a 

parabolic function as 
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ΔPM𝐹(𝑋) = −
1

2
𝐾𝑒𝑞(𝑋 − 𝑋#)2                                                    Eq. 5.7 

Here ΔPM𝐹(𝑋) is the PMF’s change in the RC 𝑋 with respect to the maximum, located at 

𝑋#. From the magnitude of the negative force constant thus obtained, we calculated the 

equilibrium barrier frequency (the imaginary barrier frequency’s absolute magnitude) as 

𝜔𝑒𝑞 =
1

2𝜋𝑐
√

𝐾𝑒𝑞

𝜇𝑅𝐶
.                                                                   Eq. 5.8 

Finally, the average square of the RC velocity, 𝑣𝑅𝐶 at the TS provides the reduced mass via 

the equipartition theorem, 
1

2
 𝜇𝑅𝐶  〈𝑣𝑅𝐶,𝑇𝑆

2 〉 =
1

2
 𝑘𝐵𝑇. 

5.4 Results 

(a) Finding the transition state. Starting from an accurate TS, the system has equal 

probabilities to end up as products (intercalated state) and reactants (minor-groove bound 

state). As the first TS guess, we chose the configuration corresponding to the metadynamics-

generated (see Methods) free energy surface’s highest point (referred as CN1 in Fig. 3 which 

shows the location and structure of different TS candidates) obtained from the previous 

metadynamics calculation (Fig. 1b). With this choice of configuration, we then calculated the 

committor probability. While we had expected close to 50% product formation, we found 

instead that out of 1000 simulations, 93% formed products. 

Since this selected point obviously cannot be the actual TS, it might initially be regarded as 

surprising that the MFEP’s highest point obtained from metadynamics deviates so strongly 

from the expected committor probability. But the non-equilibrium character of metadynamics 

need not provide the sufficient TS region sampling demanded by the committor analysis. 

Nonetheless, we can infer from the 93% product formation result that this CN1 point in fact 

lies 1.18 kcal/mol towards the product. Thus, despite the extreme difficulty -- in a system 

with more than 30,000 atoms -- to precisely locate a point providing equal probability for 
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generation of reactant and product, the prior metadynamics simulation can aid us to narrow 

our TS search.  

 

Figure 2. The parabolic fit to the potential of mean force, plotted against the reaction 

coordinate 𝑋, near the transition state from umbrella sampling simulations to obtain the 

equilibrium barrier frequency via Eqs. 7 and 8. 

Accordingly, we recalculated the free energy profile along 𝑋 in the neighborhood of the 

metadynamics TS. Umbrella sampling simulations45 were performed to both locate the 

highest free energy point and obtain the free energy profile’s curvature. This gave a free 

energy surface with 𝑋=0.4 nm as the highest point (Fig. 2). Thus, twenty more configurations 

(CN2-CN21), most having the value of 𝑋 in the range 0.40.05 nm, were chosen as TS 

candidates to be verified through committor probability calculation. Even though these 

structures have 𝑋 values within the neighborhood of 0.4 nm, they differ in terms of various 

other parameters. Figure 3 shows the locations of some of the representative TS candidates in 

the free energy surface (FES).  
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Figure 3. The free energy surface (FES) in Figure 1b is zoomed in near the transition state. 

The dotted line represents the minimum free energy path. The green circles in the FES 

represent some of the transition state candidates chosen for committor probability 

calculation. The reaction coordinate values are indicated below each structure. Reprinted 

with permission Copyright (2019) American Chemical Society 

For every TS candidate, we have run multiple simulations of 300 ps each to obtain a 

statistically converged probability of Stable product formation (the probability of Stable 

reactant formation is complementary). The probability of product formation is just the ratio of 

the trajectories that reach the product by this total number. We counted the number of 

trajectories reaching either the reactant or the product within 300 ps. As the number of 

simulations increases, the probability estimate finally converges to a particular value. We 

have plotted this percentage of product formation against the number of trajectories in Fig. 4 

for each TS candidate. After the initial fluctuations, the probability converges to a particular 

value beyond ~600 trajectories. The number of simulations was extended to 1000 to test the 

convergence. Thus, we have performed 1000 simulations, each 300 ps long, for each of the 

21 configurations, i.e., a total of 6.3 millisecond simulation to find the most probable 

candidate for the TS. Figure 4 shows that product formation from CN21 (𝑋 = 4.1 Å) is closest 

to 50% (51.6%); it is, therefore, taken as the most accurate TS.  
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Figure 4. Percentage of Stable product formation is plotted against the number of 

trajectories. The CN # corresponds to the different initial configurations. The black dotted 

line at 50% is to guide the eye. Reprinted with permission Copyright (2019) American 

Chemical Society 

(b) MD-simulated reactive flux and transmission coefficient. Once CN21 was identified as 

the TS using committor analysis just described, we sampled the configurations around the TS 

by freezing the intercalating base pairs and proflavine. These sampled states of CN21 were 

then used as the initial configurations for the 417 simulations to calculate the transmission 

coefficient; these were carried out forward and backward in time with different initial 

velocities for 300 ps each. 24 trajectories were discarded since they reached neither the 

reactant nor the product state during the simulation time.  

The transmission coefficient calculated from this data is 0.1. Figure 5a shows the same as a 

function of simulation time, indicating that the plateau value converges beyond 150 ps (a 

remarkably long time). This value -- a result far below the TST predicted value of unity -- 

indicates significant recrossing in proflavine’s intercalation into DNA through the minor 

groove pathway. We next turn to the Grote-Hynes and Kramers predictions for this 

transmission coefficient. 
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Figure 5. (a) The time-dependent transmission coefficient 𝜅(𝑡) obtained from MD 

simulations using the reactive flux formalism. 𝜅(𝑡) plateaus to the value  = 0.1. (b) The 

friction kernel for the RC fixed at the transition state, with the inset showing the initial decay. 

(c) The friction kernel obtained for the model system used. 

Table 1. Various intercalation reaction valuesa  

Equilibrium barrier frequency (ωeq) 4.63 ps-1 

Initial friction coefficient (𝝃(𝒕 = 𝟎)) 15.19 ps-2 

Reactive frequency (𝝎𝒓) 4.52 ps-1 

Kramers’ limit of reactive frequency (𝝎𝑲𝒓) 4.51 ps-1 

Friction constant ( ∫ 𝝃(𝒕)𝒅𝒕
∞

𝟎
 ) 0.25 ps-1 

Reactive time scale (𝝉𝒓)  0.22 ps 

Environment time scale (𝝉𝒆𝒏𝒗) 0.016 ps 

MD Transmission Coefficient (𝜿𝑴𝑫) 0.1 

Grote-Hynes TC (𝜿𝑮𝑯) 0.98 

Kramers TC (𝜿𝑲𝒓) 0.97 

a – calculated via friction kernel integration up to 3 ps (see Fig. 5b) 

(c) Grote-Hynes Theory. We compare our numerical result for the intercalation reaction’s 

TC with GHT, which provides an estimate 𝜅𝐺𝐻 as the ratio of the reactive frequency and 

barrier frequency (see Method for details). The barrier frequency was obtained to be 4.63 ps-1 

via Eqs. 7 and 8 (Table 2) after fitting the PMF obtained from the umbrella sampling 

simulations (Fig. 2) to an inverted parabola near the TS. 

To obtain the reactive frequency, we first calculated the friction kernel 𝜉(𝑡) in Eq. 6 after 

constraining the system at the transition state. 𝜉(𝑡), shown in Fig. 5b, is obtained as an 

average of ~300 simulations of 10 ps each; it displays a fast, initial decay followed by a much 

more slowly decaying small-amplitude oscillations around the mean value zero. The initial 

friction (zero time) value is 15.19 ps-2 and the total, integrated, friction constant 𝜉 estimate is 
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0.25 ps-1. The reactive frequency 𝜔𝑟, calculated by solving the self-consistent Grote-Hynes 

equation Eq. 5 was found to be 4.52 ps-1. Thus, the GHT estimate of the transmission 

coefficient 𝜅𝐺𝐻, calculated via Eq. 4, is 0.98; this value, which is close to the TST result of 

=1, is an order of magnitude larger than the MD result (see Table 1).  

If instead the KT approximation was adopted and the 𝜉(𝑡)’s full-time integral 𝜉 was inserted 

into the GH Eq. 5, the resulting reactive frequency would be 4.51 ps-1; and the Kramers TC, 

𝜅𝐾𝑟, is 0.97 , effectively the same result as the GHT, thus also incorrectly predicting that TST 

is quite accurate for the intercalation(see Table 2). We have used a model system to assess 

the friction kernel calculation and to place its impact in perspective. We have taken a 

Lennard-Jones particle in water to estimate the friction kernel; the particle is assigned the 

mass of the RC used in the text and moves under an external potential that has similar 

curvature 4.6 ps-1. The friction kernel (see Fig. 5c) is characterized by a weak friction similar 

to the proflavine intercalation result in Fig. 5b (but without an oscillatory behavior); 

calculation of the associated transmission coefficients in the GHT and KT perspective yields 

𝜅𝐺𝐻 = 0.90 and 𝐾𝑟 = 0.88. 

These considerable underestimations of the actual extensive recrossing indicate that there are 

more complexities involved in the drug intercalation system than can be captured by a 

frictional approach, even with the GHT time-dependent friction. We discuss these difficulties 

in the following section. 

5.5 Discussion 

(a) Difficulties for GHT and KT with Reactive Flux Results for Drug Intercalation. Both 

Grote-Hynes and Kramers theories predict very little recrossing; the respective transmission 

coefficients 0.980.001 and 0.970.01, which are the same within the error bars, are 

extremely close to the TST value of unity. Why this conclusion follows from the theories and 
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why they give the same prediction are now discussed. The predicted TC for these theories 

will be close to unity if the effective friction inducing the recrossing of the TS is small 

compared to the equilibrium barrier frequency 𝜔𝑒𝑞. In GHT, this ratio reflects the power of 

the effective friction to act on the reactive time scale, 𝜏𝑟 ≈ 𝜔𝑒𝑞
−1. On this time scale, the 

reacting system is within ~ kBT of the barrier top; in this transition state region, the effective 

friction forces can induce recrossing of the barrier before the free energetic forces are 

sufficiently great to safely drive the system to the product region. In GHT, this effective 

friction is in effect a short-time friction which acts on this time scale; in contrast, in KT, this 

time scale feature is ignored and the full long time scale friction constant (time integral 

formula) is employed. Typically, the equilibrium barrier frequency is sufficiently high – and 

the reaction time scale is sufficiently short – such that these two types of friction (and the 

resulting TCs) can differ significantly, but in the present case, they are almost identical. This 

can be seen from Fig. 5c and Table 2. The reaction time scale from GHT is 𝜏𝑟 ≈ 𝜔𝑒𝑞
−1 = 0.22 

ps; this is an order of magnitude longer than the environmental time scale, (the effective time 

scale for the environmental friction function in Fig. 5c to vanish), so that the full friction 

constant value is established; modulo the small amplitude, though slowly decaying, 

oscillations which have little impact, this time is ~ 0.02 ps. Therefore the GHT effective 

friction and the KT friction constant for the intercalation reaction are the same; ‘memory’ 

effects are negligible. But the friction is very weak---the key ratio of the effective friction to 

the barrier frequency is very small, ~ 0.06, and the predicted negligible frictional recrossing 

is the same in both theories.  

Next we discuss the marked discrepancy of the predictions of both the theories with the 

simulation  result 0.1. The key assumptions of GHT require that all recrossing events, which 

determine the  value, occur on a fairly short time scale in the TS barrier top’s close vicinity; 

in this region, the free energy is taken to be locally parabolic, and the time-dependent friction 
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kernel is evaluated fixed at the TS (KT can be regarded as a special case of GHT in which a 

simple friction constant description suffices46). While these assumptions evidently hold in 

quite a wide range of reaction systems12-13, 28, 47-48, they are very clearly violated here. A 

number of trajectories recross the TS after wandering rather far from the TS, as now 

recounted.   

 

Figure 6. The histogram of proflavine intercalation process trajectories characterized by a 

given number of TS recrossings. Reprinted with permission Copyright (2019) American 

Chemical Society 

First, in Fig. 6, we characterize in more detail the TS barrier top recrossings of the proflavine 

intercalation process. This histogram shows the calculated number of recrossings in each 

trajectory, determined by observing how many times it crosses the TS reaction coordinate 

value, 𝑋 = 4.1 Å. Clearly there are numerous recrossings, in contrast to their incorrect 

description as minimal in GHT and KT. Next, we display in Fig. 7a-c three types of 

trajectories (with Table 2 indicating the occurrence frequency); these are respectively a 

successful RP trajectory, an RR trajectory where the Stable intercalated product is not 

reached, and a PP trajectory, in which the Stable product is ultimately reached; in fact the 

trajectory originated from the P side rather than the R side. All these panels and their insets 

(except for Fig. 7a) show considerable recrossing of the TS involving large excursions in 𝑋 

away from the TS before recrossing (some with considerable time delay), in clear violation of 
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the GHT assumption. This phenomenon has been previously seen in only a few other reaction 

studies. 46, 49-50  

 

Figure 7. Three representative trajectory results following trajectories that crossed the TS 

from the Stable reactant R to the Stable product P side at t=0. The vertical dashed blue line 

denotes time t=0 and the horizontal dashed blue line denotes the reaction coordinate 𝑋’s 

value at t=0. Black solid line trajectories result from the forward simulation and the red solid 

line trajectories are their continuation simulation backwards in time. (a) A reactive RP 

trajectory, with a reasonably straightforward overall successful pathway from Stable 

reactant R to Stable product P. The inset shows recrossings near the TS, with larger 

amplitude recrossings evident prior to t=0. (b) A non-reactive trajectory of the RR variety 

that after the t=0 crossing of the TS moves towards the product P Stable State in the first few 

ps, but later recrosses to ultimately form reactant R. Multiple recrossings, including large 

amplitude ones, before and after t=0 are evident in the trajectory and in the short timescale 

inset, where large amplitude excursions are also apparent. (c) Another non-reactive 

trajectory, here of the PP variety, so termed because even though the Stable product P is 

ultimately formed after crossing the TS at t=0, the history before t=0 shows that the 

trajectory ultimately originated from the product P and not the Stable reactant R. Large 

amplitiude recrossings are evident in the trajectory and the inset. Reprinted with permission 

Copyright (2019) American Chemical Society 

 

 

Table 2. Statistics of RR, RP, PR and PP trajectories 

 

 

 

We can further characterize the recrossing events by estimating the time taken for recrossing. 

To this end, we define and plot a histogram in Fig. 8a of  𝜏𝑟𝑒𝑐𝑟𝑜𝑠𝑠, the time taken between 

consecutive recrossings. The main plot shows that most recrossings occur in a very short 

time, with the inset showing that there is only a small number of recrossings taking more than 

20 ps. But this perspective – while belying the GHT assumption that only very short time 

events are key for the transmission coefficient -- does not tell us how far the trajectory 

No. of trajectories RP RR PP PR 𝜿 

393 87 156 82 68 0.1 
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wanders from the TS before recrossing. To address this key aspect, we calculated the farthest 

value of 𝑋 away from the TS attained by a trajectory before recrossing; its histogram is 

plotted in Fig 8b. It is seen that majority of the recrossing occurs near or perhaps not 

inordinately far from the TS. But a very significant number of trajectories recross after 

wandering far away from the TS region. The fundamental assumptions of GHT (and mutatis 

mutandis KT) are violated. 

 

Figure 8. (a) A histogram of the time taken between consecutive recrossings up to 20 ps. The 

inset shows the corresponding results for the times larger than 20 ps. (b) The histogram of 

the largest magnitude value of 𝑋 reached away from TS by a trajectory before recrossing. 

Reprinted with permission Copyright (2019) American Chemical Society 

 

(b) Exploration of the intercalation mechanism.  Figures 6-8 and their discussion above 

show that the Proflavine intercalation process is a complex one with multiple recrossings -- 

often of large amplitude excursions --  of the selected 𝑋 reaction coordinate from the TS; and 

it is noteworthy that this is despite the TS’s selection via a committor analysis. It seems clear 

that a more extended molecular level view of the process will be required in constructing a 

proper rate description. Here we take a first step in that process by a detailed analysis of the 

overall intercalation process in terms of an extended set of drug, DNA and environmental 

variables.  

Since intercalation is a millisecond long process, it is not possible to obtain the intercalation’s 

molecular mechanism with unbiased simulations. However, our approximate TS 
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determination, followed by the reactive flux approach of running forward and backward 

simulations, enables us to at least probe some important aspects of the unbiased molecular 

mechanism of intercalation. In an effort to shed some light on the intercalation mechanism’s 

molecular level details, we have focused on the all the different trajectory types, especially 

the successful trajectories RP, and have examined the behavior of several quantities in 

addition to the selected reaction coordinate 𝑋. These are the coordinates 𝑑, 𝜑 (see Fig. 1a and 

subsection (b) of Methods); the intercalating base pairs (IBP) variables Rise, Roll, Buckle, 

Shift, Slide, Twist7, 51 and finally several variables related to water in the IBP neighborhood: 

the number of hydrogen bonds between water molecules and the drug, as well as the number 

of waters around the drug and the IBP within 0.34 nm. 

Figure 9 displays plots of the simulation averages of all these variables versus time – both 

before and after the TS passage for all the trajectories --; each starts from CN21 as the TS 

(see Fig. 3 and subsection (b) of the Results section). A global picture of aspects of the 

mechanism in terms of these variables is provided by the Figure’s RP trajectory results 

(magenta graphs in Fig. 9) during 300 ps preceding and 300 ps after the trajectory initiation, 

since within this time frame, Stable reactant and product can be attained. We now examine 

details of these variables’ behavior.  

The distance parameters 𝑋 and 𝑑 are similar if the angle 𝜑 between the drug and the DNA 

changes little, as is the case very near the TS, which we adopt as our central reference point 

in this discussion. They both decrease from their Stable reactant (R) value by about a third as 

the TS is approached, and ultimately each decreases the remaining ~2/3 fraction, to  ~0.1 nm 

in the Stable product (P). The angle 𝜑 for R (~20) and for the TS (~10) are very similar, so 

this variable changes little as the TS is approached. But then it climbs to ~90 in the product, 
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since after intercalation, a small intercalated drug displacement changes 𝜑 from 0 to 180 

producing an average of 90.     

 

Figure 9. The average successful RP reaction trajectory values, versus time before and after 

the TS, of the coordinates 𝑋, 𝑑, ; the IBP variables Rise, Roll, Buckle, Shift, Slide, Twist; 

and the water-related variables the number of hydrogen bonds between water and drug, the 

number of waters around the drug and the IBP within 0.34 nm. The vertical dashed lines 

indicate t=0. The horizontal dashed lines indicate the variable’s value at t=0. The changes in 

some of these profiles are not monotonic in nature. 

 

Turning to the IBP variables, most of the significant Rise increase from R occurs on the way 

to reaching the TS in order to allow the drug access to the intercalation region, with a smaller 

further subsequent increase in the intercalated P state. The Roll first increases to allow drug 

access, but then decreases as the TS is approached, continuing thereafter a large decrease 
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towards P. This decrease when the proflavine completely intercalates is consistent with the 

previous observation by Sasikala et al. and others,7, 37-38 that the Roll is high in the TS 

compared to a relaxed DNA. Buckle (a base variable) being similar to Roll (base pair 

variable) shows similar behavior. 

We now turn to the behavior of the Shift, Slide and Twist motions in Fig. 9. Compared to R, 

the TS is characterized by high Shift and low Slide values. The Shift increases appropriately 

from its normal DNA value of 0 Å in R as the TS is reached; it then rapidly drops 

significantly to the negative intercalated P state value, indicating that the lower BPs are 

shifted towards the major groove more than the upper BPs. The Slide behavior is striking: it 

rapidly and significantly drops from its small positive value in R to a negative value in the TS 

and then rapidly and symmetrically returns to its P state value which is the same as that in R. 

Finally the R state is characterized by an almost normal twist angle, which only decreases 

(i.e., untwisting) somewhat as the TS is approached, with the major untwisting occurring 

after the TS is passed and intercalation is concluded; indeed untwisting is known for 

intercalated DNA52-53. All these variables have significant changes in the neighborhood of the 

selected TS (and beyond), and presumably require inclusion in an improved description. 

Finally, we consider the water variables in the RP trajectory evolution. It is convenient to first 

discuss the numbers of waters around the drug in the separated R state and around the IBP. 

These both change just before the TS is reached, with the former decreasing and the latter 

increasing, by a similar, but not identical, number of water molecules; smaller changes in the 

same directions follow as the drug is completely intercalated. This part of the mechanism 

involves the number of waters around proflavine decreasing as it departs the separated R state 

with its large solvent exposed surface area, and approaches the intercalated state where the 

drug is buried in the DNA. From the IBP perspective, the number of water molecules 
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increases, due to the larger volume in the intercalated state. Correspondingly, the number of 

water-proflavine hydrogen bonds remains same in the product, but increases for the reactant 

state. Since all these variables have a significant change in the selected TS neighborhood and 

beyond, their participation in an improved description seems appropriate. 

Figure 9 and its description have shown that the successful RP intercalation mechanism 

involves many variable changes in and beyond the spatial and temporal neighborhood of the 

TS adopted in the present work. Our discussion above has provided some hints as to which 

additional variables might be included in an improved -- albeit a still reduced -- description of 

the reaction coordinate. An additional source of information here could be to analyze the 

energy flow in the proflavine-DNA-water system subsequent to and in response to the flux 

across the current TS in terms of the power/work formalism, which allows molecular level 

identification and characterization of the energy flow in complex systems.54-56 With a key set 

of variables selected -- and still within the framework of GHT -- the frequency analysis of the 

time-dependent friction involving the forces for these variables could be used to construct the 

detailed, improved reaction coordinate.12 Further studies are undergoing to understand the 

influence of the variables mentioned in Fig 9 in the recrossing dynamics using machine 

learning approach. 

5.6 Conclusion 

We have investigated, via extensive molecular dynamics simulations, the presence of 

recrossing in a large and complex system, the proflavine drug intercalation into DNA in 

aqueous solution. Using an earlier metadynamics free energy surface, we could narrow down 

the transition state region. Umbrella sampling simulations followed by committor probability 

calculations were then employed to find the most accurate transition state (TS) for the 

intercalation process from the minor groove side.  
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This TS identification enabled the investigation of the dynamical recrossing at the TS region, 

which reflects the departure of the rate constant from its Transition State Theory (TST) value; 

the significant recrossing found leads to a very low value of the transmission coefficient 

(TC), indicating that TST significantly overestimates the rate. In contrast to experience in 

many other reaction systems, Grote-Hynes theory (GHT) fails to account for this TC 

predicting insignificant recrossing and a TC close to unity (the same prediction and failure 

occur for Kramers theory). Detailed trajectory investigation shows that many recrossings 

occur far from the TS in both space and time, thus violating the basic assumption of the GHT.  

We have also monitored the change of different variables involved in the intercalation 

process in reactive (RP) trajectories, which portray the unbiased mechanism of the 

intercalation process. We find that the various variables such as Rise, Roll, number of water 

molecules and hydrogen bonds involved, etc. undergo significant changes during 

intercalation in a concerted manner. Hence, inclusion of these variables in an improved 

reaction coordinate description seems worthy of investigation. However, the overall 

mechanism corroborates with that found in our previous equilibrium study7. Overall, our 

study shows that dynamical effects in this bio-molecular system is complex in nature and 

require multifaceted approaches for its elucidation.  
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Conclusion 

6. 1 Summary  

This thesis investigates the phenomenon of dynamical recrossing at the transition state which 

stems from friction arising due to the environment. Transmission coefficient – an estimate of 

recrossing in the system -- was used to investigate the origin of highly-debated internal 

friction. We calculated recrossing and the rate of crossing a barrier in model systems at 

different viscosities to investigate the internal friction in terms of the equations currently used 

in the literature. We found that even for the simplest system of a particle crossing a one-

dimensional barrier, these equations gave rise to the so-called internal friction. Further 

investigations revealed that the presence of memory effects was falsely attributed as the 

internal friction. This thesis work thus draws attention to the flaws of current methods applied 

to estimate internal friction. Through this thesis, we advocate for the need to develop new 

methods to assess the presence of internal friction. Although we showed that the current 

methods cannot unequivocally capture internal friction, we don’t deny the presence of it in a 

real system. We showed that both the memory effects and internal friction can give rise to 

similar trend in the viscosity dependence of the rate. In an effort to see if we can decouple the 

two, we chose two simple models; two atoms interacting via a symmetric one-dimensional 

double well potential and a united butane atom model. However, we find that neither of the 

systems exhibits internal friction. Nevertheless, systems with higher degrees of freedom like 

proteins can display both internal friction and memory effects. In this direction, we studied 

the process of intercalation of an anticancer agent proflavine into DNA through the minor-

groove side. Since intercalation is a milli-second long reaction, we calculated the 

transmission coefficient instead of rate to estimate the internal friction. In the process, we 

realized that there is significant recrossing in the system and dynamical effects are complex 

in nature. We find that theories like Kramers theory and Grote-Hynes theory are inadequate 
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to explain recrossing in the system, thus demanding more detailed theoretical approaches for 

their elucidation. Internal friction for this system still remains to be determined.  

6.2 Future directions  

This thesis brings out the lacunae in estimating internal friction by currents methods when 

memory effects are present. Hence, the first and foremost future objective is to formulate a 

novel method that can accurately measure internal friction in the presence of memory effects. 

This is a challenging quest since internal friction, the friction arising from the solute degrees 

of freedom, can also exhibit memory effects. Nonetheless, this is an essential path worth 

pursuing to unearth the molecular origins of internal friction. Once such a method is devised, 

it can be used to calculate internal friction in complex systems like DNA-drug intercalation, 

protein folding etc. 

 

Figure 1: (a) The two dihedral angles in phenylalanine (b) The free energy surface for both 

the dihedral angles obtained via metadynamics simulations 

From our studies, we deem that not only memory effects, but other factors eliciting failure of 

Kramers prediction can lead to a deviation from the inverse dependence of rate on viscosity. 

This can again lead to misinterpretation of internal friction since current methods used to 

estimate internal friction inherently assume the validity of Kramers theory. One of the 
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unapparent factors that may cause breakdown of Kramers prediction is the multi-pathway 

reactions. For example, the ring flip in phenylalanine is caused by the rotation of dihedral 

angle   (see Fig. 1a). In addition to the direct change in , the dihedral rotation in  can also 

occur via changes in dihedral angle  as is evident from the free energy surface for both the 

dihedral angles shown in Fig. 1b. Thus, the dihedral rotation of  can occur through multiple 

pathways. However, measuring the rate of dihedral rotation in experiment would provide an 

overall rate which includes an weighted average of all the different pathways. Then the 

overall rate may not be an inverse function of viscosity and might give a false positive for 

internal friction. The ring flip in phenylalanine is a simple system through which this 

hypothesis can be verified. 

 

Figure 2: Potential energy surfaces with different amount of ruggedness. The form of the 

potential is 𝑉 = 𝑉0𝐶𝑜𝑠(2𝜋𝑛𝑥/𝐿) + 𝑠𝑖𝑛 (300𝑥) where the first term is the potential used in 

Chapter 3 and  is the measure of ruggedness in the potential energy surface. 

A third future goal is to investigate the relation of ruggedness to internal friction. Zwanzig 

had shown in 1988 that the diffusion in rugged potential is slower than that in a smooth 

potential and the effective diffusion exponentially depends on the height of the ruggedness.1 

The slow folding of some of the proteins had been attributed to the presence of ruggedness in 

the free energy landscape and has been related to the presence of internal friction.2 Using 

Langevin dynamics (thus eliminating the memory effects), one can calculate the rate of a 
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Lennard-Jones particle crossing a rugged barrier. Monitoring the rate behavior at different 

viscosities and different amount of ruggedness in the barrier (see Fig. 2) can reveal the exact 

nature of relationship between ruggedness and internal friction. 
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Addendum 

MD Study of Bivalent Nucleic Acid Ligands for 

Recognition of Repeated Expansions in DNA and RNA 

A.1 Introduction 

Many neurodegenerative diseases like Huntington’s disease, muscular dystrophy etc. are 

associated with trinucleotide repeat expansions in the genes.1-2 Huntington’s disease is an 

autosomal dominant disorder that affects muscular coordination and leads to behavioral 

changes, cognitive decline, and dementia.3 It is caused by an expansion of CAG repeats in the 

first exon of the huntingtin (htt) gene, from a normal range of 6-29 to a pathogenic range of 

40-180.4 The length of the CAG repeats is inversely related to the age of onset.5 Similarly, 

myotonic dystrophy, the most common form of muscular dystrophy is caused by CTG-repeat 

expansion in the 3′-untranslated region (3′-UTR) of the dystrophia myotonica protein kinase 

(DMPK) gene, from a normal range of 5–35 repeats to a pathogenic range of 80 to >2500.6 

Currently there are no effective therapeutic methods to counter these repeat formations. 

Designing modified nucleobases with good binding affinity that will open up these repeats 

and bind with them is a plausible approach to curtail these repeat expansions. However, due 

to the lack of binding energy, modified nucleobases cannot invade stable double DNA 

helices. Nielsen and coworkers7-8 have shown that PNA, a nucleic acid mimic comprising a 

pseudopeptic backbone (Fig.1A) can invade B-DNA where the strand invasion can occur 

through Watson-Crick or Hoogsten base-pairing depending on the sequence context. Yet, 

with the original backbone design, PNA recognition is restricted to mostly homopurine and 

homopyrimidine targets. Mixed-sequence PNA generally does not have sufficient binding 

energy to invade B-DNA. More recently it was shown that PNA, when preorganized into a 
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right-handed helical motif by installing an (R)-stereogenic center at the -backbone (Fig.1B), 

can invade B-DNA without sequence restriction.9 In spite of this recent advance, the 

challenge in being able to accomplish such a task at elevated (physiologically relevant) ionic 

strengths remains. At higher ionic strengths, the ions like Mg2+ make DNA double helix more 

stable. Hence, more energy is needed for invasion of the DNA strand. The required binding 

energy could be attained by replacing natural nucleobases with synthetic analogues having 

improved hydrogen-bonding and base-stacking interactions. However, such an approach 

could compromise recognition-specificity, due to the propensity of ultra-high affinity probes 

to bind DNA (or RNA) (Fig.1C) with closely related sequences, in addition to the intended 

targets and also due to the tendency of PNA strands to self-hybridize. To overcome these 

challenges, the group of researchers under Prof. Danith Ly in Carnegie Mellon University 

developed a novel class of bifacial nucleic acid recognition elements for targeting canonical 

DNA base pairs of DNA (Fig.1D); the dual binding mode improves the binding energy and 

the sequence specificity. We study the feasibility of these bifacial interactions using computer 

simulations.  

A.2 Methods 

(a) Design of the nucleotide:  To augment the binding energy of PNA, while at the same 

time improving its recognition specificity, the group at Carnegie Mellon envisioned the 

application of Janus bases (or JBs) as recognition elements due to their potential for forming 

hydrogen-bonding interactions with nucleobases in both strands of the DNA double helix 

(Fig.1D). Their interactions with double helical DNA were expected to be more favorable 

than that of natural nucleobases (Fig.1E) due to a significant increase in the number of 

hydrogen-bonds and in the degree of base-stacking interactions of the resulting triplex as 

compared to that of a duplex (Fig.1F). An improvement in base-stacking interactions was 

anticipated due to the expanded aromatic ring-systems of JBs and as a result of the formation 
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of base-triads. For every two hydrogen-bonds in A-T or T-A pair, and for every three in C-G 

or G-C that are broken, five new ones are formed upon the invasion of DNA by JBPNA. 

Moreover, the binding will be more sequence-specific because a single base-mismatch that 

would normally occur on one face of a natural nucleobase would occur on both faces of a JB. 

The concept of bifacial nucleic acid recognition is not new. It was conceived by Lehn10 more 

than two decades ago and, subsequently, expounded upon by others in the development of 

Janus-wedges. Despite concerted efforts from several research groups, only a small set of 

Janus-wedges has been developed, and they vary considerably in shapes and sizes, such that 

they cannot be effectively combined in a modular format for recognition of a non-

homogenous nucleic acid sequence. In contrast, the JBs under development were strategically 

designed and optimized so that they contain the appropriate shapes, sizes, chemical 

functionalities, and tautomers for proper recognition of the respective DNA base-pairs 

(Fig.1F).  

(b) Modeling of the triplex: To assess the feasibility of the method, the stability of the 

DNA-JBPNA-DNA triplex needs to be determined. Further, one needs to investigate 

whether JBPNA-JBPNA is more favored over DNA-JBPNA-DNA due to the possibility 

of self-hybridization between PNAs. Hence, molecular dynamics simulations were 

performed to examine the stability of these complexes. A dodecameric PNA containing a 

mixture of all four JBs, H-Lys-EBFDBEFDFDFB-NH2, was chosen as a model system 

(Fig.2A, i). We built the structure of CEG, GFC, ABT and TDA triads using chimera11 and 

optimized them using HF/6-31G* basis set in Gaussian12. Using these optimized triads, the 

helical structure of the DNA-JBPNA-DNA was constructed using the NAB module of 

Ambertools13 (Fig.2A, ii) and that of JBPNA-JBPNA was adopted from an existing NMR 

structure14 (Fig.2B, i and ii). The PNA backbone from X-ray crystal structure, PDB-ID 

3PA015 (note that the MP-side chain was replaced with methyl group), was grafted onto the 
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DNA-JBPNA-DNA helix and then energy minimized to obtain the initial structure used for 

simulations. 

 

Figure 1: (A) PNA, (B) PNA, (C) the binding mode of PNA containing natural 

nucleobases, and (D) that containing JBs. (E) Hydrogen-bonding interactions of natural 

base-pairs, and (F) that of JB-triads. Figure reprinted with permission from natureresearch 

Copyright (2018). 

(c) Molecular dynamics simulations: MD simulations were performed for DNA-JBPNA-

DNA (W-P-C) and JBPNA-JBPNA (P-P) complexes. Each complex was solvated with 

TIP3P16 water molecules in a cubic box, and ions were added to maintain the physiological 

concentration. The systems were energy minimized using the steepest descent method17 and 

then heated to 300 K under a harmonic restraint of 25 kcal/mol/Å on all the heavy atoms. In a 

series of six short simulations, the restraint was gradually released. The final unrestrained 

simulation was performed for 500 ns for each system. Simulations were done in NPT 

conditions, where the Nose-Hoover thermostat18-19 was used to maintain the temperature at 
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300K with a coupling constant of 0.4 ps and the Parinello-Rahman barostat20 with a coupling 

constant of 1.0 ps was used to maintain the pressure at 1 bar. A time step of 2 fs was used, 

and the electrostatic interactions were treated using particle mesh Ewald method21 with a 

cutoff at 10Å. All the simulations were performed using GROMACS-5.122-23. The AMBER 

parmbsc124 force field was used in simulations for both the DNA and PNA. The charges for 

the non-standard PNA bases and the backbones were derived using RED25. 

A.3 Results 

The result of MD simulations showed that the W-P portion of the triplex was stable for 500 

ns (Fig.1A, iii and iv) – the entire duration of the simulation, while the P-C segment 

displayed a significant structural distortion (Fig.2A, iii and v). This is reflected in the number 

of hydrogen-bonds and in the inter-strand interaction energy (Fig.3). The weaker interaction 

of P-C, as compared to that of W-P, could be attributed to the number of hydrogen-bonds 

being fewer and to the fact that hybridization occurs in a less favorable parallel orientation in 

case of the former.26 In contrast, the structure of JBPNA-JBPNA unraveled upon restraint 

release, probably as a result of steric repulsion in the backbone (Fig.2B). Self-hybridization 

was an impending concern in the design of JBPNA due to the complementary nature of the 

two faces of JBs, although it was considered less likely with PNA as a backbone than with 

PNA due to the former adopting helical chirality. Overall, the MD simulations showed that 

not only can JBPNA hybridize to both strands of the DNA double helix, but it is unable to 

hybridize to each other—an important requirement for a successful design of a bifacial 

nucleic acid system. 
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Figure 2: (A) Simulated structure of a DNA-JBPNA-DNA triplex. (i) Sequence of the triplex, 

(ii) initial triplex structure, and (iii) simulated triplex structure. (iv) & (v) Simulated structure 

of the triplex with the respective C and W strands removed for clarity. (B) Simulated 

structure of a self-hybridized JBPNA-JBPNA duplex. Figure reprinted with permission 

from natureresearch Copyright (2018). 

 

Figure 3: (Left) H-bonding and (right) inter-strand energy of W-P and C-P per base-pair 

(excluding terminal base-pair). Figure reprinted with permission from natureresearch 

Copyright (2018). 
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We also tested the development of a new class of nucleic acid ligands, comprising Janus 

bases and MPPNA backbone that are capable of binding rCAG-repeats prevalent in 

Huntington’s disease. We carried out MD simulations of LG1 ligand (comprising of three JBs 

E,I and F; see Fig. 4B) bound to an RNA duplex containing four rCAG-repeats. The complex 

remained stable throughout the simulation, with the four LG1 ligands fitting snuggly in 

between the two RNA strands (Fig. 4A). The number of H-bonds, five for each of the CEG 

and GFC triads and four for AIA (Fig. 4B), remained intact throughout the simulation (Fig. 

2C). Attempts to simulate binding with fewer than four LG1 ligands, however, were 

unsuccessful, as the complexes unraveled upon restraint release (Fig. 4D-E). This finding 

suggests that ligand binding occurs in a cooperative manner with preference for an expanded 

rCAG-hairpin structure, presumably due to intermolecular base-stacking.  
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Figure 4: The results of MD simulations of LG1 ligand binding to an RNA duplex containing 

the sequence r(CAG)4/r(CAG)4. LG1: NH2-EIF-H. (A) Surface representation of the bound 

complex with four separate LG1 ligands and an RNA-duplex containing four CAG-repeats 

before (t=0) and after (t=100 ns) the simulation. (B) H-bonding interaction of the CEG, AIA, 

and GFC triads after the simulation. (C) Number of H-bonds, (D) radius of gyration of PNA-

RNA complex, and (E) root-mean square deviation (RMSD) of the PNA-RNA complex with 

respect to the initial structure. Figure reprinted with permission from American Chemical 

Society Copyright (2018). 

 

A.4 Conclusion 

In summary, we have shown that PNA containing a selected set of JBs could be developed 

and can hybridize to strands of the DNA and RNA double helix without undergoing self-

hybridization. JBPNA is able to invade a highly stable double helical DNA at a 

physiologically relevant ionic strength, whereas a homologue containing natural nucleobases 

is not. Due to their tight binding, significantly shorter probes could potentially be used to 

target the secondary and tertiary structures of RNA in an attempt to elucidate their 

physiological functions. We have also demonstrated the applicability of the methods as a 

means to treat different neurodegenerative diseases. We illustrated that a relatively short 

nucleic ligand, three units in length, comprising J-bases and PNA backbone, is capable of 

binding rCAG-repeats in a sequence-specific and selective manner. Thus this work, done in 

collaboration with Prof. Danith Ly from Carnegie Mellon University, has an important 

implication for the development of millamolecular nucleic acid ligands for targeting repeated 

expansions in DNA and RNA. 
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