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Abstract

Polymer electrolyte membrane fuel cells are environmentally friendly energy conversion

devices where electrical energy is derived from chemical energy. The key role of the

membrane is to prevent the mixing of the reactant gases, to conduct protons from anode

to cathode and to provide insulation to the transfer of electrons. Experimental techniques

and computer simulations have been employed extensively to study structure, surface mor-

phology, membrane deformation, dynamics, hydrophilicity, etc. of various polymer elec-

trolyte membranes. In this thesis, molecular dynamics (MD) simulations (using all-atom

force field) is employed to examine structure/dynamics of molecular transport in hydrated

perfluorosulfonic acid and N,N-diethyl-N-methylammonium triflate([dema][TfO]) ionic

liquid (IL) doped poly-benzimidazole (PBI) fuel cell environments.

In the first part, MD simulations are employed to examine the effect of atomic charge

delocalization on the pendant side chain of hydrated Nafion on the structural and dynam-

ical properties. The sulfur-sulfur radial distribution functions suggest that the sulfonate

groups of the pendant side chain have closer geometric proximity with an increase in

charge delocalization. A complex interplay between sulfur-sulfur, sulfur-water/hydronium

interactions, and water cluster distribution plays a key role in the magnitude of the diffu-

sion coefficient of water molecules and hydronium ions. In the second study, the sim-

ulations predict ionic conductivity increases with wt% of [dema][TfO] IL (in IL-doped

PBI) and temperature and is found to be in qualitative agreement with experimental mea-

surements. Also, the simulations predict that anions of IL preferably interact with the

interaction site on the PBI. In the final investigation, quantum chemistry calculations are

employed to examine proton transport pathways in base rich imidazolium methanesul-

fonate (IMMSA) IL. When IMMSA interacts with two imidazole molecules, one of the

pathways shows barrierless rotation of imidazole molecules. This could be the reason for

high proton conductivity in base rich imidazolium ILs.
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Chapter 1

Introduction
The excessive use of fossil fuels has led to global warming which necessitates the de-

velopment of alternatives for energy technology. Polymer electrolyte membrane (PEM)

fuel cells are environmentally friendly energy conversion devices where electrical energy

is derived from chemical energy stored in simple fuels, such as hydrogen. PEMFCs have

been used for various stationary, portable and transportation applications.1,2 Hydrogen gas

is introduced at the anode, where it dissociates into protons and electrons with the help of

a platinum catalyst. The electrons flow through the external circuit, and the protons are

Figure 1.1: Schematic of PEMFC.

transported to the cathode with the help of electrolytic membrane. Oxygen gas is intro-

duced at the cathode, which interacts with protons and electrons to produce liquid water.
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The chemical reactions are as follows:

Anode:

H2 → 2H+ + 2e− (1.1)

Cathode:
1

2
O2 + 2H+ + 2e− → H2O (1.2)

Overall Reaction:

H2 +
1

2
O2 → H2O (1.3)

The polymer membrane is a vital component of the PEMFC (see Figure 1.1). The mem-

brane prevents mixing of reactant gases and assists in proton conduction across the elec-

trode. The polymer membrane should have high mechanical, thermal stability, chemical

resistivity, and provide insulation to the transfer of electrons and have high proton conduc-

tivity in fuel cell environments.3,4 Several PEMs, such as Nafion (Perfluorosulfonic acid

Figure 1.2: Chemical structure of (a) PFSA (b) ABPBI and (c) PBI

(PFSA)) (see Figure 1.2),3–5 and aromatic membranes such as poly(2,5-benzimidazole)
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Chapter 1 1.1. Humidified membranes

Figure 1.3: Proton transport mechanisms (a) Vehicular diffusion of hydronium ions (b)
Hopping mechanism of proton transport.

(ABPBI), poly[2,2-(m-phenylene)-5,5-bibenzimidazole) (PBI), etc. have been explored

for fuel cell applications. The membranes require charge carriers to conduct protons (via

vehicular diffusion6 or Grotthuss (hopping/structural) mechanism7 (see Figure 1.3)) to

achieve high conductivity desired for commercial applications of PEMFCs. A wide range

of charge carriers such as water,4 phosphoric acid,8 imidazole,5 ionic liquids (ILs),9 etc.

have been explored. A description of literature on humidified and non-humidified mem-

branes is presented in the subsequent sections.

1.1 Humidified membranes

PFSA membranes have a hydrophobic backbone, and the pendant side chain is hydrophilic.

Such structure results in a enhanced phase-separated morphology in hydrated conditions.

The hydrophobic backbone provides mechanical strength and hydrophilic phase assists in

proton transport. PFSA membranes (e.g. Nafion) have been extensively studied4,10–12 us-

ing a wide range of experimental techniques and theoretical methods. Experimental meth-
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ods such as X-ray,13 atomic force microscopy (AFM),14–17 electrochemical mass transport

measurements,18 and contact angle measurements,19–21 etc. have been employed to exam-

ine water uptake, scattering intensity, surface morphology, hydrophilicity, membrane de-

formation, and micelle orientation. A schematic (see Figure 1.4) of Nafion polymer back-

bone, hydrophilic groups, and the water phase illustrates phase separation which occurs

due to hydrated conditions (backbone is not cylindrical rather just a schematic to show

phase separated morphology). The AFM studies confirm stronger phase-separation in hy-

Figure 1.4: Schematic of hydrated PFSA Membrane.

drated conditions as compared to hydrophobic surface depleted of hydrophilic groups in

dry conditions. McLean et al.15 employed AFM and phase imaging methods and showed

a cluster-like structure of the hydrophilic domains. The authors concluded that swelling

and redistribution of hydrophilic clusters is a dynamic process. The current sensing AFM

results from the work of Kostecki and coworkers,22 on Nafion at low relative humidity

(RH) (see Figure 1.5) shows predominantly non-conductive domains responsible for the

limited connectivity in the hydrophilic network. The authors observed a more pronounced

current pattern of more conducting and larger active regions with the increase in RH. The

clustering of hydrophilic domains (conducting areas) increases at high RH. The red color
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Figure 1.5: Synchronized AFM current-sensing image of Nafion. Reprinted with permis-
sion from the work of Kostecki and coworkers.22 Copyright American Chemical Society.

indicates more conductive regions. The current shown in the color scale bar shows that

flow of current increases with increase in hydration (the difference in the magnitude of

values is more at higher hydration levels). A few non-conducting patches appear on the

membrane surface due to hydrophobic backbone. Zawodzinski et al.23 using contact an-

gle measurements observed that the surface of PFSA membrane is relatively hydrophobic

at low RH. Perrin et al.24 employed Small angle neutron scattering (SANS) study on hy-

drated Nafion, and observed (see Figure 1.6) a shift and increment in the ionomer peak in

the SANS structure factors with hydration which demonstrates nanoscale swelling of the

hydrophilic domains. In a review article, Kusoglu and Weber12 compared (see Figure 1.7)

the diffusion coefficient of water molecules in several PFSA (Dow, Aquivion, Flemion,

3M, and Gore-Select) membranes.

In addition to experimental studies, computational methods have been used to exam-

ine structure and dynamics in hydrated PFSA membranes. Classical molecular dynamics

(MD) simulations have been widely employed to investigate membrane morphology and

vehicular diffusion of water molecules/hydronium ions.4,34–41 For example, Vishnyakov

and Neimark34 explored phase segregation at microscopic level in the hydrated Nafion,

and showed that the proton conductivity depends on extent of hydration. Jang et al.35

explored monomeric sequence effects on phase separation and transport properties in hy-

drated Nafion. The authors showed that water diffusion is faster in the dispersed sequence
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Figure 1.6: SANS structure factors of hydrated Nafion (from dry to saturated). The
variation of the mean distance between hydrophobic aggregates d = 2π (1/Q0(λ) - 1/Q0

(λ = 0)), where Q0 is the position of the ionomer peak, as a function of the number of
water molecules per ionic group λ, is shown in the inset. Reprinted with the permission
from work of Perrin et al.24 Copyright American Chemical Society.

compared to the blocky sequence. Cui et al.36 observed the formation of hydrophobic

domains and heterogeneous hydrophilic domains in hydrated Nafion. The authors con-

cluded that clustering of water molecules is minimal at low hydration, and large clusters

are observed only at higher hydration. Venkatnathan et al.37 investigated structure and

transport in hydrated Nafion. The authors reported that diffusion coefficients of hydro-

nium ions is lower than water. Devanathan et al.38 characterized nanostructure of hydrated

Nafion and observed that sulfonate groups move apart with increasing hydration. The au-

thors observed strong sulfonate-water/hydronium interaction leads to a lower probability

of vehicular diffusion of protons at lower hydration. In another study, these authors39

observed that the mean residence time of water molecules/hydronium ions decreases with
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Figure 1.7: Water tracer-diffusion coefficient of PFSA membranes as a function of wa-
ter content (25–30 ◦C), compiled from the pulsed field gradient stimulated spin echo
(PFGSE)- nuclear magnetic resonance (NMR) data in the literature: Nafion (1100
EW),25–30 Dow,25(Flemion,28 Gore-Select,303M,31 as well as anisotropy of D

′
and

stretching effect for Nafion membrane (from Li et al.32,33). Reprinted with the permission
from work of Kusoglu and Weber.12 Copyright American Chemical Society.

hydration. However, the mean residence time for hydronium ions was found to be higher

than water molecules. The diffusion coefficients of hydronium ions using MD simula-

tions were found to be in good agreement with quasielastic neutron scattering (QENS)

experiments. Sunda and Venkatnathan40 examined the structure and dynamics of a differ-

ent PFSA (Aciplex) membrane. The authors observed, that sulfonate-water interactions

decrease with increasing hydration similar to the trends seen in hydrated Nafion. The

diffusion of hydronium ions in hydrated Aciplex was found to be higher as compared

to hydrated Nafion, though the diffusion coefficients of water molecules showed a reverse

trend. In a subsequent study, Sunda and Venkatnathan41 examined structure and dynamics

in pendant side chains of Nafion, Dow, and Aciplex (PFSA) in hydrated environments. A
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schematic (see Figure 1.8) of variation in chain length from simulations and the change in

the nanostructure with an increase in hydration with snapshots is illustrated. The authors

concluded that the extra ether oxygen (of pendant side chain of Nafion) leads to enhanced

interaction between the sulfonate group and hydrophilic phase.

Figure 1.8: Schematic of variation in pendant side chain length. Reprinted with the per-
mission from work of Sunda and Venkatnathan.41 Copyright Royal Society of Chemistry.

Quantum chemistry calculations have also been used to examine the proton transfer

mechanism in membrane fragments and dopants.42–45 For example, a density functional

theory (DFT) study by Paddison42 showed that the ether oxygen atoms (in pendant side

chains of Nafion) are not hydrophilic and attributed it to the strong electron withdrawing

effect of the neighboring -CF2- groups. In a different study, Paddison43 observed that pro-

ton dissociates from the -SO3H group in the presence of minimum three water molecules.

Paddison and Elliott44 showed that the number of water molecules required to connect

these sulfonic acid groups decreases with a reduction in the length of the backbone (-CF2-

groups) (see Figure 1.9). Further these authors45 examined short-side-chain PFSA mem-

brane and investigated the effects of conformational changes in the backbone with varying

water molecules. The authors observed that the membrane backbone could either adopt an

elongated form with all C atoms in a trans-state or a folded conformation due to hydrogen
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Figure 1.9: Fully optimized (B3LYP/6-311G**) global minimum energy structures of
two side chain fragments of the short-side chain perfluorosulfonic acid polymer showing
the connectivity of the hydrophilic groups with explicit water molecules: (a) one H2O
connects the sulfonic acid groups in the C6 fragment; (b) two H2Os connect the sulfonic
acid groups in the C8 fragment; (c) three H2Os connect the sulfonic acid groups in the
C10 fragment. Reprinted with permission from work of Paddison and Elliot.44 Copyright
American Chemical Society.

bonding of the pendant sulfonic acids groups with the water. The authors concluded that

a ‘kinked’ backbone leads to stronger interaction of water with the pendant sulfonic acid

groups and also results in proton transfer from the -SO3H acid group to water with a fewer

water molecules (see Figure 1.10).
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Figure 1.10: Fully optimized (B3LYP/6-311G∗∗) global minimum energy structures of
the two side chain fragment with 5 explicit water molecules: (a) dissociation has occurred
with only one of the sulfonic acid groups with hydrated proton exhibiting a Zundel-like
structure and the PTFE backbone is elongated with the carbons in a trans conformation
through out; (b) both protons are dissociated with one as a hydronium ion hydrogen
bonded to both sulfonates; the backbone is folded with both the sixth and seventh carbon
atoms from the left in nearly cis arrangements. Reprinted with the permission from work
of Paddison and Elliott.45 Copyright Elsevier.

Proton hopping mechanism is also crucial for full understanding of proton conduction.

Since this cannot be modeled using classical MD simulations, this has been explored us-

ing reactive MD simulations,47 Self consistent iterative multistate empirical valence bond

(SCI-MS-EVB),46,48–50 and ab initio MD (AIMD) simulations.51–53 Petersen and Voth46

employed SCI-MS-EVB to characterize hydrated Nafion. The authors concluded that hop-

ping (discrete component) and diffusion mechanism (continous component) are of similar

magnitude and anti-correlated, (see Figure 1.11) which results in an overall lower proton

diffusion. Feng and Voth49 showed occurence of Zundel and Eigen ions depends on the

distance from the sulfonate group. Voth and coworkers50 examined several morphologi-

cal models (see Figure 1.12) of hydrated Nafion and showed that different models show

distinct proton transport patterns and hence different rates of proton diffusion.

Choe and coworkers51 employed first-principles MD simulations to model proton dy-

namics in hydrated Nafion. The authors obtained proton diffusion coefficients to be 0.3
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Figure 1.11: Total mean-squared displacement (black) and the continuous (red) and
discrete (blue) components of the mean-squared displacement of proton in Nafion.
Reprinted with permission from work of Voth and coworkers.46 Copyright American
Chemical Society.

× 10−5 cm2/s and 7.1 × 10−5 cm2/s for λ = 4.25 and 12.75, respectively (λ is num-

ber of water molecules per sulfonate group). Ilhan and Spohr52 employed Car–Parrinello

MD simulations to examine the nature of water/protons in cylindrical pore consisting of

CF3SO3H and CF3–CF3 molecules (see Figure 1.13). The authors observed that in the

first step, protons dissociate and then is transferred from the polymer to water molecules

to form an ion pair (sulfonate-hydronium) at λ = 3. The authors concluded that proton

transport depends on the continuity of hydrogen bonding network. Devanathan et al.53

performed AIMD simulations on hydrated Nafion and reported proton diffusion coeffi-

cient at λ = 15 to be 0.9 × 10−5 cm2/s, which is close to the experimental measurements.

To summarize, proton conduction in hydrated PFSA membranes varies with hydration,

interaction of water with sulfonate groups, length of side-chain, and polymer segmental
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Figure 1.12: Upper left: snapshot of the cylinder-type model at hydration level 15; the
axis of the cylinder is on the Z direction. Upper right: snapshot of the lamellar model at
hydration level 15. Lower left and right: snapshots of the cluster model from two different
perspectives; the clusters are connected on the Z axis. Red spheres represent the oxygen
atoms, white spheres represent the hydrogen atoms, yellow spheres represent the sulfur
atoms, and the rest represent the Nafion backbone atoms. Reprinted with permission from
work of Voth and coworkers.50 Copyright American Chemical Society.

motions. The challenge in the design of such electrolytic membranes is to enhance the

transport properties without undermining the mechanical stability.12

1.2 Non-humidified membranes

PEMs which require humidification for proton conduction limit the deployment of these

fuel cells with operating temperatures restricted to the boiling point of water. The oper-

ation of these fuel cells at higher temperature is also favored to reduce catalyst poison-
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Figure 1.13: Sketch of the model pores for λ = 2.5. The eight CF3-CF3 and the four
CF3SO3H entities are arranged in a helical pattern. Pore atoms are shown as a density
map and water molecules as stick models. Printed with permission from work of Ilhan
and Spohr.52 Copyright IOP Publishing.

ing, and hence, suitable alternatives as proton carriers have been explored.54,55Aromatic

membranes such as ABPBI, PBI doped with phosphoric acid have been explored for high-

temperature fuel cells. These membranes possess excellent properties such as high ther-

mal, chemical and mechanical stability, high conductivity at elevated temperatures and are

available at low cost.8,56–61 PBI membrane has a high glass transition temperature (430

◦C), excellent chemical resistance, and mechanical strength which stems from the aro-

matic backbone. These membranes are promising alternatives for the operation of high

temperature fuel cells. ABPBI membrane has N atom on imidazole ring which serves as a

proton acceptor56and can interact with dopants like phosphoric acid. ABPBI, has higher

affinity towards phosphoric acid as compared to PBI due to absence of phenyl ring in the

former (see Figure 1.2).

Phosphoric acid is amphoteric and has a high boiling point, which makes it a suitable

proton conductor for fuel cell applications.58 The phosphoric acid doped PBI has high

proton conductivity (0.07 Scm−1) in fully doped conditions and is comparable to the state-
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Figure 1.14: Conductivity of Nafion and acid doped PBI membranes as a function of
Relative Humidity at different temperatures.60 Temperatures are indicated in the figure
printed from work of Li et al.61 Copyright John Wiley & Sons.

of-the-art Nafion membrane (see Figure 1.14) at higher temperatures.61 A few computa-

tional studies have been performed on benzimidazole (BIM) based membranes. Pahari et

al.62 investigated structure and dynamics of phosphoric acid doped PBI membranes at a

varying concentration of phosphoric acid using MD simulations. The authors observed

no phase separation (see Figure 1.15) and phosphoric acid molecules form inter and in-

tramolecular hydrogen bonds at all concentration of phosphoric acid. Venkatnathan and

coworkers63 performed MD simulations to examine structure and dynamics in neat BIM,

phosphoric acid, and phosphoric acid-BIM mixtures. The authors observed that diffusion

coefficients of BIM decrease with increasing phosphoric acid concentration, whereas the

diffusion of phosphoric acid increases. The RDFs showed a strong hydrogen bonding in-

teraction between the imine N of BIM and hydrogen of phosphoric acid. Venkatnathan

and coworkers64 examined structure and dynamics of phosphoric acid doped ABPBI and

characterized the effect of polymer chain length (dimer to decamer). The authors observed
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Figure 1.15: Snapshots of PBI–phoshporic acid mixed systems (1:4, 1:8, and 1:14)
Reprinted with permission from work of Pahari et al.62 Copyright American Chemical
Society.

that the inter and intra-chain interactions change insignificantly with chain length. The au-

thors proposed decamer to be optimum for computation of structure and dynamics. Pahari

and Roy65 employed MD simulations on phosphoric acid doped PBI and ABPBI. The au-

Figure 1.16: (a) Interaction of a Nafion-side-chain fragment with a TEATF IL unit. TFA
approaches towards hydrogen atom and TEAH+ towards the oxygen atom of the sul-
fonic acid end-group of the membrane fragment. (b) Mechanism of proton transfer in
a TEAH+...TEA...TFA- complex. Reprinted with permission from work of Kumar and
Venkatnathan.66 Copyright American Chemical Society.

thors showed that ABPBI has more affinity towards phosphoric acid as compared to PBI
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due to more number of hydrogen-bonds in ABPBI than in PBI. Iojoiu and co-workers67

examined triethylamine (TEA)-saturated and triethlyammonium-triflate (TEATF)-doped

Nafion and suggested proton transport occurs via cationic clusters. Kumar and Venkat-

nathan66 employed quantum chemistry calculations on TEATF-doped Nafion membrane

and examined proton transport pathways (see Figure 1.16). The authors proposed that

hydrogen bonding interaction of anions, present in the medium, with the free base in-

creases its basicity and thus facilitates faster proton conduction. Shirata and Kawauchi68

Figure 1.17: Optimized structures of (a) N-type, (b) O-type, (c) OH-type, and (d) π-type
interactions at the B97X-D/6-311G(d,p) level of theory. Reprinted with permission from
work of Shirata and Kawauchi.68 Copyright American Chemical Society.
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employed DFT calculations to examine the interaction of phosphoric acid with BIM with

different configurations. The authors explored several interactions (see Figure 1.17) and

observed that N-type to be strongest (followed by O-, OH-, and π-type). Vilčiauskas et

al.69 investigated proton transport mechanism in neat phosphoric acid using AIMD simu-

lations. The authors showed that interplay of polarizable hydrogen-bonds and frustrated

hydrogen-bonding is responsible for high proton conductivity. Further, the authors ex-

amined proton transfer mechanism, structure, and dynamics in phosphoric acid-imidazole

mixtures.70 However, PBI is preferred due to loss of mechanical strength of ABPBI with

increasing concentration of phosphoric acid. Another drawback of ABPBI membrane is

its poor solubility in common solvents employed for membrane casting methods.71 Also,

phosphoric acid doped PBI membranes have disadvantages like leaching and condensa-

tion of phosphate groups at high temperatures.72 Hence, alternatives to phosphoric acid

such as ILs are explored.

ILs are considered as a promising alternative due to their excellent properties such

as high thermal stability, low vapor pressure, wide electrochemical window, and high

anhydrous ionic conductivity. These properties make ILs a promising dopant in elec-

trolytic membranes and thus enabling operation of PEM fuel cells at higher operating

temperatures (>100 ◦C). A protic ionic liquid (PIL) is defined as a combination of a Brøn-

Figure 1.18: Formation of Protic Ionic Liquid.

sted base and Brønsted acid, where the base accepts a proton from the acid (see Fig-

ure 1.18).73 The use of PILs as proton carriers has been explored for high-temperature
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fuel cells.73–87 A wide range of PILs as a prospective proton conducting material and un-

derlying proton conduction mechanism in PIL, in PIL with excess of one constituent, or

in PIL doped membranes have been investigated for fuel cell applications.9,73,88–91 Sood et

al.90 demonstrated IL (triethylammmonium trifluoromethanesulfonate, TEAMS) doping

in Nafion (neutralized with triethylamine, TEA) enhances the ionic conductivity in anhy-

drous conditions. The conductivity of IL doped membrane increases with wt% of IL (see

Figure 1.19).

Figure 1.19: Conductivity vs temperature of Nafion–TEA+x%TEAMS (4–29 wt %) un-
der anhydrous conditions. Reprinted with permission from work of Sood et al.90 Copy-
right American Chemical Society.

1.3 Molecular dynamics simulations

A chemical system such as an atom, molecule or a macromolecule (polymer, biomolecule)

can be represented by a model. The molecular models are constructed using standard

softwares (e.g. MOLDEN,92 Gaussview93 etc.) and represented as coordinates. The co-
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ordinate representation of a chemical system provides information on bonds, angles and

dihedrals. The coordinates can be described in cartesian coordinates (xyz) or internal co-

ordinates (Z-matrix). An example of Z-matrix for water molecule is shown in Figure 1.20.

Figure 1.20: Z-matrix of water molecule.

The matrix shows the atoms (O and 2 H atoms) of water molecule, distance between H

and oxygen atom is denoted by B1 and B2 respectively and the angle H-O-H is denoted

by A1. The coordinates can be extracted from experiments such as XRD or NMR. The

visualization of these models play an important role in understanding various physical and

chemical processes. Some of the most commonly used molecular visualization softwares

are VMD94 and Chimera.95 For example, a visual representation of a polymer in CPK

representation is shown in Figure 1.21.

Figure 1.21: Visual CPK representation of a polymer.
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MD simulations are based on Newton’s equations of motion where the forces between

atoms are derived from an empirical potential. The force field (which depends on coordi-

nates) or total potential energy (Vtotal) can be written as:

Vtotal = Vbonds + Vangles + Vtorsion︸ ︷︷ ︸
Vbonded

+Velectrostatic + Vvdw︸ ︷︷ ︸
Vnon−bonded

(1.4)

Vbonded =
∑
bonds

kb
2

(r − r0)2 +
∑
angle

kθ
2

(θ − θ0)2 +
n=0−5∑
torsion

Cn(cos(ψ))n (1.5)

kb and kθ are force constants for bonds and angles respectively, r0 is the equilibrium bond

length and θ0 is the equilibrium bond angle. Cn is called the torsional coefficient, ψ = φ-

180◦, where ψ is a torsion angle. The non-bonded potential (Vnon−bonded) energy is defined

as:

Vnon−bonded =
∑
ij

4εij

[(
σij
rij

)12

−

(
σij
rij

)6]
+

1

4πε0

qiqj
εrrij

(1.6)

where, εij is the depth of potential well, rij is the distance between atoms, σij is the dis-

tance at which potential energy is zero, qi and qj are the charges on atom i and j. εr is

the dielectric constant and ε0 is permittivity of vacuum. The force-field parameters can

be obtained from experiments or quantum chemistry calculations. The accuracy of sim-

ulations and calculation of macroscopic properties depends on the choice of force-field

parameters. Broadly, force fields are classified as all-atom force fields, united atom force

fields, coarse-grained force fields and reactive force fields. The commonly used classi-

cal force fields are CHARMM,96 AMBER,97 OPLS-AA,98 COMPASS,99 GROMOS,100

etc. Among these, the OPLS-AA force field is widely used to study ILs and polymer

membranes.40,101–103
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1.4 Quantum chemistry methods

The objective of quantum chemistry methods is to solve the time independent Schrödinger

equation,104 which is written as:

ĤΨi = EiΨi (1.7)

Ψi is the wave function and represents the state of chemical system under investigation

ith state. Ei is the energy of the system in the ith state and Ĥ is the Hamiltonian operator

for any chemical system. Since nuclei are heavier than electrons, the nuclei are assumed

to be static, where electrons can move in the field generated by the nuclei. Thus, using

Born-Oppenheimer approximation104 the nuclear kinetic energy term is neglected and the

nuclei-nuclei repulsion term is kept as constant and the and the corresponding Schrödinger

equation can be written as:104

ĤelecΨelec = EelecΨelec

Etotal = Eelec + Enucl

(1.8)

where Ĥelec is called as electronic Hamiltonian operator; Ψelec represents electroninc

wavefunction and the corresponding energy is denoted by Eelec; Enucl represents nuclear

energy and Etotal is total energy. Some of the most popular quantum chemistry methods

are DFT, Møller–Plesset perturbation theory, configuration interaction, coupled cluster,

multi-configurational self-consistent field etc. Among these methods, DFT is used due

to relatively lower computational cost to investigate large molecular systems. A brief

description of DFT is presented in the next section.

— [ 21 ] —



Chapter 1 1.4. Quantum chemistry methods

1.4.1 Density functional theory

DFT105,106 uses the electron density, n(r), as a central quantity. The ground state energy

(E0) is written as:

E0 =

∫
n(r)ν(r)dr− 1

2

N∑
i=1

< ψi|∇2
i |ψi > +

1

2

∫ ∫
n(r)n(r′)

|r − r′|
drdr′+Exc[n(r)] (1.9)

where ν(r) is the external potential. The second term denotes the kinetic energy of a non-

interacting system. The third term is the classical expression for the interaction energy.

The fourth term (Exc) is the exchange correlation energy. The Kohn-Sham equations are

(in principle) exact, if an appropriate Exc can be determined. In the next section, exchange

correlational functionals are briefly discussed.

1.4.2 Exchange correlation functionals

The exchange-correlation functionals are classified as follows:

1.4.2.1 Local-density approximation (LDA)

The local density approximation (LDA) for the exchange and correlation energy is as

follows:

ELDA
xc [n(r)] =

∫
n(r) εLDAxc (n(r) dr (1.10)

where ELDA
xc [n(r)] is the exchange-correlation energy per particle of the homogeneous

electron gas of density [n(r)]. The common LDA functionals are Perdew-Zunger (PZ)107

Perdew-Wang (PW),108 and Vosko-Wilk-Nusair (VWN).109

1.4.2.2 Generalized-gradient approximation (GGA)

Since the electron density is typically not spatially uniform which implies LDA approach

has limitations. The correlation functional can be improved by invoking its dependence
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on local value of density as well as the extent to which the density changes locally. The

exchange correlation functional with the GGA depends on the density and its gradient and

is written as:

EGGA
xc [n(r)] =

∫
n(r) εGGAxc (n(r), |∆n(r)|) dr (1.11)

Some examples of GGA functionals are: Perdew, Burke and Ernzerhof (PBE)110 and

BLYP (Becke correlation functional; Lee, Yang, Parr).111

1.4.2.3 meta-GGA and hybrid functionals

The functionals which involve the second derivative of the electron density are termed as

meta-GGA functionals.112,113 Additionally, these functionals implement higher derivatives

of electron density/kinetic energy density and its gradient. A few examples of meta-

GGA functionals are B95, B98, TPSS etc. The hybrid functionals are combination of

the Hartree-Fock exchange and DFT exchange-correlation. Some examples of exchange

correlation functionals used in computational chemistry are: B3LYP,109,114–116 M05,117

M05-2X,117 M06-2X,118 B97-D (Becke’s 97 Dispersion).119

1.5 Scope of the thesis

The objective of the thesis is to examine structure, dynamics and proton transport in

polymer electrolyte membranes using MD simulations and quantum chemistry calcula-

tions. The detailed theoretical principles of MD simulations are available elsewhere.120–123

The detailed theoretical principles of quantum chemistry calculations can be seen else-

where.104,105 The rest of the thesis is organized as follows: Chapter 2 describes the ef-

fect of atomic charge delocalization on the pendant side chain of hydrated Nafion mem-

brane on the structural (radial distribution functions (RDFs), cluster analysis) and dynam-

ical properties (mean square displacement (MSD), diffusion coefficients and ionic con-
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ductivity) using MD simulations. Chapter 3 describes structure and dynamics of N,N-

diethylmethyl ammonium triflate doped PBI membrane using MD simulations. Chapter

4 describes proton conduction in imidazolium methanesulfonate (IMMSA) IL with vary-

ing imidazole (IM) concentration using DFT. Chapter 5 presents the key findings from

previous chapters, followed by a short discussion on possible future directions.

——~——~——~——
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Chapter 2

Charge Delocalization Effects on Nafion

Structure and Water/Proton Dynamics in

Hydrated Environments

2.1 Introduction

In this chapter, the effect of charge delocalization (on the pendant side chain of Nafion)

on structure and dynamics is explored. A description of literature from computational in-

vestigations on the effect of atomic charges on structure and dynamics in hydrated Nafion

is presented. Paddison43 employed quantum-chemistry calculations on hydrated model

polymers and concluded that the excess electron density on the sulfonate group (due to

the dissociation of a proton from the sulfonic acid group) is delocalized by the neighbor-

ing electron withdrawing CF2 groups on the Nafion pendant side chain. Eikerling et al.124

performed DFT calculations on hydrated sulfonyl imide moieties and reported that the

microscopic details of charge separation due to dissociation of proton and charge delo-

calization are essential for the understanding of proton/water mobility. Mikami et al.,125

using DFT calculations, examined the intermolecular hydrogen bonding interactions be-

tween CF3O(CF2)2SO3
− and water, and showed that the interaction of water molecule is

stronger with the oxygen atom of the sulfonate group compared to ether oxygen atoms.

In another study, Vila and Mosquera126 reported a reduction in the proton affinity of the
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ether oxygen due to fluorination of ether moieties.

Vishnyakov and Neimark127 used MD simulations and showed that the CF2 groups and

ether oxygen atoms closest to the sulfonate groups of the pendant side chain of Nafion pos-

sess a substantial negative charge. Urata et al.128,129 showed that the hydrophobic behavior

of ether oxygen atoms is due to the electron withdrawing effect of fluorination. Urata et

al.,130 using MD simulations, observed that water molecules have a preferential binding

with the sulfonate groups of pendant side chain of Nafion. Wu et al.131 have shown that

simple mixing rules for non-bonded interactions between the oppositely charged ions lead

to incorrect results and can lead to the overestimation of the hydronium ions binding to the

sulfonate groups.132 Voth and coworkers133 reported sulfonate-hydronium ion interaction

has minimal influence on the proton diffusion.

Spohr et al.134 investigated the effects on the proton diffusion of the charge delocal-

ization on the sulfonate groups, the motion of the sulfonate groups and the side chains

using the empirical valence bond model. The authors employed side chains attached to

the cylindrical walls and excluded the hydrophobic backbone of the membrane in their

study. The authors proposed that the charge delocalization on the pendant side chain of the

Nafion membrane is one of the critical factors which affect proton conduction. However,

there have been no MD simulation study on full PFSA membrane or other functionalized

membranes under hydrated conditions to understand the effects of the charge delocal-

ization on structural and dynamical properties. This is important since the hydrophobic

parts of PFSA membranes form a continuous phase separate from the water phase and,

hence, affect the morphology of water domains. Under varying charge delocalization,

this hydrophobic phase could change morphology and in turn, impact the water cluster

morphology.

In this chapter, we performed classical MD simulations (T = 353 K) on hydrated

Nafion with varying charge delocalization on its pendant side chain. Properties such as
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i) intermolecular RDFs ii) the clustering of water molecules and iii) the diffusion co-

efficients of water molecules and hydronium ions were calculated. Since classical MD

simulations cannot account for proton hopping mechanism, only the vehicular diffusion

of proton (hydronium ions) is calculated. The remaining part of the chapter is organized as

follows: Section 2.2 describes the computational details of the MD simulations of charge

delocalization on various hydrated Nafion mixtures, Section 2.3 presents the effects of the

charge delocalization on RDFs, water clusters and diffusion coefficients.

2.2 Computational details

The chemical structure of a Nafion monomer is shown in Figure 2.1a. GROMACS 4.6.7135

software was used to perform MD simulations. The force-field parameters for the Nafion

backbone were taken from the OPLS-AA force-field database.98 The charge delocaliza-

tion was modeled by using the unscaled charges on the pendant side chain of Nafion (ob-

tained from the study of Sunda and Venkatnathan41). For example, q = 0.70q0 is obtained

using q0 = 0.75 (q0 is denotes unscaled charge and is the total charge on the sulfonate

group). Similarly, other charge models such as q = 0.63q0, 0.500, 0.380 and 0.250 were

also employed. Depending on the charge model (q), the remaining charge was distributed

equally on the remaining pendant side-chain atoms of Nafion. The input configurations

are obtained as follows: A single decamer chain of Nafion along with 10 hydronium ions

was energy minimized and replicated 48 times. The equivalent weight (EW) of the mem-

brane is 1100 which is defined as the weight of the polymer divided by the number of

sulfonate groups. The resultant mixture, containing 48 Nafion chains and 480 hydronium

ions, was used as an input for the simulated annealing by warming from (at 50 K/250 ps)

353 K to 1000 K and cooled back (at the same rate) to 353 K, with a total simulation time

of 8.25 ns. The final system obtained from the annealing procedure was solvated with
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(a) 1440 water molecules corresponding to the hydration value of λ = 3, where λ denotes

the number of water molecules per sulfonate group, (b) 4320 water molecules, which cor-

responds to λ = 9 and (c) 7200 water molecules corresponding to λ = 15. The typical

configuration of a hydrated Nafion mixture is shown in Figure 2.1b. The hydrated config-

Figure 2.1: (a) The molecular structure of the Nafion decamer (EW = 1100) simulated
in the present study. 48 Nafion chains have been placed with 480 hydronium ions and
different amounts of water molecules. (b) A snapshot (λ = 15) illustrating Nafion (green
color) with sulfonate groups shown in red color, the blue color represents water, and
hydronium ions are shown in white.

urations were energy minimized further using the steepest descent algorithm. The cut-off

for the non-bonded interactions was set to 1.2 nm, and the leapfrog algorithm was used

to integrate the equations of motion with a time step of 1 fs. The hydrated Nafion mix-

tures were equilibrated for 20 ns using the NPT ensemble. The Berendsen136 barostat was

used to maintain 1 bar isotropic pressure. The velocity-rescale thermostat, with a coupling

time of 0.1 ps, was used to keep a fixed temperature. The particle mesh ewald (PME)137

method was used for the calculation of the long-range electrostatic interactions. The equi-

libration was followed by a 35 ns production run using the NVT ensemble controlling the

temperature by the Nosé–Hoover138 thermostat. The trajectories were recorded every 5 ps
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to analyze the structural and dynamical properties of all hydrated Nafion configurations.

The simulated densities at λ = 3, 9 and 15 are 1.75, 1.68 and 1.59 g/cm3 respectively

are in good agreement with work of Venkatnathan et al.37 and Wise et al.139 The simulated

densities (see Figure 2.2) show insignificant change with charge delocalization.

Figure 2.2: The simulated densities for hydrated Nafion mixtures at T = 353 K, for
different charge delocalization and hydration levels.

2.3 Results and discussion

2.3.1 Radial distribution functions

The RDF (gAB(r)) is calculated as:123

gAB(r) =
1

〈ρB〉local
1

NA

NA∑
i∈A

NB∑
i∈B

δ(rij − r)
4πr2

(2.1)
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where, NA and NB is the number of A and B particles respectively, rij is the distance

between ith and jth particle, 〈ρB〉local is the particle density of type B at a distance r,

averaged over all spheres around particles A.

In a review article by Devanathan,10 the author has reported that the width of the

water channel and the proton conductivity of hydrated Nafion membranes, is closely re-

lated to the distribution of the sulfonate groups. This distribution can be characterized

by sulfur-sulfur (S-S), RDF.40 Figure 2.3 shows the S-S RDF at T = 353 K and with

charge delocalization (decreasing charge on the sulfonate group). At λ = 3 (q0) the peak

maximum in S-S RDFs appears at 6.0 Å and further decreases to 5.2 Å (0.25q0). At

λ = 9 (q0) the peak maximum appears at 6.2 Å and shifts to 5.0 Å (0.25q0). Similarly,

at λ = 15 (q0) the peak maximum at 6.4 Å shifts to 5.0 Å (0.25q0) with an increase in

charge delocalization. The peak maximum at λ = 15 (q0) is in agreement with previously

reported results.35,37,130,140 The S-S RDFs suggest that increasing charge delocalization

(corresponding to decreasing charge on sulfonate groups) leads to a very pronounced shift

of the first maximum to the smaller distances. The shift in peak maximum is observed

for all simulated water concentrations. Hence, increased charge delocalization leads to

the obvious reduced repulsion between the sulfonate groups. Paddison and coworkers141

have shown that the proton dissociation occurs at lower hydration and with lower energy

barriers if the separation between side chains is reduced. Hence, it can be concluded that

the charge delocalization could influence proton transfer due to the decreased separation

between the sulfonate groups.

To characterize the interactions between the sulfonate groups and water/hydronium

molecules, the corresponding RDFs between the sulfur (S) and the water oxygens (OW)/

hydronium oxygens (OH) were calculated (see Figures 2.4 and 2.5). The position of the

peak maximum for S-OW RDFs (see Figure 2.4) shifts slightly towards larger distances

with increasing charge delocalization which implies a slight decrease in S-OW interac-
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Figure 2.3: S-S RDFs, at (a) λ = 3 (b) λ = 9 and (c) λ = 15, with varying charge (q0,
0.70q0, 0.63q0 , 0.50q0, 0.38q0, and 0.25q0) on the sulfonate group. The position of the
RDF peak maximum is shown within the graphs.

tions leading to the larger separations.

The peak maximum in S-OW RDFs is observed at 3.9 Å (q0) which is in agree-

ment with the work of Venkatnathan et al.37 The value of peak maximum shifts to 4.3

Å (0.25q0), with an increase in charge delocalization. Similarly, the peak maximum for

S-OH (sulfur and hydronium) RDF (see Figure 2.6). shifts slightly to larger distances with

increasing charge delocalization. To understand the interactions of the water molecules

with pendant side chain oxygen atom (labeled as OE and OS in Figure 2.1a of Nafion)
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Figure 2.4: S-OW RDFs at (a) λ = 3 (b) λ = 9 and (c) λ = 15, with varying charge (q0,
0.70q0, 0.63q0, 0.50q0, 0.38q0, and 0.25q0) on the sulfonate group. The position of the
RDF peak maximum is shown within the graphs.

OE-OW and OS-OW RDFs were also calculated (Figure 2.8). These RDFs suggest that

at the highest charge delocalization (0.25q0) the interactions of water molecules with the

pendant side chain oxygen atoms are significantly increased as compared to the lowest

charge delocalization (q0).
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Figure 2.5: S-OH RDFs at (a) λ = 3 (b) λ = 9 and (c) λ = 15, with a varying charge (q0,
0.70q0, 0.63q0, 0.50q0, 0.38q0, and 0.25q0) on the sulfonate group. The position of the
RDF peak maximum is shown within the graphs.

2.3.2 Water cluster distribution

The Nafion side chains are hydrophilic due to the presence of the sulfonate groups. In

hydrated environments, this results in phase separation and leads to the formation of the

water clusters which is important for proton conduction.142 Prior studies34,36,143,144 have

reported a change in the cluster size distribution with varying hydration, from isolated

water molecules (at lower water concentration) to larger water domains (for higher wa-
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Figure 2.6: RDFs of the pendant side-chain oxygen atoms with water molecules. (a)
OE-OW (b) OS-OW at λ = 15 (where OE and OS are oxygen atoms present in the side
chain and OW is oxygen atom of water molecule).

ter concentration). The formed water clusters facilitate proton conduction. Hence, it is

important to understand the effect of the charge delocalization on the clustering of water

molecules. In this work, the water molecules were considered to be clustered if the min-

imum distance between water molecules (oxygen atoms) was less than 3.6 Å (distance is

close to the first solvation shell).145 The average cluster size was calculated as where N is

the number of clusters of a particular size, Cs is the size of a cluster of water molecules

and n is the total number of clusters.

Avg =

∑n
s=1NCs∑n
s=1Cs

(2.2)

Figure 2.7a shows the average water cluster size with charge delocalization at different

hydration levels. At lower hydration (λ = 3), water clusters could not be observed in this
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Figure 2.7: (a) The average cluster size of the water molecules at a cut-off of 3.6 Å and
T = 353 K, λ = 15 and λ = 9 and (b) the average number of clusters at λ =15 with charge
delocalization.

work and is consistent with the findings of Devanathan et al.146 Further, water cluster

sizes decrease monotonically with the increase in charge delocalization, which implies

decreasing phase separation. It can be seen from Figure 2.7b that the largest water cluster

is observed for the charge q0; the size of the largest cluster decreases with an increase in

the charge delocalization.

2.3.3 Water diffusion and Hydronium transport

The translational diffusion coefficients of water molecules and hydronium ions were cal-

culated by analyzing their MSD using the Einstein relation,123

lim
(t→∞)

〈‖ri(t)− ri(0)‖2〉i∈A = 6DAt (2.3)

where, ri is the center-of-mass position of molecule, ri(0) and ri(t) are positions of atoms

at time t = 0 and t respectively. DA is the self-diffusion coefficient calculated from the

linear regime of the corresponding MSD (Figure 2.8).
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Figure 2.8: Time dependence of the MSDs of water molecules (a, b, c) and hydronium
ions (d, e, f).

Figure 2.9 shows the diffusion coefficients of (a) water and (b) hydronium. At λ =

15 (q0) the calculated self-diffusion coefficient of water molecules and hydronium ions

is 1.34 × 10−5 cm2/s and 0.39 × 10−5 cm2/s respectively. These values are in good

agreement with the work of Devanathan et al.37 (1.37 × 10−5 cm2/s (water) and 0.22 ×

10−5 cm2/s (hydronium ions)) and Jang et al.35 (1.43 × 10−5cm2/s (water) and 0.29 x

10−5cm2/s (hydronium ions)). The increase in charge delocalization leads to reduced

electrostatic interactions between the sulfonate group and water molecules and is ex-

pected to show increased diffusion coefficient of water molecules. The water diffusion
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increases (see Figure 2.9) initially with charge delocalization (on reducing the charge on

sulfonate group from q0 to 0.50q0) and decreases further with excessive charge delocaliza-

tion (0.63q0 to 0.25q0). A comparison of diffusion coefficeints of hydronium ions (from

Figure 2.9: The diffusion coefficients of (a) water molecules and (b) hydronium ions vs.
charge (q) on the sulfonate group at λ = 3, λ = 9 and λ = 15.

this work) with experiments and previous simulations in shown in Figure 2.10. As ob-

served, the vehicular diffusion coefficients from this work are in qualitative agreement

with trends observed from experimental, ab initio MD, MS-EVB studies and are in excel-

lent agreement with previously reported from classical MD simulations. Earlier studies on

Nafion,36 SPEEK,147 and PFIA148 membranes have shown that water diffusion increases

with increasing water cluster sizes. In contrast, in this work the diffusion coefficients of

water molecules increases at λ = 15 from 1.34 × 10−5cm2/s (q0) to 1.68 × 10−5cm2/s

(0.50q0), though a four-fold decrease in average water cluster sizes (see Figure 2.7) is ob-

served. Similar trends are observed at λ = 9, with insignificant changes seen at λ = 3. This

effect could be explained in the following manner. For charge delocalization from q0 to

0.50q0 water molecules experience less electrostatic attraction from the sulfonate groups

which results in a higher diffusivity though there is a decrease in water cluster sizes. How-

ever, when charge delocalization is relatively higher (0.38q0 and 0.25q0), the water cluster
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Figure 2.10: The diffusion coefficients of (a) water molecules and (b) hydronium ions
vs. charge (q) on the sulfonate group at λ = 3, λ = 9 and λ = 15.

size decreases significantly and negate the effects due to the smaller electrostatic attrac-

tion between the sulfonate groups and water molecules thus reducing diffusivity. It is also

possible that the water molecules are trapped along the side chains at higher charge de-

localization, due to the larger negative charge being distributed on the pendant side chain

atoms, which leads to reduced diffusivity of water molecules. This trapping effect can

be elucidated by stronger interactions between water molecules and pendant side chain

oxygen atoms, at very high charge delocalization as compared to those at lower charge

delocalization as suggested by the RDFs (Figure 2.5).

——~——~——~——
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Chapter 3

Computational Investigation of a Protic

Ionic Liquid doped Poly-benzimidazole:

Fuel Cell Electrolyte

3.1 Introduction

In this chapter, ion transport in N, N- diethyl-N-methylammonium triflate ([dema][TfO])

doped PBI membrane is modeled using MD simulations. Noto et al.149 proposed pro-

ton transport occur via cation clusters in triethylamine saturated and triethylammonium-

triflate IL doped Nafion. Liu et al.150 observed high conductivity in a trimethylammonium

phosphate IL doped nano-filtration membrane. Mogurampelly and Ganesan151 observed

using MD simulations increased mobility of ions with increasing [BMIM][PF6] IL wt%

in poly(ethylene oxide) polymer electrolytes containing a LiPF6 salt. Blanchard et al.152

investigated a family of neat trimethylamine ILs using the PFGSE-NMR spectroscopy and

concluded the absence of proton hopping (structural diffusion).

A commonly investigated protic IL is the [dema][TfO]. Nakamoto and Watanabe153

observed proton activity of [dema][TfO] to be higher than phosphoric acid. The au-

thors investigated around 80 different protic ILs. The authors proposed [dema][TfO] is a

promising electrolyte due to following reasons: facile electrode reactions (hydrogen ox-

idation, oxygen reduction at Pt electrode), open circuit voltage (OCV) of 1.03 V at 150
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◦C which is close to the theoretical OCV, wide liquid range, and high ionic conductivity.

The authors also found that the proton activity of [dema][TfO] to be higher than that of

phosphoric acid. Sunda102employed MD simulations and concluded that diffusion of ions

increases with increasing [dema][TfO] IL wt% when doped with Nafion. Lee et al.154

observed that conductivity at 80 IL wt% of [dema][TfO] doped sulfonated polyimides to

be comparable to hydrated Nafion. Liu et al.155 observed better stability and high ionic

conductivity in [dema][TfO] IL doped PBI. The authors observed that activation energy

of ionic conductivity decreased with IL wt% due to free ionic mobility. Using the con-

ditions described in the experimental work of Liu et al.,155 we employ MD simulations

to calculate structure and dynamics in varying [dema][TfO] IL wt% doped with PBI with

effect of temperature. The simulations will unravel various interactions in [dema][TfO]

IL doped PBI which is not reported from the experimental study. Further, the simulations

will provide insights on the diffusion of cations and anions separately and comparison

of ionic conductivity with experimental study. The computational details to create con-

figurations which represent the experimental choice of IL wt% are discussed in section

3.2. Section 3.3 discusses the elucidation of ion-ion, ion-PBI interactions, ionic diffusion,

and conductivity in varying [dema][TfO] IL doped PBI environments. A summary of key

findings concludes this chapter.

3.2 Computational details

The chemical structure of PBI and [dema][TfO] ion pair is shown in Figure 3.1. The

force-field parameters for PBI were taken from the OPLS-AA force-field database.156

Earlier reports on neat ILs have shown that unit charge on the cations and anions leads to

underestimated diffusion coefficients.157–159 To alleviate this, scaled partial charges were

proposed/implemented by Maginn and coworkers,160 Sprenger et al.97 and Nasrabadi and
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Figure 3.1: The chemical structure of (a) PBI, (b) [dema] cation, and (c) [TfO] anion.

Gelb.103 In this work, the force field parameters for [dema][TfO] were extracted from the

work of Nasrabadi and Gelb,103 which were originally developed by Lopes et al.161 The

system sizes which represent the compositions of [dema][TfO] doped PBI are shown in

Table A3 (Appendix A).

Figure 3.2: Density of [dema][TfO] doped PBI vs. temperature.

The simulation protocol for input generation, equilibration, and production run of

varying composition of [dema][TfO] IL doped PBI at different temperatures are shown

— [ 41 ] —



Chapter 3 3.2. Computational details

Figure 3.3: Simulation protocol for input generation, equilibration and production run
of varying compositions of [dema][TfO] doped PBI at various temperature. The steep-
est descent algorithm was employed for energy minimization. The timestep to integrate
equations of motion was 1 fs, and the leapfrog algorithm123 was used as an integrator
for the equations of motion. The cut-off for the non-bonded interactions was 1.2 nm.
The PME137 method was used to calculate the long-range electrostatic interactions. Each
system was equilibrated for 20 ns in the NPT ensemble with an isotropic pressure of 1
bar using Berendsen barostat. The temperature was kept constant using a velocity-rescale
thermostat162 with a coupling time of 0.1 ps. The equilibration for all IL doped systems
was followed by a production run in the NVT ensemble using the Nosé–Hoover thermo-
stat.138

in Figure 3.3. The densities from equilibration are shown in Figure 3.2. The simulated

density for PBI at 300 K (1.29 g/cm3) is in good agreement with the experimental results

(1.2 - 1.34 g/cm3).163,164 The simulated density for neat IL (1.27 g/cm3 at 303 K) agrees
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with the value of the experimental report by Yasuda et al.165

The snapshots of configurations (extracted from the trajectory of the production run)

show (Figure 3.4) ionic clusters at 50 IL wt% and interconnected ionic channels at 83 wt%.

The trajectories from the production runs (recorded every 5 ps) are used for calculation

of RDF123 and diffusion coefficients (ionic conductivity), as discussed in the next section.

All RDFs discussed here are from MD simulations at T = 433 K.

Figure 3.4: The snapshots of configurations obtained from the production run at T = 433
K at (a) 50 wt%, and (b) 83 wt% of [dema][TfO] IL. Grey color (surf representation)
represents membrane, blue color (line representation) represents cation, and red color
(CPK representation) represents anion using line representation of VMD.

3.3 Results and discussion

3.3.1 Structure

The RDFs can be categorized as ion-ion and ion-PBI interactions. The ion-ion interactions

are described by cation-cation and anion-anion RDFs (see Figure 3.5 a,b). Except at 50

wt%, the cation-cation interactions (see Figure 3.5 a) show a primary peak at v7 Å and a
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minimum at v9 Å, a broad and reduced intensity of the secondary solvation shell between

9 Å to 12 Å. In contrast, at 50 IL wt%, the cation-cation interactions appear with a primary

peak at 7.2 Å, with a significantly reduced intensity and a minimum at 8.5 Å. However,

the secondary solvation shell shows more distinct features with a broad peak at 9.4 Å and

a minimum at 12.3 Å. The anion-anion interactions (see Figure 3.5 b) show the following

features: Except at 50 IL wt%, a broad primary solvation shell appears with a peak at v7.5

Å, with a minimum at v10 Å. However, at 50 IL wt% (similar to cation-cation RDFs), the

interactions have a reduced intensity compared to other IL wt%. Also, the RDFs shows a

sharp primary peak at a relatively shorter distance (6.5 Å) and a first minimum at 8.1 Å.

The sharp structural features of cation-cation and anion-anion RDFs at 50 IL wt% support

the existence of disconnected ionic clusters (see Figure 3.4).

The ion-PBI interactions are characterized by choice of interaction sites on the cations/

anions and PBI, as seen from the RDFs (see Figure3.5 c,d,e,f). The cation-PBI RDFs

calculated between the acidic proton of the cation (HD) and the free nitrogen atoms (N1

and N2) of the imidazole ring of PBI (see Figure 3.5 (c,d)). At all IL wt%, the HD-N1 (see

Figure 3.5 c) and HD-N2 RDFs (see Figure 3.5 b) show a primary peak at v2.2 Å with

a minimum at v3.0 Å. A higher intensity secondary peak at v5.4 Å and minimum at v7

Å is also observed. The smaller intensity of primary peak of cation-PBI RDFs suggests

that the cations do not prefer to interact with the PBI at shorter distances. The anion-PBI

RDFs were calculated between the oxygen atoms of the anion and the acidic protons (H1,

H2) of PBI. A sharp peak at v1.9 Å (see Figure 3.5 e), and v1.7 Å (see Figure 3.5 f)

is observed from the O-H1 and O-H2 RDFs, respectively. Both RDFs show a minimum

at v2.7 Å and illustrate strong hydrogen bonding interaction between the oxygen atoms

of anion and PBI. The RDFs show the interaction of oxygen atoms with the H2 atom is

stronger compared to interactions with the H1 atom. Similar trends are seen in RDFs at

other temperatures (see Figure B1 - B3 of Appendix B).
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Figure 3.5: PBI has two free N atoms (labelled as N1 and N2) and two acidic protons
(protons attached to N, labelled as H1 and H2, see Figure 3.1). N atoms of PBI can
interact with an acidic proton of cation, (HD) and the acidic protons of PBI (H1 and H2)
can interact with F and O atoms of the anion. The RDF for (a) cation (ND atom)-cation
(ND atom) and (b) anion (S atom)- anion (S atom) (c) cation (HD atom) – PBI (N1 atom),
(d) cation (HD atom) – PBI (N2 atom) RDF (e) anion (O) – PBI (H1) RDF and (f) anion
(O) – PBI (H2) RDF at T = 433 K.

3.3.2 Dynamics

The mobility of cations and anions is characterized by MSD. The MSDs (see Figure 3.6)

at lower IL wt% and temperature (e.g. 50 wt% and T = 313 K - 433 K; at 67 wt%, T =

313 K - 353 K, at 75 wt%, T = 313 K - 333 K etc.) show sub-diffusive behavior of cations

and anions.
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Figure 3.6: MSDs of cations and anions, at different IL wt% and temperature

At other wt% and temperature, linear diffusion of cations and anions are observed.

The diffusion coefficients (see Figure 3.7 (a, b)) of cations and anions were calculated

from the linear regime (obtained from the production run of simulations) of the MSD

(see Figure 3.6) using Einstein equation.123 The effect of IL wt% on diffusion coefficients

shows larger increase (between 67 IL wt% and 83 IL wt%) at lower temperatures. E.g.,

at T = 433 K, the diffusion coefficeint increases by a factor of ∼3 for cations and anions.

However, at T = 373 K, the diffusion coefficient increases by a factor of ∼5 for cations

and ∼7 for anions respectively. The effect of temperature (T = 373 K to T = 433 K) on
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Figure 3.7: Temperature-dependent diffusion coefficients of (a) cation and (b) anion (c)
Ionic conductivity. Experimental conductivities are from the work of Liu et al.155

the diffusion coefficient for cations/anions increase by a factor of ∼3. However, at 67 IL

wt%, The diffusion coefficients of cation increases by a factor of∼3.5 and anions by∼4.4

respectively.

The ionic conductivity was calculated using the Nernst-Einstein equation123 which is

written as:

NAe
2

Vmol kBT
(D+ +D−) (3.1)

where, NA is Avogadro number, Vmol = mol.wt
Density

, D+ and D− are the diffusion coefficients

of the cations and anions, N is the number of ion pairs, T is the temperature, e is the charge
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of an electron and kB is the Boltzmann constant. The simulated ionic conductivities are

in qualitative agreement (see Figure 3.7 c) with the experimental ionic conductivities. At

T≤ 373 K, the simulated ionic conductivities are higher by a factor of 1.4 - 1.7 compared

to experimental ionic conductivities. At T = 433 K, the simulated ionic conductivities are

higher by a factor of 1.8 - 2.5 compared to experimental conductivities. The higher ionic

conductivity with increasing IL wt% supports the presence of well developed intercon-

nected ionic channels (see Figure 3.4) and supports experimental results.155,166

——~——~——~——
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Chapter 4

Quantum Mechanical Investigation of Pro-

ton Transport in Imidazolium Methane-

sulfonate Ionic liquid

4.1 Introduction

In this chapter, proton transport pathways in imidazolium methanesulfonate (IMMSA) IL

were examined using quantum chemistry calculations. In IMMSA PIL, the constituting

acid (MSA) and base (IM) interact to form hydrogen bond(s), where the proton from the

acid partially or totally dissociates and transfers to the base forming anion (MS−) and

cation (IMH+). This phenomenon depends on the strength of the acid and base and can

be determined by their aqueous ∆pKa values167,168 for an acid, A, and base, B, reacting to

form cation BH+ and anion A−, ∆pKa is defined as the difference between the pKa values

of BH+(aq) and A(aq). Davidowski et al.,169 using NMR spectroscopy and electronic

structure calculations on diethylmethylamine (DEMA) based PILs with different anions,

argued that a more accurate prediction of proton transfer (PT) from acid to base in the

PIL can be achieved by examination of gas phase proton affinity (PA) of the acid/anion.

Hunt et al.170 reviewed hydrogen bonds present in a range of PILs. These hydrogen bonds

are (a) protic hydrogen bonds, formed through mobile hydrogen between electronegative

atoms of proton donating and accepting species, and (b) aprotic hydrogen bonds, formed

between the hydrogen atoms in alkylic groups of a molecule and electronegative atoms,
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such as N and O, of another molecule.

Lee et al.154 showed that proton conduction in PIL-doped membranes occurs mainly

due to proton exchange between cation and free base. The experimental studies on the ef-

fect of acidity on proton transport, using 1H and 15N NMR spectroscopy, have shown that

proton diffuses mainly with the anion if the acid in PIL is weak, while for strong acid it

diffuses with the cation. Nakamoto et al.9 synthesized a novel ionic liquid, benzimidazole-

bis-(trifluoromethane-sulfonyl)imide, and characterized its transport properties at varying

concentration of base using 1H NMR chemical shifts and Raman spectroscopy. The au-

thors observed that increasing base concentration leads to faster proton transport due to

higher Grotthuss diffusion, where proton hops between the cation and base. Thus, pro-

ton transport in a PIL can occur either via vehicular diffusion or via a combination of

Grotthuss and vehicular diffusions.

Of various bases, IM, due to its amphoteric nature, has been widely studied in pure

form or as a constituent of PIL for its use as an electrolyte and as a dopant in the mem-

brane (or IM derivatives attached to membrane backbone) for high-temperature fuel cells.5

IM has a high boiling point (256 ◦C) with pKa values: 6.99 for imidazolium (IMH+) and

14.44 for IM.171 Proton conduction in liquid IM occurs through vehicular motion of IMH+

and IM ions, generated through its self-dissociation,5,172,173 and Grotthuss diffusion of a

proton from IMH+ ion to IM molecule.174,175 After each step of proton diffusion, rota-

tion of IM molecules is necessary for the subsequent PT. The rotation causes breaking

and regeneration of hydrogen bonds with the surrounding IM molecules by overcoming

the energy barrier equivalent to a number of bonds breaking in the process, and, thus it

controls the rate of proton transport.5 Kumar and Venkatnathan176 reported energy barrier

of IM rotation for two, three, and four IM molecules as 8.0,17.1, and 20.0 kcal/mol, and

showed them to be equivalent to the number of hydrogen bonds broken during the rotation

of the IM ring.
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Experimental results show evidence of similar phenomenon of ring rotation in proton

conduction in crystals and PILs containing IM as one of the constituents. Goward and

coworkers,177 using solid state NMR, did an extensive study of proton transport in IM-

based proton conductors. Their results show IMH+ ion ring rotation along the C2-axis

in solid IMMSA with a barrier of 38 ± 5 kJ/mol. This barrier increases to 128 kJ/mol,

depending on the chemical properties of the acidic constituent. The authors attributed

this large barrier to strong electrostatic interactions between IMH+ ions and the coordi-

nating anions. Conrad and co-workers178 measured ionic conductivity of IMMSA and

reported energy barriers of 36.3 ± 3.2 kJ/mol in solid phase and 20.3 ± 0.13 kJ/mol in

the melt, respectively. A lower activation energy barrier of 21.4 ± 4 kJ/mol in solid im-

idazolium oxalate was also reported, attributed to breaking of relatively weaker bonds,

i.e., hydrogen bonds, during ring rotation.179 Traer and Goward180 examined dynamics

of proton transport in solid imidazolium methylphosphonate (IMMPA) and observed the

slower rotation of IM ring, compared to IMMSA. The authors concluded that rotation of

both methylphosphonate and IMH+ ions contribute to ionic conductivity.

While phosphates are good proton conductors, at higher temperatures they condense

into pyrophosphates resulting in a decrease of proton conductivity irreversibly.181 How-

ever, sulfonate functional group is chemically stable and is part of side chains of PFSA

membranes, such as Nafion, which facilitates proton conduction. MSA, a prototype

of these membranes, is a strong nonhalogenated acid and bears low toxicity and high

biodegradability, which makes it an ecofriendly electrolyte.182 Almeida and Goward183 in-

vestigated proton dynamics in sulfonic acid based pristine salts, such as benzimidazolium

methanesulfonate (BMSA), IMMSA, and imidazolium trifluoromethanesulfate (IFMS),

and in salt-polymer composites. The authors proposed that proton conduction in BMSA

salt occurs via rotation of the anions only; in IFMS salt via rotation of cations only; and

in IMMSA salt via rotation of both cations and anions. Proton conduction phenomena
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was attributed to the available space for rotation of constituents of an IL: in BMSA, larger

size of benzimidazolium ion restricts its rotation, whereas anion has ample space to freely

rotate; in IFMS, rotation of anion is inhibited due to steric hindrance between CF3 groups;

and in IMMSA, both anion and cation have enough space for their unrestrained rotation.

IMMSA offers several advantages such as high electrochemical window of 2.0 V,

good thermal stability, favorable plastic crystal behavior, and easy synthesis making it a

potential candidate for high-temperature PEMFCs.178 In pure IM, hydrogen bonding in-

teractions occur among IM molecules and IMH+ and IM ions. Thus, in IMMSA, an MSA

molecule will interact with these chemical species of IM and another MSA molecule. In

this chapter, static electronic structure calculations were employed to investigate various

possible routes for PT in IMMSA, in the presence of increasing IM molecules. Although

these static calculations do not consider dynamic structural changes, they still offer excel-

lent insights to understand interactions among molecular constituents and the energetics

associated with proton transport pathways.44,184–186 The computational details are pre-

sented in section 4.2. The structure and energy barriers involved in PT in IMMSA and

with varying IM molecules are presented in section 4.3.

4.2 Computational details

All quantum calculations were performed using Gaussian 09 suite of programs.187 Hybrid

DFT with Becke’s three-parameter functional B3LYP109,114–116 with 6-311++G∗∗ basis

set was used. All systems explored in the study were optimized, followed by frequency

calculations to ensure minimum energy geometry. The barriers at each PT step, structural

and rotational, was examined through transition state (TS) structure, which was obtained

by employing Berny algorithm using GEDIIS,188 and were confirmed by the presence

of one imaginary frequency. A restricted, if otherwise not mentioned, potential energy
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surface (PES) scan, followed by optimization, was performed on a structure by moving

the hydrogen atom to examine PT between participating atoms or by rotating a molecule to

investigate reorganization. The intrinsic reaction coordinate calculations were performed

on the TS structure to confirm its connectivity with initial and final structures.

The stability of various possible geometries of a complex was examined by calculating

electronic energy along with zero point energy (ZPE) corrections. A PES scan is usually

followed by a TS search, and the calculation of barriers through TS calculations are re-

ported with and without ZPE corrections. All ZPE corrected energy barriers are reported

in parentheses. The gas phase PA of a substrate (B) was calculated as negative of heat of

reaction (∆H) for proton addition. For example, if proton addition reaction is

B +H+ → BH (4.1)

then PA of B = -(∆H). The value of ∆H = -∆Eelec−∆ZPE + 5
2
RT, where ∆(Eelec+ ZPE)

is (Eelec + ZPE)BH - (Eelec + ZPE)B, and 5
2
RT includes translational energy 3

2
RT and PV

term (= RT) of the proton. The interaction energy of a complex is calculated as the energy

difference between complex and the sum of isolated species, i.e., Eint = Ecomplex - ΣEi,

where Ecomplex is the energy of the complex, and Ei = electronic energy + ZPE of species

i. The PA of a complex depends on which atom in the complex the proton interacts, and

accordingly, PA is referred with respect to that particular atom. The reverse of the above

reaction is the deprotonation, and the corresponding deprotonation energy has the same

magnitude as PA.

4.3 Results and discussion

The chemical structures of MSA, MS− ion, IM, IMH+ ion, IM− ion, and IMMSA are

shown in Figure 4.1 (along with interatomic distances of interest). The possible inter-
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Figure 4.1: Chemical structures of MSA, MS− ion, IM, IMH+ ion, IM− ion, and
IMMSA. Color code: dark blue, dark gray, light gray, red, and yellow spheres represent
N, C, H, O, and S atoms, respectively.

actions among these species in IM rich IMMSA leading to proton conduction can be

categorized as (i) between MSA and IM, (ii) between IMH+ and IM, (iii) between IM−

ion and IM, (iv) between MSA and IM−, and (v) between MSA and MS− ion. Apart from

these, other interactions are also possible and are discussed in the latter part of the chapter.

These interactions arise from hydrogen bonds, such as O-H···N, O···H-N, and O···H-C,

forming among neutral molecules and charged species, and electrostatic interactions be-

tween charged species. The strength of hydrogen bonds depends on interatomic distances

and angle between interacting atoms, whereas the strength of electrostatic interactions

depends on the size of the charged species and distance between them.

4.3.1 PA vs ∆pKa

Proton conduction depends on the concentration of charged species and their mobility in

the surrounding medium. In IL or in base rich IL, charged species are generated either
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due to PT from an acidic constituent to the basic molecule or complex or due to autopro-

tonation. The transfer of a proton from one component and its acceptance by another are

widely determined by experimentally measuring ∆pKa value in the aqueous phase.168 An

approximate value of ∆pKa of any IL can be estimated using quantum chemistry calcula-

tions. An alternate, and well-accepted method,169 is via calculation of ∆PA (∆PA = PA

of anion − PA of base). A comparison of calculated vs experimental PA is shown in Ta-

ble A1 of Appendix A. To understand relationship between ∆pKa, ∆PA, and location of

the exchangeable proton, calculations were performed to estimate ∆PA value of a series

of ILs consisting of IM as a common base and are presented in Table A1.

The results in Table A1 show that proton does not move from acid to base in IM···

CH3SO3H (pKa of CH3SO3H = 1.92),178 IM···CF3COOH (pKa of CF3COOH = 0.23),189

and IM···CH3COOH (pKa of CH3COOH = 4.76).190 ILs due to low acidity of the acidic

components. In these ILs, the concentration of charged species due to self-dissociation

will be lower. CF3SO3H (pKa = 14.7)191 and HTFSI (pKa = 10)192 (bis(trifluoromethanesu-

lfonyl)imide) are relatively stronger acids. Hence in these ILs, IM-CF3SO3H and IMH-

TFSI, the proton moves to the base and generates charged species. In terms of ∆PA

values, ∆PA < 90 kcal/mol will lead to PT from acid to base. This has been further con-

firmed by calculation of ∆PA for another set of ILs containing DEMA (pKa = 10.5)192

as a common base. The results are shown in Table A2 of the Appendix A. To examine

the effect of dispersion, PA calculations with B3LYP-D3 functional, using the Gaussian

09 revision D.01193 software, were performed. These calculations show that the effect of

dispersion on PA and ∆PA is insignificant (see Table 4.1 below and TableA1 and TableA2

of the Appendix A).

In an IM rich IL, an extra IM molecule interacts, via hydrogen bonding, with sur-

rounding base or acid molecules, or with ions. This interaction leads to change in acidity

and basicity of the system. Table 4.2 shows the effect of extra IM molecules on PA of IM
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Table 4.1: Chemical formula of each ion pair, ∆pKa = (pKa(base) - pKa(acid)) values
of the IL, calculated using experimental aqueous pKa values of base and acid, calculated
gas phase ∆PA = (PA of anion - PA of base), and final position of the proton in each ion
pair (∆PA values in parentheses are calculated using B3LYP-D3 functional).

System ∆pKa ∆PA (kcal/mol) Final position of proton

IM-HTFSI 24.44 68.32 (68.86) Proton transfers to IM

IM-CF3SO3H 29.14 73.23 (73.33) Proton transfers to IM

IM-CH3SO3H 16.36 93.44 (93.43) Proton remains with CH3SO3H

IM-CF3COOH 14.21 93.81 (93.68) Proton remains with CF3COOH

IM-CH3COOH 9.68 119.29 (119.48) Proton remains with CH3COOH

and IM ion. The left half of the table illustrates the effect on PA of imidazole chain with

increasing IM molecule, and the right half is for the corresponding anion of the chain. An

increase in IM molecules in an imidazole chain increases the PA of the complex. This

increase is significant up to three IM molecules in the chain. Due to the negative charge

on IM ion, its basicity is higher than for a neutral IM molecule. The table shows opposite

trend for PA of IM ion: PA decreases up to three molecules in the chain, and addition of

more molecules does not have a significant effect. This indicates that increasing length

of a neutral imidazole chain increases its proton acceptance ability, and the ability trend

reverses for the anionic chain. There is not much effect of IM addition on PA value of the

chain, with more than three molecules. This also supports previous work176 that in liquid
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IM an extra proton is stabilized by a chain of three IM molecules and proton exists on the

middle IM molecule, extra charge shared by two surrounding molecules. Table 4.2 also

illustrates that autoprotonation of a longer chain will generate smaller charged complexes

provided satisfying the ∆PA criterion.

The movement of a charge or charged species in the surrounding medium can be due

to their motion in the bulk phase, due to structural changes in the medium or due to a

combination of both. In the next part of this chapter, structural changes and energy barriers

for PT in IMMSA, and in IMMSA with one and two IM molecules, were examined. The

initial configurations of IMMSA and IMMSA with one/two IM molecules were chosen

by fully considering the cation-anion interactions such as hydrogen bonds, electrostatic

interaction, and steric factors. Proton conduction in IM based system requires rotation

of all molecules in the hydrogen bonded network. Hence, rotation of molecules was

considered, and the lowest activation energy pathway through calculation of TS structure

is presented in this chapter.

4.3.2 Interaction and proton transport in IMMSA

[MSA]/[IM] = 1:1 composition (also referred as IMMSA) is chosen to investigate PT

possibilities. As seen in Figure 4.1, proton does not transfer from MSA to IM, and this is

corroborated to ∆PA > 90 kcal/mol (PA values of MS− ion (see Figure B4 a of Appendix

B) and IM are 319.55 and 226.09 kcal/mol, respectively). The O-H bond in the acid

increases from 0.96 to 1.04 Å. The figure also shows that IM and MSA interact via two

hydrogen bonds, shown as dotted lines in Figure 4.1, to form an adduct with an interaction

energy of 15.5 kcal/mol. One hydrogen bond is O-H···N, and the other is O···H-C. As

defined by Hunt et al.,170 the former hydrogen bond is protic and the latter is aprotic.

The above results of elongation of O-H bond, non-transfer of proton from MSA,

and formation of two hydrogen bonds on its interaction with an IM molecule were ob-
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Table 4.2: Gas phase PA of IM and IM− with increasing IM content.

System PA (kcal/mol) System PA (kcal/mol)

IM 226.09 IM− 349.79

(IM)2 245.88 (IM...IM−) 332.45

(IM)3 257.49 (IM2...IM−) 321.53

(IM)4 262.53 (IM3...IM−) 316.83

(IM)5 265.07 (IM4...IM−) 314.49

(IM)6 266.50 (IM5...IM−) 313.22

tained without inclusion of solvation effects. The calculation of gas phase ∆PA con-

firms/validates the final position of proton. The solvation effect can be studied by choos-

ing an appropriate solvation model194 that requires an a priori knowledge of dielectric

constant, which is not available in the literature for IMMSA IL. Alternatively, smaller

ensembles of monomers to form dimer, trimer, tetramer, etc., of IMMSA can also be gen-

erated and optimized using gas phase quantum chemistry calculations, and the results can

be extrapolated to understand the behavior in bulk IMMSA IL. The quantum chemistry

calculations on larger n-mers of IMMSA are computationally intensive and also complex

due to many possible initial configurations. As a prototypical example, geometry opti-

mization of an IMMSA dimer was performed, where the resultant structure is shown in
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Figure 4.2: Structural changes on loss and gain of proton followed by reorganization
of molecules in IMMSA. Structure (a) represents [MSA]/[IM] = 1:1, i.e., IMMSA. The
optimized structure shows proton does not transfer from MSA to IM. Complex (b) was
obtained when complex (a) loses the proton, marked by a circle. Structure (c) was ob-
tained by subsequent gain of a proton by oxygen O1 in structure (b). Structure (d) is
the TS structure for IM rotation where hydrogen bonding interactions between molecules
break. Final structure (e) shows regeneration of hydrogen bonds. Structures (e) and (a)
are the same. Energy barriers without and with ZPE corrections (in parentheses) are
reported.

Figure B5 of Appendix B. Unlike the case of IMMSA monomer this structure shows PT

from MSA to IM where the resultant MS− ion and IMH+ ion are interlinked via a hydro-

gen bonding network. Further an increased number of hydrogen bonds are observed in

IMMSA dimer in comparison to IMMSA monomer. Similar quantum chemistry calcula-

tions (excluding solvation effects) have also been widely reported.45,66,176,195–197

4.3.3 Interaction of IMMSA with one IM molecule

The changes in structure and intermolecular interactions on addition of one IM molecule

to IMMSA to form a [MSA]/[IM] = 1:2 composition is chosen for examination of PT. The
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Figure 4.3: PES of proton transfer in mixture of [MSA]/[IM] = 1:2, i.e., IMMSA with
one IM molecule. Structure (a) is the resultant optimized geometry of mixture forming
MS···IMH···IM complex. In structure (a), N1 and N2 represent nitrogen atoms of IMH+

ion and IM molecule, respectively, and H represents labile proton. Proton transfers from
IMH+ ion to IM molecule through TS structure (b). Structure (c) is the correspond-
ing product where IM molecule and IMH+ ion interact with the MS− ion via hydrogen
bonding network. Energy barriers without and with ZPE corrections (in parentheses)
are reported. The atomic distances, N1-N2, in parentheses are for the corresponding
IMH+···IM system.

comparison of PA of MS− ion and (IM)2 gives ∆PA = 73.72 kcal/mol (< 90 kcal/mol),

which shows that proton will transfer from MSA to IM molecule leading to formation of

charged species. The optimized structure is shown in Figure 4.3a. The calculated interac-

tion energy of the structure is 18.71 kcal/mol. This generation of charged species in this

system is similar to previous studies3,198 on CF3HO2POP(CF3)O2H, where it has been

shown that charge separation forming ion pair occurs on addition of the water molecule

that induces long-range proton hopping mechanism. Structure (b) is the TS for PT from
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IMH+ ion to IM (proton involved is circled), and structure (c) is the corresponding prod-

uct. N1 and N2 represent two nitrogen atoms bonded via hydrogen atom, H. The atomic

distances, N1-N2, in parentheses are for corresponding IMH+···IM system. The increas-

ing N1-N2 distance, in comparison to IMH+···IM, in structure (a), indicates an electro-

static interaction of MS ion with the IMH+ ion; where these ions arise from PT from

MSA to IM molecule. The PT from N1 to N2 in the complex occurs if the distance is 2.55

Å, which is almost same for IMH+···IM, with an energy barrier of 4.93 kcal/mol (3.41

kcal/mol with ZPE corrections). The electrostatic interaction results in higher energy bar-

rier than for PT from IMH+ ion to IM (ca. 0.72 kcal/mol, without ZPE corrections).176

In TS structure (b), MS− ion is also hydrogen bonded to a second IM molecule. On com-

plete transfer of the proton to the second IM molecule leading to structure (c), the N1-N2

distance increases to 3.14 Å and ∠N1-H-N2 angle decreases from 163◦ to 123◦, weaken-

ing the hydrogen bonding interaction between two IMs. However, there is an increased

hydrogen bonding interaction (indicated by O-H distance = 1.61 Å) between second IM

molecule and MS− ion in structure (c), which leads to higher reverse energy barrier (6.09

kcal/mol). This shows that, all species, MS− ion, IM, and IMH+ ion, in structure (c) are

interlinked by hydrogen bonds and are more stable than structure (a). In conclusion, an

addition of one IM molecule to IMMSA promotes proton dissociation from MSA, which

results in an ion pair formation; where the role of the second IM molecule is to stabilize

the ion pair. As the proton is trapped, it would be an energy intensive proton conduction

via structure (c). There are other possibilities of PT, where complex (a) can lose proton

to surrounding medium and subsequently gain it, following rotation. This mechanism is

explored in the following subsections.
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4.3.4 Loss and gain of proton

The complex (a) can lose a proton from the N-H bond in second IM molecule to the

surrounding ion or molecule, such as IM− ion, IM, or MS− ion. Figure 4.4 shows such

PT process. The complex (a) in the figure is same as structure (4.3a). The proton is

denoted by a red circle. The deprotonation energy of the complex with respect to above

proton is ca. 309.20 kcal/mol and is lower compared to CH3SO3H, i.e., the complex has

the more acidic proton. The figure shows that the loss of proton results in PT from IMH+

in (a) to form complex (b). As described in the previous case, a proton can interact with

free oxygen atoms, O1, O2, and O3, of this complex, and the resultant structures are

shown in Figure B11 of the Appendix B. The final structures show the loss of O···H-C

hydrogen bond interaction and increase in intermolecular distances. The calculated PA

values with respect to these oxygen atoms are nearly the same, ca. 296.86 kcal/mol. The

optimized structure of proton interaction with the oxygen atom, denoted by O, of complex

(b) leading to complex (c) is also shown in Figure 4.4.

4.3.5 Relay of proton through structural changes

To relay the accepted proton by complex (c) further, rotation of molecules, leading to

structure similar to complex (a), is necessary to reestablish the required hydrogen bonded

network. There are two such ways to examine rotation barrier in the complex: (1) by

initiating rotation on -SO3H group by the freezing apical carbon atoms of IM molecules,

followed by rotation of each IM molecule; or (2) by initiating the rotation of first IM

molecule in the complex. A PES scan using the first possibility also includes crossing of

a barrier from the staggered form of CH3SO3H to its eclipsed form. No TS structure was

found for the rotation of IM molecule. A PES obtained using the second possibility is

shown in Figure 4.4 with structures (c) to (g). The first IM molecule in the complex was
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Figure 4.4: Structural changes in MSA···IM···IM complex through proton loss and gain.
Structure (a) represents [MSA]/[IM] = 1:2. Complex (b) is obtained when complex (a)
loses a proton marked by a circle. Structure (c) was obtained by subsequent gain of a
proton by oxygen, denoted by O, in structure (b). IM molecule of structure (c) was then
rotated in the marked direction by freezing the apical carbon of both IM molecules and
S atom of MSA to obtain a PES. Structure (d) is the energy maxima, and structure (e)
is the corresponding product. In structure (d), IM molecule is in 90◦ rotated position,
which shows the hydrogen bonds between the oxygen atom of MSA and hydrogen atom
of IM and between IM molecules break. In structure (e), all IM molecules are flipped
and hydrogen bonds between molecules regenerated. The acidic proton is with -SO3H
group. A PES of proton transfer from MSA to IM in structure (e), structure (f) is TS, and
structure (g), the corresponding product. An inset table shows negligible energy barrier
for PT from structure (e) to (g).

rotated in the marked direction in steps of 10◦ to 180◦. As the IM molecule rotates, hydro-

gen bonding interactions (O···H-N between MSA and IM, and N···H-N between IM and

IM) weaken, and thus, the energy of the system increases. An energy maximum structure

(d) was obtained at 90◦ rotation of the IM molecule and shows minimum hydrogen bond-

ing interaction with the neighboring molecules. Further rotation results in regeneration

of hydrogen bonding network among these molecules and decrease in the energy of the

system leading to structure (e). Both IM molecules in the structure are flipped. The MSA

in the structure does not lose proton to the neighboring IM molecule. A TS structure (f)
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shows proton transfers from structure (e) to (g), with a negligible barrier. The final struc-

ture (g) is same as structure (a). The electronic energies, along with ZPE corrections, of

structures (c) to (g) given in the inset table show a little difference in energy of structures

(e), (f), and (g). This indicates that these configurations can be interchangeable at a faster

rate, and at equilibrium, are indistinguishable.

Figure 4.4 also shows forward and reverse energy barriers, calculated using a PES

scan, on rotation of IM molecule. The respective barriers are 9.51 and 22.21 kcal/mol.

Similar results of PES scan and energy barriers were obtained for proton interaction with

other oxygen atoms of complex (b) and are shown in Figures B12 and Figure B13 of

Appendix B. A TS structure, corresponding to structural changes from (c) to (e) in Fig-

ure B13 of Appendix B, was also obtained and is shown in Figure B14 of Appendix B. The

results show that the forward and reverse energy barriers of IM rotation (see Figure B14 of

Appendix B) are 1.93 kcal/mol (1.87 kcal/mol with ZPE corrections) and 13.68 kcal/mol

(13.86 kcal/mol with ZPE corrections), and are found to be slightly higher compared to

IMMSA (see Figure 4.2).

The intermolecular distance (O-N distance) in IMMSA is 2.61 Å, which increases on

an addition of one IM molecule. This increased distance results in reduced interaction

between MS− ion and the last IM molecule in the chain, which carries a free proton with

comparatively lower deprotonation energy (from 314.16 to 309.19 kcal/mol). The lower

deprotonation energy of IMMSA···IM complex in comparison with IMMSA indicates its

higher proton donating ability. An excess IM interaction with IMMSA also induces PT

from MSA to IM and consequently increases the concentration of charged species in the

medium. All these phenomena cumulatively can lead to enhanced proton conductivity of

[MSA]/[IM] = 1:2 composition system.
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4.3.6 Interaction of IMMSA with two IM molecules

Figure 4.5: PES of proton transfer in a [MSA]/[IM] = 1:3, i.e., IMMSA with two IM
molecules. Structure (a) is the resultant optimized geometry of mixture where the anion
interacts with bow-shaped IM chain. N1, N2, N3, and N4, in the structure, represent
nitrogen atoms, and H represents labile proton. Proton transfers from IMH+ ion to IM
molecule via the TS (b). Structure (c) is the corresponding product. The changes in
atomic distance and angle along with PT barriers are also shown. Energy barriers without
and with ZPE corrections (in parentheses) are reported.

To examine the effect of further increasing base content in IMMSA, one IM molecule

was introduced to the complex Figure 4.4a. The resultant mixture represents [MSA]/[IM]

= 1:3 composition, and the most stable geometry is shown in Figure 4.5a. The interaction

energy of the complex is 30.16 kcal/mol. A comparison of PA of MS− ion and (IM)3 gives

∆PA = 62.06 kcal/mol (< 90 kcal/mol), which reflects PT from MSA to IM molecule. A

bow-shaped medium strength hydrogen-bonded network is formed. The MS− ion in the

complex is hydrogen bonded with two neighboring IM species: IMH+ ion and a neu-
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tral IM molecule. This IMH+ ion is further hydrogen-bonded with another IM molecule

through N1-H···N2 bond, resembling an Eigen ion,199 where N1 and N2 are their corre-

sponding nitrogen atoms and H is the hydrogen atom between them. In the figure, N3 and

N4 represent other two nitrogen atoms, and N3-N4 distance denotes the intermolecular

distance between IM molecules. The figure also shows a PES of structure (a) leading to

(c) via the TS structure (b). The ZPE values are 0.280606, 0.27662, and 0.280057 Ha

for (a), (b), and (c), respectively. The atomic distances indicate that proton transfers from

N1 to N2 with a forward energy barrier of 4.39 kcal/mol (1.91 kcal/mol with ZPE correc-

tions) and a reverse barrier of 1.11 kcal/mol (1.01 kcal/mol with ZPE corrections). These

barriers are slightly lower than those in IMMSA···IM system (see Figure 4.3). This is due

to decreased N1-N2 distances. The lower barriers indicate the ease of PT in this system.

A comparison of forward and reverse energy barriers implies faster PT from structures (c)

to (a) and a higher concentration of structure (a) at equilibrium. All molecules in the sys-

tem are hydrogen bonded; hence, proton removal will be energy intensive. An alternate

possible way through the formation of the cation is discussed here.

When an excess proton present in the medium interacts with the above structure (a),

the resultant geometries will depend on which of three oxygen atoms in the anion it com-

bines with. The resultant minimum energy configurations obtained from interaction of the

excess proton with different oxygen atoms O1, O2, and O3 of the complex 4.5a along with

atomic distances are shown in Figure B15 of the Appendix B. The addition of an excess

proton results in a decrease in MSA interactions with the surrounding species. The resul-

tant structure obtained from removal of hydrogen atom, indicated by an arrow in structure

(b) of Figure B15, and a subsequent PES scan obtained from rotation of IM molecule

are shown in Figure B16 of Appendix B. This shows a higher rotational barrier (15.64

kcal/mol) and is directly related to number of hydrogen bonds breaking in the process.176

Similar rotational barriers are expected from structures (c) and (d) in Figure B15 of the
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Appendix B.

Figure 4.6: PES of proton transfer in [MSA]/[IM] = 1:3 with an excess proton. Structure
(a) is the resultant optimized geometry of the complex. N1 and N2, in the structure,
represent nitrogen atoms of IMH+ ion and IM molecule, respectively, and H represents
labile proton. Proton transfers from IMH+ ion to IM molecule via the TS (b). Structure
(c) is the corresponding product. The changes in atomic distance and angle along with PT
barriers are shown. Energy barriers without and with ZPE corrections (in parentheses)
are reported.

There also exists a relatively higher energy conformer, structure (e) in Figure B15 of

Appendix B, which can facilitate proton conduction better than all other possibilities. The

proton transport via this structure is detailed in Figure 4.6. Structures (a), (b), and (c),

in the figure, represent initial, TS, and final geometry of the IMMSA···IM···IM system

with an excess proton along with atomic distances, indicating PT. In structure (a), two

imidazole species, IMH+ ion and IM are hydrogen bonded with MSA. The third IM is

hydrogen bonded with these species with N-H···N2, where N1 and N2 correspond to

nitrogen atoms of IMH+ ion and IM, respectively, and a hydrogen atom, H, is bonded with
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N1, and C-H···N. N1-N2 distance, as shown in the figure, is 2.70 Å, which is lower than

that in structure 4.5a. This is due to relatively weaker hydrogen bond interactions of third

IM with its neighbors. The bond angle, ∠N1-H-N2 = 173◦, indicates a linear hydrogen

bond between IMH+ and IM. The lower N1-N2 distance and linear hydrogen bond result

in smaller PT barrier from IMH+ ion to IM, i.e., 1.17 kcal/mol (1.11 kcal/mol including

ZPE corrections). The results are in agreement with the previous work200–203 of PT barrier

dependency on hydrogen bond length, between donor and acceptor, and its directionality.

The reverse PT barrier 1.24 kcal/mol (1.05 kcal/mol including ZPE corrections) is nearly

equal to forward barrier, which indicates that these configurations are interchangeable at

the cost of low energy, and at equilibrium, concentration of these complexes will be nearly

same.

For further proton transport, IMH+ ion formed in structure (c) must lose the proton,

marked by a curved arrow. The deprotonation energy of the complex (c) with respect

to the proton is ca. 230 kcal/mol. To understand the next step in proton conduction

mechanism, geometry optimization of the complex (c) was performed after removal of

the proton, and results are presented in Figure 4.7. The figure shows changes in geom-

etry and corresponding energy during optimization. In the figure, the initial structure

(a), on which geometry optimization was performed, was obtained from removing the

marked proton from the structure (4.6c). Structures (b) and (c) are intermediate struc-

tures, and structure (d) is the final optimized structure. The figure shows that there is a

continuous decrease in energy of the system. In structure (b), right IM molecule starts

rotating and loses C-H···N hydrogen bond interaction, relatively weaker in strength, with

left imidazole-chain and O···H-N with -SO3H group. Structure (c) shows regeneration

of hydrogen bond with -SO3H, i.e., O-H···N. There is no change in the structure of left

imidazole-chain. Further optimization of structure (c) shows a steep decrease in energy,

which occurs due to PT from -SO3H to right IM molecule and formation of N···H-N hy-
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Figure 4.7: Geometry optimization of complex (a), obtained from structure 4.6c after
losing its proton from IMH+. Figure shows a barrierless rotation of IM molecule in the
complex during optimization. Structures (b) and (c) represent intermediate geometry of
the complex (a), and structure (d) is the final structure.

drogen bond with left imidazole-chain. The final optimized structure is the same as struc-

ture ( 4.5a). In this cyclic path (shown in Figure 4.8), structure (4.5a)→ structure (4.6a)

arises from proton gain, structure (4.6a)→ structure (4.6c) from proton transfer within

the structure, and structure (4.6c)→ structure (4.7a) is obtained from removal of proton

from structure (4.6c). Species in structure (4.7a) reorganizes to give structure (4.7d). In

this mechanism, there shows no rotation barrier, unlike previous cases. Structure (4.7d)

is similar to structure (4.5a) and thus this cyclic process occurs and can lead to enhanced

proton conduction in IMMSA with two IM molecules. Thus, it can be concluded that a

collective examination of proton affinity, energy barrier, and hydrogen bonding is neces-
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Figure 4.8: Schematic of proton transport pathway in [MSA]/[IM] = 1:3, i.e., IMMSA
with two IM molecules.

sary to predict proton conduction in base rich IM based ILs.

——~——~——~——

— [ 70 ] —



Chapter 5

Summary and outlook

5.1 Conclusions

The salient features of the thesis are as follows:

• Chapter 1 of thesis presents a literature on humidified and non-humidified PEMs.

• Chapter 2 of thesis describes, using MD simulations, the effect of the sulfonate

group charge delocalization of hydrated Nafion polymer membrane on its struc-

tural and dynamical properties. The sulfur-sulfur RDFs suggest that the repulsion

between the sulfonate groups decreases with an increase in charge delocalization.

The RDFs suggest that sulfonate-water and sulfonate-hydronium interactions de-

crease slightly with charge delocalization. The average water cluster size decreases

significantly with an increase in charge delocalization. With small amounts of de-

localization, the water diffusion increases because the charge is not concentrated on

the sulfonate group alone which allows the water molecules not to be trapped in the

vicinity of the sulfonate group. However, with increasing charge delocalization the

water diffusion decreases due to a large decrease in the water cluster sizes. Hence, it

can be concluded that the diffusion coefficients of water molecules can be increased

slightly by suitably adjusting the amount of charge delocalization. This effect can

be useful for reverse osmosis where PEMs are used and water diffusion is critical.

The results from this work can be applied to examine other functionalized polymer

membranes with sulfonic, phosphoric or carboxylic acid groups which can offer
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high proton conductivity in hydrated environments.

• Chapter 3 of thesis describes dynamical properties of [dema][TfO] doped PBI us-

ing MD simulations. The cation-cation and anion-anion RDFs at 50 IL wt% illus-

trates a structured arrangement of ions due to ionic clusters. The RDFs shows that

anions interact strongly with the hydrogen atoms (attached to the imidazole nitrogen

atoms) of the PBI. Compared to anions, the cation interactions are less likely with

PBI. This suggests that proton transfer in [dema][TfO] IL doped PBI is likely to oc-

cur via cationic clusters and supports the hypothesis on proton transport proposed

by Noto et al.149 The magnitude of diffusion coefficients of cations is slightly higher

than anions. Similar trends in diffusion coefficients are seen from the MD simula-

tions on neat and hydrated [dema][TfO] IL by Chang et al.204 The calculated ionic

conductivities show qualitative agreement (see Figure 3.7) with experimental ionic

conductivities. The difference in the magnitude of ionic conductivity between sim-

ulations and experiments is from the limitation of the classical (non-polarizable)

force fields. The development of polarizable or reactive force-fields to calculate

ionic conductivity in such systems can be the focus of future activities.

• Chapter 4 of thesis describes mechanism of proton transfer in imidazolium methane-

sulfonate (IMMSA) with varying IM content using quantum chemistry calculations.

The results show that in IMMSA ([MSA]:[IM] = 1:1) the acidic proton of MSA does

not transfer to IM molecule, and this can be attributed to high gas phase ∆PA value.

However, the IM + MSA gas phase pair does not predict the correct protonation

state of these species in the liquid due to the absence of solvent stabilization of the

ion species. The proton conduction in the complex occurs with an IM molecule with

a small rotational barrier of ca. 0.20 kcal/mol. When IMMSA interacts with one IM

molecule ([MSA]/[IM] = 1:2 composition), MSA donates a proton to IM leading to
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MS···IMH···IM complex, where the role of the second IM molecule is to stabilize

the ion pair. This proton transfer from MSA to IM results in higher concentration

of charged ions in the system compared to IMMSA. The calculated proton trans-

port barrier from IMH+ to IM is 4.93 kcal/mol. However,the IM rotational barrier

of 9.51 kcal/mol is higher compared to IMMSA. When IMMSA interacts with two

IM molecules ([MSA]/[IM] = 1:3 composition), in the presence of excess proton,

the barrier for proton transport along the IMH+ to IM chain was the minimum, i.e.,

v1.17 kcal/mol. The removal of a proton from this structure leads to configurational

changes involving spontaneous rotation of molecules, without any barrier. The re-

sults presented in the investigation qualitatively explain higher proton conductivity

of base rich, IM based ILs.

5.2 Future directions

Base rich ILs are known to show enhanced conductivity.9,73,91 Noda et al.73 calculated dif-

fusion coefficients by PFGSE-NMR in imidazolium bis(trifluoromethanesulfonyl) ([Im]-

[TFSI]). The authors reported that fast proton exchange occurs between the IMH+ cation

Figure 5.1: Schematic of proton hopping in [Im][TFSI]. Reprinted with permission from
work of Hoarfrost et al.91 Copyright American Chemical Society.
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and IM, with excess IM. The authors proposed that proton conduction occurs via vehicular

and hopping mechanisms and supported this by Direct current polarization measurements.

Nakamoto et al.9 synthesised PIL with bis(trifluoromethanesulfonyl)imide (HTFSI) acid

and BIM base with varying amount of BIM. Similar to the previous study, the authors

observed fast proton exchange reactions between the protonated and free BIM, especially

with excess BIM. The authors proposed this PIL as a suitable electrolyte in anhydrous

conditions. Hoarfrost et al.91 examined proton transport in [Im][TFSI] IL using NMR

and QENS techniques, to explore proton (see Figure 5.1) hopping mechanism in IM rich

conditions.

However, there has been no computational study to investigate proton hopping in base

rich imidazolium ILs. A future direction in this research area is to deploy AIMD simula-

tions to calcualate proton/ion diffusion coefficients and ionic conductivity. The outcome

of this investigation is expected to support/validate existing experimental investigations

on IMH+ ILs. These simulations can also be extended to examine proton hopping mecha-

nism in IL doped polymer membranes which will be in better agreement with experimen-

tal measurement of proton conductivity.

——~——~——~——
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Table A1: Comparison of calculated (this work) and experimental PA. (PA values in
parentheses are calculated using B3LYP-D3 functional).

System PA (kcal/mol) PA (kcal/mol)

IM 226.09 (226.54) 225.3205

DEMA 231.61 (234.86) 233.3206

TFSI− 294.4 (295.40) 294207

CF3SO3
− 299.32 (299.87) 305208

MS− 319.9 (319.97) 321209

CF3COO− 319.9 (320.22) 324210

CH3COO− 345.38 (346.02) 349210
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Table A2: Chemical formula of each ion pair, ∆pKa = (pKa(base) - pKa(acid)) values
of the IL, calculated using experimental aqueous pKa values of base and acid, calculated
gas phase ∆PA = (PA of anion - PA of base), and final position of the proton in each ion
pair. (∆PA values in parentheses are calculated using B3LYP-D3 functional).

Ion Pair ∆pKa ∆PA (kcal/mol) Final position of proton

DEMA-HTFSI 20.5 62.80 (62.59) Proton transfers to DEMA

DEMA-CF3SO3H 29.14 67.71 (67.71) Proton transfers to DEMA

DEMA-CH3SO3H 12.42 87.92 (87.16) Proton transfers to DEMA

DEMA-CF3COOH 10.27 88.29 (87.41) Proton transfers to DEMA

DEMA-CH3COOH 5.74 113.77 (113.21) Proton remains with CH3COOH
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Table A3: System sizes of all [dema][TfO]-PBI (dodecamer, 32 chains) compositions.

Number of IL pairs wt% of [dema][TfO] Total no. of atoms (IL+PBI)

832 50 46,400

1,696 67 70,592

2,496 75 92,992

3,328 80 116,288

4,064 83 136,896
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Appendix B

Figure B1: Cation-Cation and Anion-Anion RDFs (T = 313 K, 333 K, 353 K, 373 K,
393 K, and 413 K).
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Figure B2: Cation-PBI RDFs (T = 313 K, 333 K, 353 K, 373 K, 393 K, and 413 K).
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Figure B3: Anion-PBI RDFs (T = 313 K, 333 K, 353 K, 373 K, 393 K, and 413 K).
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Figure B4: Structure and gas phase proton affinity (PA) of (a) MS− ion (b) MS− ion
with one IM (c) MS− ion with two IM, (d) MS− ion with three IM, and (e) MS− ion with
four IM molecules.

Figure B5: Dimer of IMMSA (Hydrogen bond distances are shown with dotted lines).
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Figure B6: Optimization of MS...IM complex with a proton near oxygen atom, O3. The
changes in geometry of complex are shown in structures (a) to (e). This proton causes
repulsion between the newly formed O3–H bond and H–N bond. There is a continuous
decrease in energy and finally the IM ring flips (see structure (e)).
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Figure B7: PES scan of IM in IMMSA complex (a), obtained from interaction of a proton
to oxygen atom, O1 of MS...IM complex, by imposing rotation of IM molecule in the
marked direction by freezing the apical carbon of IM and S atom of MSA. Hydrogen bond
O...H–N is shown by a dotted line. The hydrogen bond completely breaks at structure (b),
showing a peak. Structure (c) shows the completely flipped IM molecule with hydrogen
bond regenerated between MSA and IM molecule. The calculated forward energy barrier,
using TS structure, is 0.20 kcal/mol (0.24 kcal/mol with ZPE corrections) and reverse
energy barrier is 11.00 kcal/mol (10.64 kcal/mol with ZPE corrections).
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Figure B8: PES scan of MSA in IMMSA complex (a), obtained from interaction of a
proton to oxygen atom, O1 of MS...IM, by imposing rotation of –SO3H groups of MSA
molecule in the marked direction by freezing the apical carbon of IM and S atom of
MSA. Hydrogen bond O...H–N is shown by a dotted line. Structure (b) was obtained
after 50◦ rotation where hydrogen bond breaks. On further rotation, at structure (c), O-H
and N-H bonds repulsion occurs leading to rotation of IM molecule. Structure (d) shows
a completely flipped IM molecule with regenerated hydrogen bonding between MSA and
IM molecule.
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Figure B9: PES scan of CH3SO3H by changing dihedral angle between H-C-S-O atoms
as denoted in structure (a). Structure (a) shows staggered form of the molecule. Further,
increase in the dihedral angle in structure (a) results in an increase in the energy of the
system. Structure (b), at the maxima, is an eclipsed form of the molecule. Further with
increasing dihedral angle, the staggered form is obtained as seen in structure (c). The
energy barrier of –SO3H rotation is 2.29 kcal/mol. The calculated forward barrier, using
TS structure, is 2.31 kcal/mol (2.04 kcal/mol with ZPE).
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Figure B10: PES scan of IM in IMMSA complex (a), obtained from the interaction
of a proton with oxygen atom, O2 of MS...IM. IM molecule was rotated in the marked
direction by freezing the apical carbon of IM and S atom of MSA. Structure (b) shows that
on rotation of IM molecule up to 90◦, the hydrogen bond (shown by dotted line), between
the acidic hydrogen of IM and O atom of MSA breaks. Structure (c) is final structure
in which the hydrogen bond is regenerated. The calculated forward barrier, using TS
structure, is -0.11 kcal/mol (-0.06 kcal/mol with ZPE corrections) and the reverse barrier
is 10.86 kcal/mol (10.52 kcal/mol with ZPE corrections).
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Figure B11: Interaction of a proton with different oxygen atoms, O1, O2, and O3, in
MS...IM...IM complex (a). PA of all the three O atoms is v296 kcal/mol. Structures (b),
(c) and (d) were obtained when O1, O2, and O3, respectively, of MS− ion in the complex
(a) interacts with a proton. Configuration of structures (b) and (d) is same. The relative
energies (including ZPE corrections) of complexes (b) and (d) with respect to structure
(c) are shown in parentheses which show all structures are equally stable.
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Figure B12: Structural changes in MSA...IM...IM complex through proton loss and gain.
Complex (b) is obtained when complex (a) loses a proton marked by a circle. Structure
(c) was obtained by subsequent gain of a proton by oxygen O1, in structure (b). PES
scan of IM molecule of structure (c) was then performed by rotation in the marked direc-
tion by freezing the apical carbon of both IM molecules and S atom of MSA to obtain
a PES. Structure (d) is the energy maxima and structure (e) is the corresponding prod-
uct. In structure (d), IM molecule is in 90◦ rotated position, which show the hydrogen
bonds between the oxygen atom of MSA and hydrogen atom of IM and between IM
molecules break. In structure (e), all IM molecules are flipped and hydrogen bonds be-
tween molecules are regenerated. The acidic proton is with –SO3H group. A PES of
proton transfer from MSA to IM in structure (e) gives structure (f), a transition state, and
structure (g), the corresponding product. Inset table shows that there is negligible energy
barrier for PT from structure (e) to (g).

— [ 88 ] —



Figure B13: Structural changes in MSA...IM...IM complex through proton loss and gain.
Complex (b) is obtained when complex (a) loses a proton marked by a circle. Structure
(c) was obtained by subsequent gain of a proton by oxygen, O3 in structure (b). PES
scan of IM molecule of structure (c) was then performed by rotation in the marked direc-
tion by freezing the apical carbon of both IM molecules and S atom of MSA to obtain
a PES. Structure (d) is the energy maxima and structure (e) is the corresponding prod-
uct. In structure (d), IM molecule is in 90◦ rotated position, which show the hydrogen
bonds between the oxygen atom of MSA and hydrogen atom of IM and between IM
molecules break. In structure (e), all IM molecules are flipped and hydrogen bonds be-
tween molecules are regenerated. The acidic proton is with –SO3H group. A PES of
proton transfer from MSA to IM in structure (e) gives structure (f), a transition state, and
structure (g), the corresponding product. Inset table shows that there is negligible energy
barrier for PT from structure (e) to (g).
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Figure B14: The structure (c) is the same structure as in Figure B13 (c). TS structure (d)
for IM rotation in MSA...IM...IM complex. The ZPE corrected energy barriers are given
in parenthesis.
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Figure B15: Interaction of an excess proton with different oxygen atoms of MS− ion
in MS...IMH...IM...IM complex (a). The PA with three O atoms is v236 kcal/mol. The
curved arrow shows the proton which can be donated to surrounding medium. Structures
(b), (c) and (d) were obtained when O1, O2, and O3, respectively, of MS− ion in the
complex (a) interacts with a proton. The relative energies (including ZPE corrections) of
complexes (b) and (d) with respect to structure (c) are shown in parenthesis which show
that structure (a) is the most stable and structures (c) and (d) are equally stable. A rela-
tively higher energy conformer (e) also exists which was obtained through reorganization
of IM molecules.
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Figure B16: PES scan of rotation of IM molecule in MSA...IM...IM...IM complex in the
marked direction. Structure (a) is obtained when a proton is abstracted from Figure B15
(b). Structure (b) is the energy maxima, where hydrogen bonding network of rotating IM
with its neighbors break. Structure (c) is obtained on further rotation, where the hydrogen
bond between MSA and IM is regenerated as shown by dotted lines.
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