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Abstract

Gabber’s presentation lemma is a foundational result in A1-homotopy theory. This result
can be thought of as an algebro-geometric analog of the tubular neighborhood theorem
in differential geometry. Similar to tubular neighbourhood theorem, this lemma gives
the local model of the inclusion of a closed subscheme into a smooth scheme. The lemma
was proved in 1994 by O. Gabber in the case where the base is a spectrum of an infinite
field. We present a proof when the base is a finite field. Further in 2018, S. Schmidt
and F. Strunck proved Gabber’s presentation lemma over the Henslian discrete valuation
rings. We further generalize this result over any noetherian domain with all its residue
fields infinite. We also discuss various applications of this lemma in A1-homotopy theory,
which includes a connectivity result.

xi



1

Introduction

In this chapter, we give a brief introduction of Gabber’s presentation lemma. In the first
section, we present a short history of the lemma. In the next section, we mention the
main results of the thesis. We also explain the strategies and the main difficulties in the
proofs.

1.1 A short history of Gabber’s presentation lemma

The tubular neighbourhood theorem in differential geometry implies that, the smooth
immersion of a smooth sub-manifold N , in to a smooth manifoldM , given by i : N ↪→M

locally looks like the embedding An ↪→ Am, where n and m are dimensions of N and M
respectively. In algebraic geometry, if the inclusion i : Y ↪→ X is smooth, then (étale)
locally i looks like the inclusion An ↪→ Am, where m and n is are the dimensions of X
and Y . Gabber’s presentation lemma gives the local picture in the case where Y is not
necessarily smooth. The lemma says that there exists V , an open subset of Am−1 such
that (Nisnevich) locally Y can be embedded in A1

V with Y/V finite.
O. Gabber proved this result in 1994 in [Gab], where he calls it a preparation lemma.

He mentioned that the preparation lemma is close to a presentation lemma of Ojanguren
[Oja]. This lemma was then used to extend a result of Bloch-Ogus [BO]. In the year
1997 Jean-Louis Colliot-Théléne, Raymond T. Hoobler, and Bruno Kahn proved a little

1



2 1.2. Main Results

stronger version of the lemma in [CTHK]. They used this lemma to prove Gabber’s
effacement theorem in general case.

Following is the statement of the Gabber’s presentation lemma as proved in [CTHK,
Theorem 3.1.1]

Theorem 1.1.1 (Gabber’s presentation lemma).Let X be a smooth, affine, irreducible
variety of dimension d over an infinite field k; let t1, . . . , tr ∈ X be a finite set of points
and Z a closed subvariety of a positive codimension. Then there exists a map φ = (ψ, ν) :
X → Ad−1×A1, an open set V ⊂ Ad−1, and an open set U ⊂ ψ−1(V ) containing t1, . . . , tr
such that

1. Z ∩ U = Z ∩ ψ−1(V );

2. ψ|Z is finite;

3. ψ|U is étale and defines a closed immersion Z ∩ U → A1
V ;

4. φ(ti) /∈ ψ(Z) if ti /∈ Z(1 ≤ i ≤ r);

5. φ−1(φ(Z ∩ U)) ∩ U = Z ∩ U .

1.2 Main Results

Gabber’s presentation lemma over finite fields

In the statement of Gabber’s presentation lemma, the base scheme is assumed to be
a spectrum of an infinite field. In private communications with F. Morel, O. Gabber
pointed out that Theorem 1.1.1 is not true in general for r > 1, when the base is a finite
field, but for r = 1 it holds. However, the proof was not published. A proof of this result
over finite fields is the main content of this thesis.

Theorem 1.2.1. [HK, Theorem 1.1] Let X be a smooth variety of dimension d ≥ 1 over
a finite field F and Z ⊂ X be a closed subvariety. Let p ∈ Z be a point. Let AdF

π−→ Ad−1
F

denote the projection onto the first d− 1 coordinates. Then there exists
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(i) an open neighbourhood U ⊂ X of p,

(ii) a map Φ : U → AdF ,

(iii) an open neighbourhood V ⊂ Ad−1
F of Ψ(p) where Ψ : U → Ad−1

F denotes the compo-
sition

U
Φ−→ AdF

π−→ Ad−1
F

such that

1. Φ is étale.

2. Ψ|ZV : ZV → V is finite, where ZV := Z ∩Ψ−1(V ).

3. Φ|ZV : ZV → A1
V = π−1(V ) is a closed immersion.

In the proof of the lemma over infinite fields (Theorem 1.1.1), it is shown that indeed
the generic choices of the maps work. If we try to apply a similar technique in the case
of finite fields, the set of maps satisfying necessary condition may be empty, so the same
approach fails. The difficulties in proving this result are similar to those encountered in
proving Bertini’s theorem over finite fields. Hence the initial approach was to use the
ideas from Poonen’s proof of Bertini’s theorem for finite fields. But we could only prove
the result for the special case of open subsets of A2 with those ideas. A substantial part
of the proof is to reduce to this special case using dévissage and induction. Firstly, in
Lemma 4.1.6 we reduce to the case where X is an open subset of affine space, we use
Noether normalization Lemma and Nakayama Lemma to achieve this. Then in Lemma
4.1.14 by using induction, we reduce to the case where X is open subscheme of A2

F . Now
the case of open subsets of A2

F is dealt with using Poonen’s counting argument. Indeed
the argument for points of small degree is quite similar to that of [Poo]. However, for
‘high degree points’ we could not use these ideas. We fix this with a small trick (see
Lemma 4.1.24).

This is joint work with my advisor Amit Hogadi.

Gabber’s presentation lemma over noetherian domains

A generalization of Theorem 1.1.1 in a different direction was proved in 2018 by J.
Schmidt and F. Strunk [SS]. They proved the lemma when the base is a spectrum of a
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Henselian discrete valuation ring with infinite residue field. This result is true Nisnevich
locally on the base (see [SS, Theorem 2.4]). As an application, J. Schmidt and F. Strunk
prove the shifted stable A1-connectivity result over Dedekind schemes.

We extend Gabber’s presentation lemma to noetherian domains whose all residue
fields are infinite (see Theorem 1.2.2). Similar to [SS], this proves the following result,
which is Nisnevich local on the base and the source.

Theorem 1.2.2. [DHKY, Theorem 1.1] Let S = Spec (R) be the spectrum of a noetherian
domain with all its residue fields infinite. Let X be a smooth, irreducible, equi-dimensional
S-scheme of relative dimension d. Let Z ⊂ X be a closed subscheme, z be a closed point
in Z lying over s ∈ S, such that that dim(Zs) < dim(Xs). Then after possibly replacing
S by a Nisnevich neighbourhood of s and X by a Nisnevich neighbourhood of z, there
exists a map Φ = (Ψ, ν) : X → Ad−1

S × A1
S, an open subset V ⊂ Ad−1

S and an open subset
U ⊂ Ψ−1(V ) containing z such that

1. Z ∩ U = Z ∩Ψ−1(V )

2. Ψ|Z : Z → Ad−1
S is finite

3. Φ|U : U → AdS is étale

4. Φ|Z∩U : Z ∩ U → A1
V is a closed immersion

5. Φ−1(Φ(Z ∩ U)) ∩ U = Z ∩ U .

The strategy to prove this result is to follow [SS] roughly. An essential ingredient of the
proof of Theorem 1.2.2 and indeed that of [SS] is [Kai, Theorem 3] which is a consequence
of Levine’s result [Lev, Theorem 10.2.2]. This result states that given an equi-dimensional
scheme Y over a Dedekind scheme B with infinite residue fields, Nisnevich locally on B
there exists a projective closure Y of Y in which Y is fiber-wise dense. Unfortunately, we
could not extend the result over a general base in its full strength. However, we observe
that a slightly weaker form (see Theorem 4.2.2) can be proved, which is sufficient in our
case. After securing the finiteness condition on maps in this way, we follow [CTHK]
verbatim, to ensure the remaining requirements.

The condition of residue fields being infinite allows us to make suitable generic choices,
as in the original proof of the presentation lemma [CTHK] as well as [SS]. This is joint
work with Neeraj Deshmukh, Amit Hogadi and Suraj Yadav.
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The following corollary of Gabber’s presentation lemma, is crucial for the A1-
homotopy theory as developed by Morel in [Mor3].

Corollary 1.2.3.With the notation as in Theorem 1.2.1. The map ψ|Z∩U : Z ∩ U → V

is finite and the following square commutes

Z ∩ U U

φ(Z ∩ U) A1
V

∼=

cl.

φ|U

cl.

where horizontal maps are closed immersions, left vertical map is an isomorphism and
the right vertical map is étale. Consequently giving an isomorphism of Nisnevich sheaves

U/
(
U − (Z ∩ U)

)
→ A1

V /
(
A1
V \ φ(Z ∩ U)

)
.



2

A short introduction to A1-homotopy theory

Gabber’s presentation lemma [Gab] is an essential tool to derive several results in A1-
homotopy theory (see [Mor3]). To understand the applications of Gabber’s presentation
lemma, we now present a brief introduction to the A1-homotopy theory.

2.1 Model structure

A model structure on a category is a framework to do homotopy theory. The beauty
of this framework lies in the freedom to invert certain morphisms without leaving the
set-theoretic universe. Let us recall the definition of a model category from [Hov] or [GJ].

Definition 2.1.1. Let M be a category with all small limits and colimits. A model
category structure on M consists of three classes W , C, F of morphisms in M , called
weak-equivalences, cofibrations, and fibrations respectively, subject to the following set
of axioms.

M1 Given two composable morphisms X f−→ Y
g−→ Z in M , if any two are weak equiva-

lences then so is the third.

M2 If f is a retract of g and g is a weak equivalence, fibration or cofibration, then so
is f (for the definition of retract see [Hov, Def. 1.1.1]).

6
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M3 Given a diagram of solid arrows, a dotted arrow can be found making the following
diagram commutative

Z E

X B

i p

if either

(a) p is an trivial fibration i.e. (p ∈ W ∩ F ) and i is a cofibration, or

(b) i is an trivial cofibration i.e. (i ∈ W ∩ C) and p is a fibration.

M4 Any map X → Z in M admits two factorizations, X f−→ E
p−→ Z and X i−→ Y

g−→ Z,
such that f is an trivial cofibration, p is a fibration, i is a cofibration, and g is an
trivial fibration.

Remark 2.1.2.Any of the two of the three classes of maps weak equivalence, fibrations
and cofibrations determine the third (see [Hir, Prop. 7.2.7]).

Definition 2.1.3. In a model category an object X is called fibrant if the map X → ∗
to the final object is a fibration and X is called cofibrant if the map ∅ → X from the
initial object is a cofibration. Given an object X in M , a trivial fibration QX → X,
where QX is cofibrant is called cofibrant replacement of X. If X → RX is a trivial
cofibration then it is called fibrant replacement.

The homotopy category of a model category M is the category obtained by invert-
ing the class of weak equivalences. By a theorem of Quillen [Qui] such a category exists
and it is denoted by Ho(M) (see also [Hov, Theorem 1.2.10]).

Example 2.1.4 (Simplicial sets).Let ∆ be the category of finite non-empty ordered sets
with order preserving maps of sets. The category of simplicial sets, sSet, is the category
of functors ∆op → Sets. There is a geometric realization functor | · | : sSet → Top, a
map f : X → Y of simplicial sets is a weak equivalence if |f | : |X| → |Y | is a weak
homotopy equivalence and it is cofibration if for each n ≥ 0, f(n) : X(n) → Y (n) is an
injective map of sets. The fibrant objects in sSet are called Kan complexes (for more
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details see [GJ]). We denote by ∆n the standard simplicial n-simplex. The 0-simplex S0

which is also denoted by ∗ is called the point and the quotient of ∆1 by the boundary ∂∆1

is denoted by S1.

2.2 Simplicial Model category

If X and Y are simplicial sets, then we can define the simplicial mapping space
mapsSet(X, Y ) as a simplicial set with n-simplices given by HomsSet(X × ∆n, Y ). If
such a construction is possible in some category it is called a simplicial category. In
addition to the mapping space functor

mapM : M ×M op → sSet,

this category is also equipped with an action of sSet,

M × sSet→M

written as X⊗S. For the complete definition of a simplicial category see [GJ, Def II.2.1].

Definition 2.2.1. A model category M is called a simplicial model category, if it is
a simplicial category and it satisfies the following axiom (SM7):
For any cofibration i : A→ B and a fibration q : X → Y

mapM(B,X)→ mapM(A,X)×mapM (A,Y ) mapM(B, Y )

is a fibration of simplicial sets, which is a weak equivalence if either i or q is.

One of the advantages of having a simplicial model category is, the notion of homotopy
can be defined easily. If X is a cofibrant object in a simplicial model category M , we say
that the two maps f, g : X → Y are homotopic if there is a map H : A⊗∆1 → X such
that

X
∐
X X ⊗∆1

Y

f
∐
g

d1
∐
d0

H
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commutes.

2.3 Bousfield localization

Bousfield localization is a handy way to produce a new model category by increasing the
class of weak equivalences in a given model category C. Taking the homotopy category
of the localization of C is equivalent to inverting morphisms in the homotopy category
Ho(C) of C. For a detail treatment of Bousfield localization see [Hir, I.3.3].

Definition 2.3.1. 1. LetM be a model category,W be the class of weak equivalences
inM and I be a set of morphisms inM . An object X is called I-local if it is fibrant
and for all i : A→ B with i ∈ I, the induced map on mapping spaces

i∗ : mapM(B,X)→ mapM(A,X)

is a weak equivalence of simplicial sets.

2. A morphism f : A → B in M is called I-local weak equivalence if for every
I-local object X

f ∗ : mapM(B,X)→ mapM(A,X)

is a weak equivalence of simplicial sets. If we denote the set of I-local weak equiv-
alences by WI then by SM7 it follows that W ⊂ WI .

Denote by FI the class of morphisms satisfying right lifting property with respect to
the class of trivial cofibrations (W ∩ C). Now suppose the category (M,WI , C, FI) is a
model category, we call it as a left Bousfield localization of the model category M
with respect to I. The following Theorem 2.3.3 guarantees the existence of left Bousfield
localization under certain conditions on the model category, the proof of this can be
found in [HTT, Prop.A.3.7.3]

Definition 2.3.2. A model category M is called left proper if weak equivalences are
preserved under pushouts along cofibrations (see [Hir, Def.13.1.1]).

Theorem 2.3.3. [HTT, Prop. A.3.7.3] If M is a left proper, combinatorial, simplicial
model category and I is a set of morphisms in M then the left Bousfield localization LIM
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of M exists and inherits a simplicial model category structure; moreover, it is left proper
and combinatorial.

Remark 2.3.4.The condition of being combinatorial is due to Jeff Smith. Most of the
interesting categories are combinatorial. For example, the category of simplicial sets,
simplicial sheaves, etc. The combinatorial model categories are in particular cofibrantly
generated. See [HTT, Def. A.2.6.1] for details.

Remark 2.3.5.The left Bousfield localization also exists if the model category is left
proper and cellular, see [Hir, Theoreom 4.1.1] for more details.

Remark 2.3.6.The fibrant objects in LIM are precisely the fibrant objects of M , which
are I-local.

2.4 The category sPre(SmS)

Let S be a scheme and SmS denote the category of smooth schemes of finite type over
S. The category of presheaves of simplicial sets on SmS is denoted by sPre(SmS). We
now describe a model structure on this category.

• weak equivalences are objectwise weak equivalences: maps f : X → Y, such that
for each X ∈ SmS, f(X) : X(X)→ Y(X) is a weak-equivalence of simplicial sets.

• cofibrations are objectwise cofibrations.

such a model structure is called the injective model structure on sPre(SmS) (see
[DHI]).

Proposition 2.4.1.The category of simplicial presheaves on SmS with objectwise weak
equivalences and objectwise cofibrations is a left proper combinatorial simplicial model
category.

Proof. See [HTT, Prop. A.2.8.2] and [HTT, Remark A.2.2.4].
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2.5 Nisnevich topology

An étale cover U→ X of a scheme X is called a Nisnevich cover if it is surjective on k-
points for all fields k. These covers give a pretopology on SmS, the topology generated by
this pretopology is called theNisnevich topology on SmS. For details on Grothendieck
topology see [AGV, II.1.1.5], in particular for Nisnevich topology see [MV, Section 3.1.1].

Remark 2.5.1.There are several reasons to prefer the Nisnevich topology. We list a few
of those here.

• The Nisnevich cohomological dimension of a noetherian scheme is bounded by the
Krull dimension.

• K- theory is representable in Nisnevich topology but not in étale topology.

• An advantageous property of the Nisnevich topology is that it can be generated from
the Cartesian squares of the following type

U ×X V V

U X

p

j

where p is étale morphism, j is an open embedding and p−1(X − U) → X − U

is an isomorphism. This provides an easy way to check the sheaf condition in the
Nisnevich topology.

Let SNis denote the set of covering sieves for Nisnevich topology, here we view X

as a representable presheaf. The left Bousfield localization of sPre(SmS) with respect
to SNis gives the Nisnevich local model structure, we denote this new model category
by LNissPre(SmS). The fibrant objects in LNissPre(SmS) are those presheaves of Kan
complexes which take the Cartesian squares in Remark 2.5.1 for all schemes X ∈ SmS

and all U, V as per in the diagram to homotopy Cartesian squares.

Remark 2.5.2.When S is noetherian of finite Krull dimension, the fibrant objects in
LNissPre(SmS) can be identified via hypercover descent as well (see [DHI] for more
details).
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2.6 Unstable A1-homotopy category

Let I be the morphism pt → A1. The left Bousfield localization of LNissPre(SmS)
with respect to I gives the category LA1(LNissPre(SmS)), the homotopy category of this
category is called the unstable A1-homotopy category H(S).

The fibrant objects in this category are the Nisnevich sheaves of Kan complexes that
are A1-local. Recall that, Y ∈ sPre(SmS) is A1-local if for any Y × A1 → Y, with
Y ∈ sPre(SmS), the induced map

HomLNissPre(SmS)(Y,X)→ HomLNissPre(SmS)(Y× A1,X)

is a bijection.

There exists a functor LA1 : sPre(SmS)→ sPre(SmS) such that given any simplicial
presheaf X, LA1(X) is a fibrant object in H(S) (for construction see [MV, page 107]), this
functor is called A1-fibrant replacement functor.

Let πsi (X, x) denote the ith homotopy group of a pointed simplicial set (X, x). Then
the ith A1-homotopy sheaf of a pointed simplicial sheaf (X, x) is defined to be

πA1

i (X, x)(U) = πsi (LA1(X)(U), x)

.
The following definition plays a central role in A1-homotopy as developed by F. Morel

in [Mor3].

Definition 2.6.1. Let k be a field and S = Spec(k)

1. A sheaf of sets F on SmS in the Nisnevich topology is said to be A1-invariant if for
any X ∈ SmS, the map F(X)→ F(A1×X) induced by the projection A1×X → X,
is a bijection.

2. A sheaf of groups G on SmS in the Nisnevich topology is said to be strongly A1

-invariant if for any X ∈ SmS the map

H i
Nis(X;G)→ H i

Nis(X × A1;G)
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induced by the projection A1 ×X → X, is a bijection for i ∈ {0, 1}.

3. A sheafM of abelian groups on SmS in the Nisnevich topology is said to be strictly
A1-invariant if for any X ∈ SmS the map

H i
Nis(X;M)→ H i

Nis(X × A1;M)

induced by the projection A1 ×X → X, is a bijection for any i ∈ N.

2.7 Stable A1-homotopy category

For detailed treatment of the stable A1-homotopy category we refer to [Mor1, Section 2].
Let sShv(SmS) be the category simplicial sheaves on SmS in the Nisnevich topology

and sShv•(SmS) be the pointed objects in this category, these are called as pointed
simplicial sheaves.

Let X and Y be two pointed simplicial sheaves, the wedge of X and Y is given by
X∨Y = X×∗∪∗×Y. The quotient of pointed simplicial sheaves of sets (X×Y)/(X∨Y)
is called the smash product of X and Y and is denoted by X ∧ Y.

Definition 2.7.1. An S1- spectrum E in SmS with Nisnevich topology is a collection
{En, σn}n∈N such that for each n ≥ 0, En is a pointed simplicial sheaf and σn : Σ(En) =
En ∧ S1 → En+1 is a map of pointed simplicial sheaves. The category of S1-spectra in
SmS is denoted by SpS1(SmS).

Example 2.7.2.Let X be any pointed simplicial sheaf, its suspension spectrum Σ∞(X)
is the spectrum with nth term X∧ Sn, where Sn = S1 ∧ · · · ∧ S1 (see Example 2.1.4) and
structure morphisms are identity maps. This construction defines a suspension functor
Σ∞ : sShv•(SmS)→ SpS

1(SmS). When X := ∗ is the point, we set S0 := Σ∞(∗+).

We will denote the suspension spectrum Σ∞(X) simply by (X), wherever there is no
room for confusion.

Definition 2.7.3. Let E be an S1-spectrum and n ∈ Z, then the sheaf associated to the
presheaf

X 7→ πn(E(X)) = coilmr>>0πn+r(Er)
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is called the n-th homotopy sheaf of E.

The notion of a stable weak equivalence between S1-spectra is defined using these
homotopy sheaves, as follows.

Definition 2.7.4. A morphism f : E → F of S1-spectra is called a stable weak
equivalence if it induces an isomorphism of sheaves πn(E) ∼= πn(F ) for all n ∈ Z.

The stable homotopy category of S1-spectra, SHS1
s (SmS), is obtained by invert-

ing stable weak equivalences in SpS1(SmS) (i.e. taking the homotopy category). Indeed
there exists a combinatorial model structure on SpS1(SmS), where the stable weak equiv-
alences are the weak equivalences. The set of morphisms in SHS1

s (SmS) between E and
F is denoted by [E,F ].

Definition 2.7.5. 1. An S1-spectrum E ∈ SpS
1(SmS) is called A1-local if for any

F ∈ SpS1(SmS), the projection F ∧ (A1
+) → F induces an isomorphism of abelian

groups
[F,E]→ [F ∧ (A1

+), E].

2. A morphism f : X → Y in SpS1(SmS) is called a stable A1-weak equivalence if
for any A1-local spectra E, the map

[Y,E]→ [X,E]

is an isomorphism.

3. The homotopy category of the left Bousfield localization of the category SpS1(SmS)
with respect to the map pt → (A1

+) yields the stable A1-homotopy category,
SHS1

A1 (SmS).

Remark 2.7.6.Every stable weak equivalence is a stable A1-weak equivalence.

Similar to unstable case the A1-fibrant replacement functor for SpS1(SmS) also exists
as a consequence of the left Bousfield localization. For explicit construction of LA1 in the
stable case, see [Mor2, Theorem 4.2.1].



3

Applications of Gabber’s presentation lemma

In this chapter, we will see various applications of Gabber’s presentation lemma. Most of
the applications are extensions of the already established results to the new base where
Gabber’s presentation lemma now holds. In Section 3.1, we see many applications in
the unstable A1-homotopy theory, mainly these results are from [Mor3]. In Section 3.2,
a result about representability of G-torsors for certain groups G is mentioned. In the
next Section 3.3, the stable A1-connectivity result of [SS] is extended to a more general
base. In the last Section, we mention the Effacement theorem of Gabber for which he
proves the presentation lemma in the original paper. For the statements of Gabber’s
presentation lemma refer to Theorems 1.2.1 and 1.2.2.

3.1 Results in unstable A1-homotopy theory

An important A1-homotopic consequence of Gabber’s presentation lemma is due to F.
Morel. It says that, for any smooth scheme X and a divisor Z of X, Nisnevich locally in
Z the map X → X/(X − Z) is null homotopic.

More precisely, the above statement can be stated as follows (see [Mor3, Lemma 6.6]):

Theorem 3.1.1 (Morel).Let k be a field. Let X be a smooth scheme, p ∈ X be a point
and Z ⊂ X be a closed subscheme of codimension d > 0. Then there exists an open

15
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subscheme Ω ⊂ X containing p and a closed subscheme Z ′ ⊂ Ω of codimension d − 1,
containing ZΩ = Z ∩ Ω and such that the map of pointed sheaves

Ω/(Ω− Z ′)→ Ω/(Ω− ZΩ)

is the trivial map in H•(k).

Proof. By Gabber’s presentation lemma there exist

1. an open neighbourhood Ω of p

2. an étale morphism φ : Ω → A1
V , where V is an open subset in some affine space

over k

such that

1. ZΩ := Z ∩ Ω→ A1
V is closed immersion.

2. φ−1(ZΩ) = ZΩ

3. ZΩ → V is a finite map.

Let F be the image of ZΩ in V and Z ′ = φ−1(A1
F ). Since dim(F ) = dim(Z),

codim(Z ′) = d− 1. We get the following isomorphism of Nisnevich sheaves

Ω/(Ω− ZΩ)→ A1
V /(A1

V − ZΩ).

Furthermore, we have the following commutative square

Ω/(Ω− Z ′) Ω/(Ω− ZΩ)

A1
V /(A1

V − A1
F ) A1

V /(A1
V − ZΩ)

'

hence is is sufficient to show that

A1
V /(A1

V − A1
F )→ A1

V /(A1
V − ZΩ)

is a trivial map in H•(k). Since Z → F is finite, the composition Z → A1
F ↪→ P1

F is a
closed immersion. Hence it does not intersects the section at infinity s∞ : V → P1

V . It
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follows from the Mayer-Vietoris property of the morphism A1
V /(A1

V −ZΩ)→ P1
V /(P1

V −ZΩ)
is an isomorphism of pointed sheaves. Indeed this isomorphism follows by verifying the
bijection on Henselian local ring valued points. Thus it is sufficient to verify that

A1
V /(A1

V − A1
F )→ P1

V /(P1
V − ZΩ)

is a trivial map in H•(k).
We note that the morphism induced by the zero section

s0 : V/(V − F )→ A1
V /(A1

V − A1
F )

is A1-weak equivalence. Further, the composition

s0 : V/(V − F )→ A1
V /(A1

V − A1
F )→ P1

V /(P1
V − ZΩ)

is A1-homotopic to the section at infinity s∞ : V/(V − F ) → P1
V /(P1

V − ZΩ), the result
follows from the previous observation that s∞ is disjoint from ZΩ hence

s∞ : V/(V − F )→ P1
V /(P1

V − ZΩ)

is equal to the point.

Following is a demonstration of the usefulness of this result.

Corollary 3.1.2.Let X be a scheme over a field and i : U ↪→ X be an open set of X.
Then for any A1-invariant sheaf M , the induced map i∗ : M(X)→M(U) is injective.

Proof. We have the exact sequence

0→M(X/U)→M(X) i∗−→M(U).

Let Z = X/U from Theorem 3.1.1 we know that the map X → X/X − Z is null
homotopic. Hence the kernel is trivial.

More generally Theorem 3.1.1 is used to establish the strong and strict A1-invariance
of A1-homotopy sheaves (see [Mor3, Cor.6.2]).
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Theorem 3.1.3 (Morel).For any pointed space (X, x),

1. πA1
1 (X) is strongly A1-invariant and

2. for n ≥ 2 πA1
n (X) is strictly A1-invariant.

3.2 Representability of Nisnevich locally trivial G-
torsors

A. Asok, M. Hoyois and M. Wendt use Gabber’s presentation lemma over a finite field
in [AHW2] to extend the representability result over finite fields. Let us first recall the
definition of an isotropic reductive algebraic group scheme.

Definition 3.2.1. A reductive algebraic group scheme G over a field k is said to be
isotropic if each of the almost k-simple components of the derived group of G contains
a k-subgroup scheme isomorphic to Gm.

Theorem 3.2.2. [AHW2, Theorem 2] Suppose k is a field, and G is an isotropic reductive
k-group. For every smooth affine k-scheme X, there is a bijection

H1
Nis(X,G) ∼= HomH(k)(X,BG)

that is functorial in X.

This result was proved in [AHW1, Theorem 4.1.3] under the assumption that k
is an infinite field. The proof of this theorem follows once one establish that for
any smooth affine k-scheme X, the projection X × A1 → X induces a bijection
H1
Nis(X,G) −→ H1

Nis(X × A1, G). We give an outline of its proof here.

Proposition 3.2.3. [AHW2, Theorem 2.4] Let k be a field, and G be an isotropic re-
ductive k-group scheme, then, for any smooth k-algebra A and any integer n ≥ 0, the
map

H1
Nis(Spec(A), G)←→ H1

Nis(Spec(A[t1, . . . , tn]), G)

is a pointed bijection.
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Outline of the proof. Let P be a Nisnevich locally trivial G-torsor over A[t1, . . . , tn]. By
a local to global principle for torsors of reductive group schemes, [AHW1, Cor.3.2.6] it is
sufficient to show that for every maximal ideal m of A, the G-torsor Pm over Am[t1, ..., tn]
is extended from Am. In fact, we will show that Pm is a trivial torsor.

Let F be a presheaf of pointed sets on the category C of essentially smooth schemes
over a field k. Under certain conditions (see [AHW1, Prop. 2.2]), which are satisfied
by the functor from k-algebras to pointed sets given by A → H1

Nis(Spec(A), G), as a
consequence of Gabber’s presentation lemma it follows that, for Spec(B) ∈ C, with B

local and for any integer n ≥ 0 the restriction map

F(B[t1, . . . , tn])→ F
(
Frac(B)(t1, . . . , tn)

)
has trivial kernel (this follows from Corollary 3.1.2).

Now since a field has no nontrivial Nisnevich covering sieves, Pm becomes trivial over
the field Frac(Am)(t1, . . . , tn).

3.3 Stable A1-connectivity

After proving the Gabber’s presentation lemma over Dedekind domains with infinite
residue field, in [SS] J. Schmidt and F. Strunk prove the shifted A1-connectivity theorem
over Dedekind schemes with the infinite residue field. We observed that once we have
Gabber’s presentation lemma over noetherian domains, the shifted stable A1-connectivity
holds over noetherian domains with infinite residue fields. The statement for the connec-
tivity result is as follows.

Theorem 3.3.1.Let R be a noetherian domain of dimension d such that all its residue
fields are infinite and Spec(R) = S. Then S has the shifted stable A1-connectivity property
that is if E ∈ SHs

S1≥i(S) then LA1E ∈ SHs
S1≥i−d(S).

The proof of Theorem 3.3.1 is precisely the same as the one given [SS, Theorem 4.16],
except for the input from Gabber’s presentation lemma (Theorem 1.2.2). We produce
here the outline of the proof, for complete arguments refer to [SS, Theorem 4.16].

Outline of the proof. From [SS, Prop.4.5] it is sufficient to prove that for all X ∈ SmS,
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all integers k < i and for all f ∈ [Σ∞S1X+, L
A1
E[−k]], Nisnevich locally in X there exists

a Zariski open set Ω ↪→ X such that

1. f|Σ∞
S1Ω+ = 0

2. πA1
0 (X/Ω) = 0.

The existence of Ω follows essentially from the homotopy exactness of L∞, which is
a model for the functor LA1 and the fact that the Nisnevich cohomological dimension is
bounded by the Krull dimension, for details see [SS, Lemma 4.9].

To show that πA1
0 (X/Ω) = 0, we see that X → π0(LA1(X/Ω)) is an epimorphism,

hence it is sufficient to show that any point x ∈ X has an open neighbourhood U such
that U → π0(LA1(U/(Ω ∩ U))) is trivial.

Let i : Z ↪→ X be the reduced closed complement of Ω. From the proof of Theorem
3.1.1, for any point x ∈ X, there exist subsets U and V such that,

U/(U − ZU)→ A1
V /(A1

V − ZU)

is an isomorphism of Nisnevich sheaves. Hence it is sufficient to check that

π0(LA1(A1
V /(A1

V − ZU)))

is trivial. By Mayer-Vietoris excision,

A1
V /(A1

V − ZU)→ P1
V /(P1

V − ZU)

is an isomorphism. Hence A1
V → P1

V /(P1
V − ZU) is onto, further, LA1(A1

V ) = LA1(V ).
Consequently, the following composition is surjective for any section V → A1

V

V → A1
V → π0

(
LA1(P1

V /(P1
V − ZU))

)
.

But in P1
V the zero section is A1-homotopic to the section of infinity and s∞(V ) ⊂ P1

V−ZU ,
hence

V → π0
(
LA1(P1

V /(P1
V − ZU))

)
is trivial morphism.
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3.4 Gabber’s Effacement theorem

This is the first application of Gabber’s presentation lemma over infinite fields (see
[CTHK, Thereom 2.2.7] and [Gab]).

Theorem 3.4.1.Let X be a smooth, affine variety over k, t1, . . . , tr ∈ X be a finite
number of points, p ≥ 0 an integer and Z a closed subvariety of codimension ≥ p + 1.
Let A be a sheaf of torsion abelian groups over the (small) étale site of X. Assume that
A = p∗A0 , where p : X → Spec(k) is the structural morphism and A0 is a Gal(ks/k)-
module. If k is infinite, then there exists an open subset U of X containing all ti and a
closed subvariety Z ′ ⊂ X containing Z such that

1. codimX(Z ′) ≥ p;

2. the map Hn
Z∩U(U,A) → Hn

Z′∩U(U,A) is 0 for all n ≥ 0. If k is finite, then there
exists (U,Z ′) as above such that (at least) the composite

Hn
Z(X,A)→ Hn

Z∩U(U,A)→ Hn
Z′∩U(U,A)

is 0 for all n ≥ 0.



4

Gabber’s Presentation Lemma

In this chapter we present the proof of Gabber’s presentation lemma over finite fields in
4.1.1 and over noetherian domains with all residue fields infinite in 4.2.1. Though the
statements are similar the strategies for the proofs are totally different (see Section 1
for the strategies). The first result is a joint work with my advisor Amit Hogadi which
appears in [HK] and the second is a joint work with Neeraj Deshmukh, Amit Hogadi and
Suraj Yadav which appears in [DHKY].

4.1 Gabber’s Presentation Lemma over finite fields

Theorem 4.1.1.Let X be a smooth variety of dimension d ≥ 1 over a finite field F

and Z ⊂ X be a closed subscheme. Let p ∈ Z be a point. Let AdF
π−→ Ad−1

F denote the
projection onto the first d− 1 coordinates. Then there exists

(i) an open neighbourhood U ⊂ X of p,

(ii) a map Φ : U → AdF ,

(iii) an open neighbourhood V ⊂ Ad−1
F of Ψ(p) where Ψ : U → Ad−1

F denotes the compo-
sition

U
Φ−→ AdF

π−→ Ad−1
F

22
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such that

1. Φ is étale.

2. Ψ|ZV : ZV → V is finite where ZV := Z ∩Ψ−1(V ).

3. Φ|ZV : ZV → A1
V = π−1(V ) is a closed immersion.

Remark 4.1.2.Without loss of generality, we may (and will) assume henceforth that X
is affine. Moreover, by [CTHK, 3.2], we may also assume that Z is a principal divisor
defined by f ∈ O(X) and p is a closed point.

4.1.1 Reduction to open subsets of AdF

In this section we prove Lemma 4.1.6. This lemma reduces Theorem 4.1.1 to the case
where X is an open subset of AdF and p ∈ Z ⊂ X is a closed point with first d − 1
coordinates equal to 0.

Notation 4.1.3. Throughout this section we work over a fixed finite field F . We further
fix the following notation.

1. Let Y be a subset of a scheme X/F . We let Y≤r := {x ∈ Y | deg(x) ≤ r} and
similarly Y<r := {x ∈ Y | deg(x) < r} and Y=r := {x ∈ Y | deg(x) = r}.

2. For f1, ..., fi ∈ F [X1, ..., Xn] we let Z(f1, ..., fi) denote the closed subscheme of AnF
defined by the ideal (f1, ..., fi).

We first recall the following standard trick (see [Mum]) used in the proof of Noether’s
normalization lemma.

Lemma 4.1.4. [Mum, pg. 2] Let k be any field and n ≥ 1 be any integer. Let Z/k be a
finitely generated affine scheme of dimension at most n− 1. Let

Z
(φ1,...,φn)−−−−−→ Ank

be a finite map. Let Q(T ) ∈ k[T ] be a non constant monic polynomial and Q = Q(φn).
Then for ` >> 0, the map

Z
(φ1−Q`

n−1
,...,φn−1−Q`)−−−−−−−−−−−−−−→ An−1

k



24 4.1. Over finite fields

is finite.

Remark 4.1.5.We claim that finiteness of Z (φ1,...,φn)−−−−−→ Ank implies that of Z (φ1,...,Q(φn))−−−−−−−→
Ank . This is because the later map is a composition of the following two finite maps

Z
(φ1,...,φn)−−−−−→ Ank

(Y1,...,Q(Yn))−−−−−−−→ Ank .

One can thus easily reduce the proof of the above general case to the case where Q(T ) = T .
Unless explicitly mentioned, we will usually assume Q(T ) = T while applying the lemma.
As in the proof of Noether normalization, the above lemma is usually applied repeatedly
until one gets a map from Z to Adim(Z)

k .

Lemma 4.1.6.Let p ∈ Z ⊂ X be as in Theorem 4.1.1. Further, assume that X is affine,
Z is a principal divisor and p is a closed point (see Remark 4.1.2). Then there exists a
map ϕ : X → AdF and an open neighbourhood W of ϕ(p) such that

1. ϕ−1(W )→ W is étale.

2. ZW := Z ∩ ϕ−1(W )→ W is a closed immersion.

3. The first d− 1 coordinates of ϕ(p) are 0.

In particular, it suffices to prove Theorem 4.1.1 where X is an open subset of AdF and the
first d− 1 coordinates of p are zero.

Proof. Let

- X = Spec (A).

- Z = Spec (A/(f)) and let A := A/(f).

- m ⊂ A be the maximal ideal of the closed point p.

- F (p) denote the residue field of p.

Step 1: Since X/F is smooth, dimF (p)(m/m2) = d. Choose {x1, ..., xd−1} ⊂ m such that
they span a d− 1 dimensional F (p)-subspace of m/m2. In this step we claim that there
exists y ∈ A such that

1. y mod m is a primitive element of F (p)/F .
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2. The set {x1, ..., xd−1, h(y)} (modulo m2) gives a F (p)-basis of m/m2, where h is the
minimal polynomial of y mod m.

3. The map (x1, . . . , xd−1, y) : X η−→ Ad is étale at p.

4. The map η induces an isomorphism on residue fields F (η(p))→ F (p).

Now let w ∈ m be an element such that {x1, ..., xd−1, w} span m/m2 as a F (p)-vector
space. Let c be a primitive element of F (p)/F and h be its minimal polynomial. Choose
ŷ ∈ A such that

ŷ ≡ c mod m.

Since c is separable over F , h′(c) 6= 0. Thus h′(ŷ) /∈ m or equivalently h′(ŷ) is a unit in
the ring A/m2. Choose ε ∈ m such that

ε ≡ w − h(ŷ)
h′(ŷ) mod m2.

Thus the F (p)-span of {x1, ..., xd−1, h(ŷ) + εh′(ŷ)} is m/m2. Let

y = ŷ + ε.

We note that
h(y) = h(ŷ + ε) ≡ h(ŷ) + εh′(ŷ) mod m2.

Hence {x1, . . . , xd−1, h(y)} gives a F (p)-basis for m/m2.
Now let η be the map (x1, . . . , xd−1, y) : X −→ AdF . Since y mod m is a primitive element

of F (p), one observes that F (η(p)) → F (p) is an isomorphism. It remains to show that
η is étale at p. The maximal ideal of η(p) in F [X1, ..., Xd] is n = (X1, . . . , Xd−1, h(Xd)).
As {x1, . . . , xd−1, h(y)} is a F (p)-basis for m/m2, that η is étale at p follows from the
surjectivity of

n/n2 η∗−→ m/m2.

Step 2: Let U be an open neighbourhood of p in X such that η|U is étale. Let

B = (X \ U) t Z.

In this step we modify x1, . . . , xd−1 to z1, . . . , zd−1 so that
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1. The map η̃ = (z1, . . . , zd−1, y) : X → AdF is étale on U .

2. The set {z1, . . . , zd−1, h(y)} is a F (p) basis for m/m2.

3. The map B (z1,...,zd−1)−−−−−−→ Ad−1
F is finite.

Let Ã := A/I(B) and m̃ denote the image of m in Ã. For any element α ∈ A, let
α̃ denote its image in Ã. Choose y1, ..., ym ∈ A which generate A as an F algebra. We
expand this generating set to include the xi’s. In particular

A = F [x1, ..., xd−1, y1, ..., ym],

Ã = F [x̃1, ..., x̃d−1, ỹ1, ..., ỹm].

The image of yi in A/m satisfies a non-constant monic polynomial, say fi, over F . Let

yi,0 := fi(yi) ∈ m.

xi,0 := xi

A0 := F [x1,0, .., xd−1,0, y1,0, ..., ym,0]

Ã0 := F [x̃1,0, .., x̃d−1,0, ỹ1,0, ..., ỹm,0]

Clearly, Ã is finite over Ã0.

For 0 ≤ r ≤ m − 1, we inductively define Ar+1 and elements xi,r+1, yi,r+1 as follows.
By 4.1.4, we choose an integer `r > 1 such that the following definitions make Ãr a
finite Ãr+1-algebra. Since any sufficiently large choice of `r works, we assume that `r is a
multiple of the char(F ). Let

xi,r+1 := xi,r − (ym−r,r)`
i
r ∀ 1 ≤ i ≤ d− 1

yi,r+1 := yi,r − (ym−r,r)`
d−1+i
r ∀ 1 ≤ i ≤ m− r − 1

Ar+1 := F [x1,r+1, .., xd−1,r+1, y1,r+1, ..., ym−r−1,r+1]

Ãr+1 := F [x̃1,r+1, .., x̃d−1,r+1, ỹ1,r+1, ..., ỹm−r−1,r+1]
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Since, xi,0 and yi,0 belong to m, inductively one can observe

yi,r ∈ m

xi,r ∈ m

xi,r+1 ≡ xi,r mod m2

For ease of notation, let us rename

zi := xi,m.

Note that for all i ≤ d− 1, zi−xi is of the form βkii for βi ∈ m and an integer ki divisible
by char(F ). This ensures requirements (1) and (2) of Step 2. Recall that m is an integer
such that {y1, ..., ym} are the chosen generators of A as an F algebra. It is now straightfor-
ward to see that {z1, ..., zd−1} ⊂ m such that Ã is a finite algebra over Ãm = F [z̃1, ..., z̃d−1].

Step 3: In this step we will further modify y while ensuring that (1) and (2) of the above
step continue to hold. Since the map η̃|B : B → Ad−1

F is finite, there exists finitely many
points {p, p1, ..., pt} ⊂ B which are contained in the zero locus Z(z1, ..., zd−1). Let mi be
the maximal ideal corresponding to pi for 1 ≤ i ≤ t. By Chinese remainder theorem,
choose δ ∈ A such that

δ ≡ 0 mod m

δchar(F ) ≡ −y mod mi ∀ 1 ≤ i ≤ t ...(note that A/mi is perfect)

Let
z = y + δchar(F ).

For later use, we note that

z ≡ 0 mod mi ∀ 1 ≤ i ≤ t.

Using the fact that z− y is char(F )-th power of an element of m, it is straightforward to
deduce the following from (1) and (2) of the above step.

1. The map ϕ : X → AdF defined by (z1, ..., zd−1, z) is étale at p.
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2. {z1, ..., zd−1, h(z)} is an F (p)-basis of m/m2.

3. z mod m is the primitive element c of F (p)/F .

We further claim that we have the following equality of ideals of Ã = A/(I(B)) :
√

(z̃1, ..., z̃d−1, h(z̃)) = m̃.

To see the claim, we first observe

h(z) ∈ m̃

h(z) /∈ m̃i ∀ 1 ≤ i ≤ t.

The first containment follows as h is the irreducible polynomial of z mod m. Moreover,
since h(0) 6= 0, the second statement follows from the fact that z ≡ 0 mod mi.

As {m̃, m̃1, ..., m̃t} are the only prime ideals of Ã containing the ideal (z̃1, ..., z̃d−1), and
h(z) /∈ mi ∀ i, we conclude that m̃ is the unique prime ideal of Ã containing the ideal
(z̃1, ..., z̃d−1, h(z̃)). Therefore

√
(z̃1, ..., z̃d−1, h(z̃)) = m̃.

Step 4: We claim that in fact

(
z̃1, ..., z̃d−1, h(z̃)

)
= m̃.

Note that both are m̃-primary ideals and hence it is enough to show the equality in the
localization Ãm̃. But the equality holds in this local ring by Nakayama’s Lemma since it
holds modulo m̃2 as {z1, ..., zd−1, h(z)} mod m2 gives a basis of m/m2 (see condition (2)
of the the above Step).

Step 5: Recall that ϕ : X → AdF is the map defined by (z1, ..., zd−1, z). We claim that
p is the unique point in ϕ−1ϕ(p) ∩ Z. In fact we have that p is the unique point of
ϕ−1ϕ(p)∩B. This is a direct consequence of Step 3, since the ideal defining ϕ−1ϕ(p)∩B
in B = Spec (Ã) is equal to (z̃1, ..., z̃d−1, h(z̃)) = m̃. Indeed, what we have observed is
that the scheme ϕ−1ϕ(p) ∩ B is reduced and has p as the only underlying point. Thus
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the same holds for ϕ−1ϕ(p)∩Z. If n denotes the maximal ideal in the coordinate ring of
AdF of the point ϕ(p), then nA = m. Recall that A := A/(f) and Z = Spec (A).

Step 6: In this step we prove the rest of the theorem using a trick used in the proof
of [CTHK, 3.5.1]. In fact, the argument in this step has been directly taken from loc.
cit. The map ϕ : Z → AdF is finite. Let n be the maximal ideal of ϕ(p) in F [X1, ..., Xd].
By Step 5, nA = m and the map

F [X1, ..., Xd]
n

ϕ∗−→ A

nA

is an isomorphism, in particular surjective. By Nakayama’s lemma, there exists a g ∈
F [X1, ..., Xd]\n such that the map

F [X1, ..., Xd]g → Ag

is surjective. In particular, if V = AdF\Z(g), then

Z ∩ ϕ−1(V )→ V

is a closed immersion. Note that V is an open neighbourhood of ϕ(p).

Let D ⊂ X be the maximal closed subset on which the map ϕ is not étale. Clearly p /∈ D.
Also, since D is a subset of B (see Step 2) and p is the only point in ϕ−1ϕ(p) ∩ B, we
must have ϕ(p) /∈ ϕ(D). However, the map ϕ|B is finite, we have that ϕ(D) is a closed
subset of AdF . Let

W :=
(
AdF\ϕ(D)

)
∩
(
AdF\Z(g)

)
.

Thus ϕ−1(W ) → W is étale. Moreover, ϕ−1(W ) is an open neighbourhood of p. It is
now clear that ϕ and W satisfy conditions (1) and (2) of the Lemma. Condition (3)
is also immediate since the map ϕ is defined by (z1, ..., zd−1, z) and zi vanish on p for
1 ≤ i ≤ d− 1.
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4.1.2 Reduction to open subsets of A2
F

In the previous section we reduced Theorem 4.1.1 to the case, in which X is an open
subset of AdF . In this section we reduce further to the case d = 2 (see Lemma 4.1.14).
This reduction is achieved by using induction argument. The following version of the
Noether normalization trick (see (4.1.4)) is used crucially in the reduction.

Lemma 4.1.7.Let n ≥ 2 be any integer, k be any field and Z/k be an affine variety of
dimension n− 1. Let

Z
(φ1,...,φn)−−−−−→ Ank

be a finite map. Let Q ∈ k[φn] be a non constant monic polynomial. Then for an integer
` >> 0, the map

Z
(φ1−Q`1,...,φn−1−Q`n−1)
−−−−−−−−−−−−−−→ An−1

k

is finite, where Qi’s are inductively defined by

Qn−1 := Q.

Qi := φi+1 −Q`
i+1 ∀ 1 ≤ i ≤ n− 2.

Proof. The proof is similar to that of 4.1.4 (see [Mum, page 2]) and hence we only give a
sketch. Since dim(Z) = n− 1, φ1, φ2, . . . , φn cannot be algebraically independent. Thus
there exists a non-zero polynomial f ∈ k[Y1, ..., Yn] such that f(φ1, φ2, . . . , φn) = 0. Let `
be any integer greater than ndeg(f) where deg(f) is the total degree of f . Let Q̃ ∈ k[Yn]
be a polynomial such that Q = Q̃(φn). Inductively define Q̃i for 1 ≤ i ≤ n−1 as follows:

Q̃n−1 := Q̃

Q̃i := Yi+1 − Q̃`
i+1 ∀ 1 ≤ i ≤ n− 2.

Notice that the polynomials Q̃i’s are defined such that

Q̃i(φ1, ..., φn) = Qi.

Moreover, we note that if d = Yn-degree of Q̃ then each Q̃i is monic in Yn of degree
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`n−i−1d. Consider the elements Z1, ..., Zn−1 ∈ k[Y1, ..., Yn] defined as follows:

Zi := Yi − Q̃`
i ∀1 ≤ i ≤ n− 1.

We leave it to the reader to check that

k[Z1, ..., Zn−1, Yn] = k[Y1, ..., Yn].

For future reference, we note that the map

η : AnF
(Y1−Q̃`1,...,Yn−1−Q̃`n−1,Yn)
−−−−−−−−−−−−−−−→ AnF

is an automorphism. It is enough to show that the polynomial f , expressed in the
variables Z1, ..., Zn−1, Yn is monic in Yn. Let us write f as

f = ΣI=(i1,...in)αI ·mI

where mI ’s are monomials in Y1, ..., Yn and αI ∈ k. We leave it to the reader to verify
that when expressed in new coordinates Z1, . . . Zn−1, Yn, each monomial mI becomes
a polynomial which is monic in Yn of Yn-degree equal to in + Σn−1

k=1ik · `n−k · d. Since
` > ndeg(f), one can show that these Yn-degrees are distinct. Thus in the coordinates
Z1, ..., Zn−1, Yn, f remains monic in Yn.

Notation 4.1.8. Let d ≥ 2 be an integer and f, g ∈ F [X1, ..., Xd] be nonzero polynomials
with no common irreducible factors (see Remark 4.1.11). Let X := AdF\Z(g) and Z :=
Z(f) ∩X. Let p ∈ Z be a closed point (see Remark 4.1.2) whose first d− 1 coordinates
are 0.

Recall from Lemma 4.1.6, it is sufficient to prove Theorem 4.1.1 for (X,Z, p) as
above. To prove this, as a first step we need a map Φ : X → AdF . Actually, we will
try to find maps Φ whose domain of definition is whole of AdF . That is we will find
polynomials {φ1, ..., φd} ⊂ F [X1, ..., Xd]. The following definition lists the conditions on
the polynomials, which will provide (see Lemma 4.1.10) the resulting map Φ is as per
(4.1.1).
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Definition 4.1.9. Let f, g,X, Z, p be as in Notation 4.1.8. For {φ1, ..., φd} ⊂
F [X1, ..., Xd], let

(i) Φ : AdF
(φ1,...,φd)−−−−−→ AdF .

(ii) Ψ : AdF
(φ1,...,φd−1)−−−−−−−→ Ad−1

F .

We say that (φ1, ..., φd) presents (X,Z(f), p) if

1. Ψ|Z(f) is finite and Ψ(p) = (0, ..., 0).

2. Ψ−1Ψ(p) ∩ Z(f) ⊂ Z

3. Φ is étale at S := Ψ−1Ψ(p) ∩ Z.

4. Φ is radicial at S.

Recall that Φ is said to be radicial [Sta, Tag 01S2] if Φ|S is injective and for all x ∈ S
the residue field extension F (x)/F (Φ(x)) is trivial.

Due to the following lemma, to prove Theorem 4.1.1 for X,Z, p as per Notation 4.1.8
it is sufficient to find φ1, ..., φd which presents (X,Z(f), p).

Lemma 4.1.10.Let X,Z, p be as above. Assume there exists {φ1, ..., φd} which presents
(X,Z(f), p) and Φ,Ψ be as in Definition 4.1.9. Then there exist open neighborhoods
V ⊂ Ad−1

F of Ψ(p) and U ⊂ X of p, such that Φ|U ,Ψ|U , U, V satisfy conditions (1),(2),(3)
of Theorem 4.1.1. Moreover, Ψ−1(V ) ∩ Z(f) ⊂ U .

Proof. The argument here is directly taken from [CTHK, 3.5.1]. We construct an open
neighbourhood V of Ψ(p) in Ad−1

F , such that if ZV := Ψ−1(V ) ∩ Z(f) then

(i) ZV ⊂ Z

(ii) Φ is étale at all points in ZV

(iii) Φ|ZV : ZV → A1
V is closed immersion

Let B be the smallest closed subset of Z(f) containing all points of Z(f) at which Φ is
not étale and also containing Z(f)\Z. Since Ψ|Z(f) is a finite map, Ψ(B) is closed in Ad−1

F .
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Moreover, because of conditions (2) and (3) of Definition 4.1.9, we have Ψ(p) /∈ Ψ(B).
Thus, we can choose affine open subset W ⊂ Ad−1

F such that Ψ(p) ∈ W ⊂ Ad−1
F \Ψ(B).

Let ZW = Z ∩ Ψ−1(W ). We have following commutative diagram of affine schemes and
consequently their coordinate rings.

ZW

A1
W

W

Φ

π

Ψ

F [ZW ]

F [A1
W ]

F [W ]

Φ∗

Ψ∗

Let Ψ(p) = q and mq be the maximal ideal in F [W ] corresponding to q. Thus the
ideal corresponding to S = Ψ−1(q) ∩ Z in F [ZW ] is mq · F [ZW ]. Since Φ is radicial as
well as étale at S,

Φ|S : S ↪→ A1
W

is a closed immersion. Thus the map on the coordinate rings

F [A1
W ]� F [ZW ]

mqF [ZW ]

is surjective. The surjectivity of the above map is equivalent to

C ⊗F [W ]
F [W ]
mq

= 0

where
C := Coker

(
F [A1

W ]→ F [ZW ]
)
.

But C is a finite F [W ] module. Hence by Nakayama’s lemma Cmq = 0. Thus there exists
h ∈ F [W ]\mq such that Ch = 0 or equivalently

F [A1
W ]h � F [ZW ]h

is surjective. Let V := W\Z(h). The coordinate ring of ZV := Ψ−1(V ) ∩ Z(f) is F [ZW ]h
and that of π−1V is F [A1

W ]h. Thus the surjectivity of the above map implies that

ZV ↪→ A1
V
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is a closed immersion as required.

Let U ⊂ X be the maximal open subset containing points at which Φ is étale. To
finish the proof, we need to show that U, V,Φ|U ,Ψ|U satisfy conditions (1), (2), (3) of
Theorem 4.1.1. (1) is clearly satisfied by the definition of U . To see (2), note that Ψ|Z(f)

is finite, and hence, as ZV = Ψ−1(V ) ∩ Z(f), Ψ|ZV : ZV → V is finite. (3) is precisely
the condition (iii) mentioned at the beginning of the proof. By the construction of W ,
subsequently V , it follows that Ψ−1(V ) ∩ Z(f) ⊂ U .

Remark 4.1.11.The justification for the assumption in Remark 4.1.8 that f, g have no
common irreducible factors is the following: If f and g have common irreducible factors,
dividing f by the g.c.d. of f and g does not change Z(f)\Z(g). Eventually we want to
prove Theorem 4.1.1 for (X,Z, p), we are allowed to change Z(f) as long as it does not
change Z.

We use an easy coordinate change to prove the following lemma. This will be a part
of the proof of the main result (4.1.14) in this section.

Lemma 4.1.12.Let (φ1, ..., φd) present (X,Z(f), p). as in Lemma 4.1.10. Then there
exist (φ̃1, ..., φ̃d) which present (X,Z(f), p) such that there exists an open subset V ⊂ Ad−1

F

satisfying the conclusion of Lemma 4.1.10 for (φ̃1, ..., φ̃d) and which satisfies the following
additional condition:

dim
(

Z(φ̃1, ..., φ̃d−2) ∩Ψ−1
|Z(f)

(
Ad−1
F \V

))
= 0.

Proof. We note that if d = 2, by convention,

Z(φ̃1, ..., φ̃d−2) ∩Ψ−1
|Z(f)(A

1
F\V ) = Ψ−1

|Z(f)(A
1
F\V )

which is of zero dimension since V is non-empty. Thus we may assume d ≥ 3. For an
integer `, consider the automorphism ρ : Ad−1

F → Ad−1
F induced by

(X1, ..., Xd−1) 7→ (X1 −X`(d−1)−1

d−1 , X2 −X`(d−1)−2

d−1 , ..., Xd−2 −X`1

d−1, Xd−1).
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We choose ` >> 0, such that by (4.1.4), (X1, ..., Xd−2)|ρ(Ad−1\V ) is a finite map. Let

φ̃i := φi − φ̃`
d−1−i

d−1 for i ≤ d− 2

φ̃i := φi for i = d− 1, d

It is then straightforward to check that (φ̃1, ..., φ̃d) presents (X,Z(f), p) (since it is ob-
tained by a coordinate change from the original φi’s) and moreover

dim
(

Z(φ̃1, ..., φ̃d−2) ∩Ψ−1
|Z(f)(A

d−1
F \ρ(V ))

)
= 0.

Lemma 4.1.13.Let d ≥ 3, and f, g ∈ F [X1, ..., Xd] be two non-zero polynomials with no
common factors. Let p be a closed point of AdF such that Xi(p) = 0 for all i ≤ d − 1.
Then there exists a coordinate change of F [X1, ..., Xd], i.e., elements Yi ∈ F [X1, ..., Xd]
with

F [X1, ..., Xd] = F [Y1, ..., Yd]

such that f(0, Y2, ..., Yd) and g(0, Y2, ..., Yd) are nonzero polynomials with no common
irreducible factors and Yi(p) = 0 for all i ≤ d− 1.

Proof. The condition that f(0, Y2, ..., Yd) and g(0, Y2, ..., Yd) are nonzero polynomials with
no common irreducible factors is equivalent to the condition that no irreducible compo-
nent of Z(f) ∩ Z(g) is contained in Z(Y1).

By Noether normalization trick 4.1.4, we may assume, by a suitable coordinate change,
that the projection

(X2, ..., Xd) : Z(f) ∩ Z(g) η−→ Ad−1
F

is finite. Note that since d ≥ 3, the image of every irreducible component of Z(f) ∩ Z(g)
under η is of dimension at least one. Thus we may choose closed points z1, ..., zτ , one in
each irreducible component of Z(f) ∩ Z(g) such that η(zi) are pairwise distinct and also
different from η(p). For every closed point x of AdF , either X1 or X1 + 1 is non-vanishing
on x. Thus for each zi, we choose εi = 0 or 1, such that X1 + εi does not vanish on zi.
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By Chinese remainder theorem, there exists a polynomial γ ∈ F [X2, ..., Xd] such that

γ(η(zi)) = εi and γ(p) = 0.

It is now straightforward to check that

Y1 := X1 − γ and Yi := Xi ∀ 2 ≤ i ≤ d

satisfies our requirement.

Lemma 4.1.14. [Reduction to d = 2] Assume that for d = 2 and every f, g,X, Z, p as
in Notation 4.1.8, there exist φ1, φ2 ∈ F [X1, X2] which presents (X,Z(f), p). Then the
same holds for every d ≥ 2.

Proof. We prove this lemma by induction on d. Assume d ≥ 3.

Step 0: As before, we let F [X1, ..., Xd] be the coordinate ring of AdF . Let f(X2, ..., Xd) :=
f(0, X2, ..., Xd) and g(X2, ..., Xd) := g(0, X2, ..., Xd). By Lemma 4.1.13, we may assume
that then f and g are non-zero and have no common factors. We let

- X := X ∩ Z(X1).

- Z := Z ∩X.

Note that p ∈ Z and X = Z(X1)\Z(g) where Z(X1) ∼= Ad−1
F with coordinate ring

F [X2, ..., Xd]. By induction, there exists {φ2, ..., φd} ⊂ F [X2, ..., Xd] which presents
(X,Z(f), p). Let

Φ := (φ2, ..., φd) and Ψ := (φ2, ..., φd−1).

By Lemma 4.1.10, there exist neighbourhoods V ⊂ Ad−1
F and U ⊂ X of Ψ(p) and p

respectively such that if
ZV := Z ∩Ψ−1(V )

then the following conditions of Theorem 4.1.1

1. Φ|U is étale

2. Ψ|Z
V

: ZV → V is finite
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3. Φ|Z
V

: ZV → A1
V
is a closed immersion

are satisfied.
Further, by Lemma 4.1.12, we also assume (without loss of generality) that if E is the
closed subset of Z(f̄) defined by

E := Z(f̄)\Ψ−1(V )

then

(4) dim(E ∩ Z(φ2, ..., φd−2)) = 0.

Note that (4) is vacuously satisfied unless d ≥ 4. Indeed for d = 3, Ad−2
F \ V is a finite

set, and since Ψ|Z(f) : Z(f̄)→ Ad−2
F is finite, E is thus a finite set.

Step 1: Since Z(f)
(φ2,...,φd−1)
−−−−−−−→ Ad−2

F is finite (see 4.1.9(1)), for 2 ≤ i ≤ d, the image of Xi

in F [X2, ..., Xd]/(f) satisfies a monic polynomial

Pi(T ) := Tmi + ami−1,iT
mi−1 + · · ·+ a0,i

where each ai,j ∈ F [φ2, ..., φd−1]. So Pi(Xi) is zero in F [X2, ..., Xd]/(f̄). Note that each
φi is an element of F [X2, ..., Xd]. Thus we have a map of algebras

F [φ2, ..., φd−1][T ]→ F [X1, ..., Xd][T ]/(f).

We let P̃i(T ) be the image of the polynomial Pi(T ) under this map. Since Pi(Xi) is zero
in F [X2, ..., Xd]/(f̄), P̃i(Xi) maps to zero via the map

F [X1, ..., Xd]/(f) X1 7→0−−−→ F [X2, ..., Xd]/(f).

Therefore
P̃i(Xi) = X1gi

for some gi ∈ F [X1, ..., Xd]/(f). We claim that the map

Z(f) (φ2,...,φd,X1,X1g2,...,X1gd)−−−−−−−−−−−−−−−→ A2d−1
F

is finite. This is clear because for i ≥ 2, each Xi satisfies the monic polynomial P̃i(T )−
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X1gi with coefficients which are polynomial expressions in the functions defining the
above map. Applying 4.1.4 repeatedly to this map (see Remark 4.1.5), we get φ2, ..., φd ∈
F [X1, ..., Xd] such that

φi ≡ φi mod X1

and the map (φ2, ..., φd)|Z(f) is finite.
Step 2: Consider the maps

Φ̃ : AdF
(X1,φ2,...,φd)−−−−−−−→ AdF

Ψ̃ : AdF
(X1,φ2,...,φd−1)−−−−−−−−−→ Ad−1

F .

Note that for all points x ∈ Z(X1), Φ̃ is étale at x iff Z(X1) φ2,...,φd−−−−→ Ad−1
F is étale at x.

Let E be the closed subset of Z(f) ⊂ Z(f) defined in Step 0. We have the following:

1. Φ̃|Z(f) is finite. In fact, the map (φ2, ..., φd)|Z(f) is finite.

2. Ψ̃(p) /∈ Ψ̃(E) (this follows from the definition of E)

3. Φ̃ restricted to Z(f)\E is a locally closed immersion.

4. Φ̃ is étale at all points in Z(f)\E.

By condition (4) of Step 0,

E ∩ Z(φ2, ..., φd−2) = E ∩ Z(φ2, ..., φd−2)1

is finite. Let Q be any non-constant polynomial expression in φd which vanishes on the
finite set (

E ∩ Z(φ2, ..., φd−2)
)
∪
{
p
}
.

Let ` be a large enough integer which is divisible by char(F ). Let φ1 = X1 and as in
Lemma 4.1.7, let Qd−1 := Q and

Qi := φi+1 −Q`
i+1 ∀ i ≤ d− 2.

Let
Φ := (φ1 −Q`

1, . . . , φd−1 −Q`
d−1, φd) : AdF −→ AdF

1where by convention Z(φ2, ..., φd−3) is the whole of Ad
F if d ≤ 3.
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Ψ := (φ1 −Q`
1, . . . , φd−1 −Q`

d−1) : AdF → Ad−1
F .

By Lemma 4.1.7 Ψ|Z(f) is finite. We let S be the finite set of points in Ψ−1Ψ(p)∩Z(f).
To finish the proof, it suffices to verify the conditions (2)-(4) of Definition (4.1.9). We
first note that S ⊂ Z(φ1, ..., φd−2). This is because if x ∈ S, then by definition of S,

φi+1 −Q`
i+1(x) = Qi(x) = 0 ∀ i ≤ d− 2.

And thus
φi −Q`

i(x) = φi(x) = 0 ∀ i ≤ d− 2.

We now show that S is disjoint from E. First note that S ⊂ Z(φ1) = Z(X1). Also
Ψ(p) = 0 since Q(p) = 0 and φi(p) = 0 for 1 ≤ i ≤ d − 1. Let x ∈ S ∩ E if possible.
Hence x is necessarily in E∩Z(φ2, ..., φd−2) by the above argument. In particular we note
that φd−2(x) = 0. Now we claim that

φd−1(x) = 0.

Since Ψ(x) = 0 we have (φd−2 −Q`
d−2)(x) = 0. But as φd−2(x) = 0, we conclude that

Qd−2(x) = 0.

Thus
φd−1(x) = (Qd−2 −Q`)(x) = 0.

This proves the claim. Consequently, x ∈ Z(φ2, . . . φd−1). By definition of E, x ∈ E

implies Ψ̄(x) /∈ V̄ where V̄ is as defined in Step 0. As V̄ is a neighborhood of 0 = Ψ(p),
we have Ψ̄(x) 6= 0. But as x ∈ E ⊂ Z(X1), we have

Ψ̄(x) = (φ2, ..., φd−1)(x) = (φ̄2, ..., φ̄d−1)(x).

Hence φi(x) 6= 0 for some i with 2 ≤ i ≤ d − 1. This is a contradiction to the fact
that x ∈ Z(φ2, . . . φd−1). Hence S must be disjoint from E. Hence Φ̃ is a locally closed
immersion on S by property (3) of Step 2.
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As in the proof of Lemma 4.1.7, we let

Ad−2
F

η−−−→ Ad−2
F

be the automorphism defined by

η = (Y1 − Q̃`
1, . . . , Yd−1 − Q̃`

d−1, Yd)

where Q̃i ∈ F [Y1, ..., Yd] are polynomials satisfying Qi = Q̃i(φ1, ..., φd). It is straightfor-
ward to check that

Φ = η ◦ Φ̃.

Hence Φ is a locally closed immersion on S, this proves condition (4) of Definition 4.1.9.
From Lemma 4.1.10 we have Z(f) ∩ Ψ−1(V ) ⊂ X. This with the fact that Z =

Z(f) ∩ X implies conditions (2) of Definition 4.1.9. For checking condition (3), i.e. to
check Φ is étale at all points in S, we note that since ` is divisible by char(F ), Φ is
étale precisely at those points where Φ̃ is étale. In particular Φ is étale at all points of
Z(f)\E.

4.1.3 Open subsets of A2
F

By reduction using lemmas 4.1.6, 4.1.14 we only need to handle the case of open subsets
of A2

F . The low degree points are dealt with in the similar way as in [Poo], whereas for
the high degree point we use a different technique (see Lemma 4.1.24).

Lemma 4.1.15.Let F be a finite field as before, and C ⊂ A2
F be a closed curve such that

the projection onto the Y -coordinate Y|C : C → A1
F is finite. Let C(1) denote the set of

closed points of C. Then the following set of points is dense in C

{
x ∈ C(1) | degF (Y (x)) = degF (x)

}
.

Proof. Without loss of generality, we may assume C is irreducible and hence we simply
have to show that the set

{
x ∈ C(1) | degF (Y (x)) = degF (x)

}
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is infinite. Let x1, ..., xq be the F -rational points of A1
F . Let C ′ := C\Y −1({x1, ..., xq}).

C ′ is a dense open subset of C as Y|C is finite. Now, any point x ∈ C ′ of prime degree
satisfies degF (Y (x)) = degF (x). By Lang-Weil estimates [LW], for all large enough prime
number `, there is a point x ∈ C ′(1) of degree `. Hence, since ` is a prime, we must have
degF (Y (x)) = degF (x). This proves the lemma.

Notation 4.1.16. Let

1. A = F [X, Y ] and for d ≥ 0 let A≤d = {h ∈ A | deg(h) ≤ d}. Here deg(h) denotes
the total degree.

2. f, g ∈ A be two non-constant polynomials, with no common irreducible factors. By
performing a change of coordinates if necessary, we will assume that f is monic in
X of degree m.

3. W := A2
F\Z(g). In this section, we call our variety W instead of X, since the later

will denote a coordinate function on A2
F .

4. Z := Z(f) ∩ W . Note that Z(f)\Z is finite as f, g have no common irreducible
components.

5. p ∈ Z be a closed point such that its X-coordinate is 0. We also choose a set of
closed points {p1, ..., pt} in Z such that the set T := {p, p1, ..., pt} satisfies

(a) T contains at least one point from each irreducible component of Z.

(b) No two points in T have same degrees and for all pi ∈ T , deg(Y (pi)) = deg(pi).
This can be ensured by Lemma 4.1.15. Note that since X-coordinate of p is
0, we also have deg(Y (p)) = deg(p).

6. Let D = {q1, . . . , qs} be a finite set of closed points in Z(f) satisfying:

(a) D contains all points in Z(f)\Z.

(b) D contains at least one point from each irreducible component of Z(f).

(c) D does not contain any point of {p, p1, ..., pt}.

Moreover, for a point x in Z(f), the notation Ox (resp. mx) will denote OA2
F ,x

(resp.
mA2

F ,x
) i.e. the local ring (resp. maximal ideal) of x as a point of A2

F .



42 4.1. Over finite fields

The main result of this section is the following.

Theorem 4.1.17.There exists (φ1, φ2) ∈ F [X, Y ] which presents (W,Z(f), p).

This is enough to prove Theorem 4.1.1.

Proof of 4.1.1. This follows from Lemmas 4.1.6, 4.1.10 and 4.1.14 and Theorem 4.1.17.

In order to prove Theorem 4.1.17, φ1 is arranged in Lemma 4.1.18 and φ2 is arranged
in Lemma 4.1.24. The counting techniques by Poonen [Poo] are the backbone of the
proofs of these lemmas.

Recall from 4.1.3, for Y a subset of a scheme X/F , Y≤r := {x ∈ Y | deg(x) ≤ r}.

Lemma 4.1.18.Let the notation be as in 4.1.16. There exists c ∈ N, such that for every
d >> 0, there exists a φ ∈ A≤d satisfying

1. φ(p) = φ(pi) = 0 for all i = 1, ..., t and φ(qi) 6= 0 for all i = 1, . . . , s.

2. (φ, Y ) is étale at all x ∈ S where S := Z(φ) ∩ Z.

3. The projection Y : A2
F → A1

F is radicial at S≤(d−c)/3.

Remark 4.1.19.We could prove only some of the conditions on φ such that (φ, Y )
presents (W,Z(f), p). The above lemma is basically formulated using those conditions.
Suppose φ|Z(f) is a finite map and Y is radicial at whole of S (as opposed to S(d−c)/3 above),
then (φ, Y ) would present (W,Z, p) thereby proving (4.1.17).

Remark 4.1.20.The set S = Z(φ) ∩ Z in the statement of the above Lemma is neces-
sarily finite. Since, in each irreducible component of Z, on at least one qi (see Notation
(4.1.16)(6)(b)) φ does not vanish. Since T intersects each irreducible component of Z(f)
(see Notation (4.1.16)(5)(a)), we know that any open neighbourhood of S is dense in
Z(f).

Following [Poo] define the density of a subset C ⊂ A by

µ(C) := lim
d→∞

# (C ∩ A≤d)
# A≤d
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provided the limit exists. Similarly, the upper and lower densities of C, denoted by µ(C)
and µ(C), are defined by replacing limit in the above expression by lim sup and lim inf
respectively.

We show the existence of φ as in Lemma 4.1.18 by proving that the density of such
φ is positive. The proof of the Lemma 4.1.18 is in two steps, in the first step we prove
(Lemma 4.1.22) that φ satisfying conditions (1), (3) and condition (2) for points upto
certain degree, exists. Then in Lemma 4.1.23 we show that the set of φ which does not
satisfy condition (2) for points of higher degrees is of zero density.

Let φ ∈ A and r ≥ 1 be an integer. Consider the following conditions on φ, which
are closely related to the conditions (1), (2) and (3) of Lemma 4.1.18.

(a) φ(p) = φ(pi) = 0 for all 1 ≤ i ≤ t and φ(qi) = 1 for all 1 ≤ i ≤ s.

(br) For all x ∈ Z(f)≤r such that φ(x) = 0, ∂φ
∂X

(x) 6= 0.

(cr) For all points x1, x2 ∈ Z(f)≤r, such that deg(x1) = deg(x2) = deg(Y (x1)) =
deg(Y (x2)) and φ(x1) = φ(x2) = 0, we have Y (x1) 6= Y (x2).

(dr) For all x ∈ Z(f)≤r such that φ(x) = 0, deg(Y (x)) = deg(x).

Remark 4.1.21.The main motivation for introducing the above conditions, are the fol-
lowing straightforward implications between them and the conditions of 4.1.18

- φ satisfies (4.1.18)(1) if φ satisfies (a).

- φ satisfies (4.1.18)(2) iff φ satisfies (br) for all r ≥ 1.

- φ satisfies (4.1.18)(3) iff φ satisfies (cr) and (dr) for all r ≤ (d− c)/3.

Lemma 4.1.22.There exist integers r0, c ∈ N, with

r0 > max
{
deg(p), deg(p1), ..., deg(pt), deg(q1), ..., deg(qs)

}
such that the lower density of the set

P :=
⋃

d>c+2r0

{
φ ∈ A≤d | φ satisfies (a), (b(d−c)/3), (c(d−c)/3), (d(d−c)/3) and φ(x) = 1 ∀ x ∈ Z(f)≤r0\T

}

is positive.
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Proof. By Lang-Weil estimates [LW] there exists c′ ∈ N such that for all n ≥ 1,

#
(
Z(f)=n

)
≤ c′ · qn.

For reasons which will be clear during the course of the calculations below, we choose
r0 and c as follows. Recall that m is the X-degree of f . Let r0 be any integer satisfying

(i) r0 > max
{
deg(p), deg(p1), ..., deg(pt), deg(q1), ..., deg(qs)

}
.

(ii)
 ∑
i>r0/m

1
qi

 ·
c′ + (

m

2

)
+ m

2

 < 1−
∑
x∈T

q−deg(x).

Note that it is always possible to ensure (ii) as
 ∑
i>r0/m

1
qi

→ 0 as r0 →∞

and as degrees of points in T are distinct we have

∑
x∈T

q−deg(x) <
∞∑
i=1

q−i ≤ 1.

Let
c =

∑
x∈Z(f)≤r0

deg(x).

Let d ≥ c+ 2r0 be any integer and r := (d− c)/3. Let

T :=
{
φ ∈ A≤d | φ satisfies (a) and φ(x) = 1 ∀ x ∈ Z(f)≤r0\T

}
.

Tb :=
{
φ ∈ T | φ does not satisfy(br)

}
Tc :=

{
φ ∈ T | φ does not satisfy(cr)

}
Td :=

{
φ ∈ T | φ does not satisfy(dr)

}
Let

δ :=
# T

# A≤d
, δb :=

# Tb
# A≤d

, δc :=
# Tc

# A≤d
, δd :=

# Td
# A≤d

.
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In the following steps we will estimate δ, δb, δc, δd.

Step 1 : (Estimation for δ) : Note that the condition that φ belongs to T depends solely
on the image of φ in the zero dimensional ring

∏
x∈Z(f)≤r0

(Ox/mx).

Since the dimension over F of the above ring is c and since d ≥ c, by [Poo, Lemma 2.1]
the map

A≤d
ρ−→

∏
x∈Z(f)≤r0

(Ox/mx)

is surjective. One can easily see that T is a coset of Ker(ρ). Therefore

δ =
∏

x∈Z(f)≤r0

q−deg(x).

Step 2 : (Estimation for δb) : Let x ∈ Z(f)≤r where recall that r = (d − c)/3. The
following are equivalent :

(i) φ ∈ T and φ(x) = 0 and ∂φ
∂X

(x) = 0.

(ii) φ ∈ T and φ mod m2
x lies in the kernel of the linear map ∂

∂X
: mx
m2
x
→ F (x).

Let us first consider the case when deg(x) > r0. In this case, each of the above
condition for φ depends only on its image in the zero dimensional ring

 ∏
q∈Z(f)≤r0

(Oq/mq)
× (Ox/m

2
x).

The cardinality of the above ring is
( ∏
y∈Z(f)≤r0

qdeg(y)
)
· q3deg(x).

Let us call an element ξ in the above ring as a favorable value iff all φ mapping to ξ
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satisfy the above conditions. It is an easy exercise to check that the set of all favorable
values has cardinality qdeg(x). Thus the ratio of the number of favorable values to the
cardinality of the ring is nothing but δq−2deg(x). The dimension over F of this ring is
c + 3·deg(x). Since d ≥ c + 3·deg(x), by [Poo, Lemma 2.1], A≤d surjects onto this ring.
Due to this, the ratio of φ ∈ A≤d satisfying the above two conditions to the #A≤d is
nothing but δq−2deg(x). In other words,

#
{
φ ∈ T | φ(x) = 0, ∂φ

∂X
(x) = 0

}
# A≤d

= δ · q−2deg(x).

Now let us consider the case where deg(x) ≤ r0. We claim that unless x ∈ T , there
is no φ ∈ T which vanishes on x. This follows from the definition of T. So let us assume
x ∈ T . In this case, the above two conditions for φ depend solely on the image of φ in
the ring  ∏

q∈Z(f)≤r0
q 6=x

(Oq/mq)
× (Ox/m

2
x).

Proceeding in a manner similar to the case where deg(x) > r0, we find that for x ∈ T ,

#
{
φ ∈ T | φ(x) = 0, ∂φ

∂X
(x) = 0

}
# A≤d

= δ · q−deg(x).

Since
Tb =

⋃
x∈Z(f)≤r such that
x∈T or deg(x)>r0

{
φ ∈ T | φ(x) = 0, ∂φ

∂X
(x) = 0

}

we get an estimate

δb ≤
∑
x∈T

δq−deg(x) +
∑

x∈Z(f)≤r such that
deg(x)>r0

δ · q−2deg(x)

≤ δ

(∑
x∈T

q−deg(x) +
∑

r0<i≤r
c′q−i

)

where recall that c′ was the constant in Lang-Weil estimates such that #Z(f)=n ≤ c′qn.
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Step 3 : (Estimation for δc): Let y ∈ A1
F with i := deg(y) ≤ r. Let

Tyc :=
{
φ ∈ T | ∃ distinct x1, x2 ∈ Z(f)=i with Y (x1) = Y (x2) = y and φ(x1) = φ(x2) = 0

}
.

First, note that Tyc is empty unless i > r0. This is because the only points of degree ≤ r0

on which a φ ∈ T vanishes are the points in T . However, by choice, all points in x ∈ T
have different degrees and satisfy deg(x) = deg(Y (x)). Thus, let us assume i > r0. In
this case, we claim that

# Tyc
# A≤d

≤ δ ·
(
m

2

)
· q−2i.

For fixed x1, x2 with Y (x1) = Y (x2) = y,{
φ ∈ T | φ(x1) = φ(x2) = 0

}

is a coset of the kernel of the following map

A≤d −→
( ∏
q∈Z(f)≤r0

(Oq/mq)
)
× (Ox1/mx1)× (Ox2/mx2)

which is surjective by [Poo, 2.1]. Thus

#
{
φ ∈ T | φ(x1) = φ(x2) = 0.

}
# A≤d

≤ δ · q−2i.

To prove the claim we now simply observe that since f is monic in X of degree m there
are atmost

(
m
2

)
possible choices for a pair {x1, x2} as above.

As discussed above, since Tyc is empty unless i > r0, we have

Tc =
⋃
y∈A1

F
r0<deg(y)≤r

Tyc .

For a fixed i,
#
{
y ∈ A1

F | deg(y) = i
}
≤ qi.
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From this, it is elementary to deduce

δc =
# Tc

# A≤d
≤ δ

( ∑
r0<i≤r

(
m

2

)
q−i
)
.

Step 4 : (Estimation for δd): As in the above step, let y ∈ A1
F with i := deg(y) ≤ r. Let

T
y
d :=

{
φ ∈ T | ∃ x ∈ Z(f)≤r with φ(x) = 0 , Y (x) = y and deg(x) > i.

}
.

We first claim that Tyd is empty unless deg(y) > r0/m. Otherwise, there would exist a
φ ∈ T and an x ∈ Z(f)≤r with Y (x) = y, φ(x) = 0 and deg(x) > deg(y). But as f is monic
in X of degree m, the maximum degree of a point x lying over y is m ·deg(y) ≤ r0. Which
means x ∈ Z(f)≤r0 . However as φ ∈ T, the only points in Z(f)≤r0 on which φ vanishes are
those in T . Thus x ∈ T . But by (4.1.16)(5)(c), for such x, deg(Y (x)) = deg(y) = deg(x)
which is a contradiction.

We will now estimate
# T

y
d

# A≤d
.

Fix a point x ∈ Z(f)≤r with deg(x) > i and Y (x) = y. For this x, we first note that
because of (4.1.16)(5)(c), x /∈ T .

For deg(x) > r0 we note that

#
{
φ ∈ T | φ(x) = 0.

}
# A≤d

≤ δ · q−deg(x) ≤ δ · q−2i.

This is deduced, as before, from the surjectivity of

A≤d −→
( ∏
q∈Z(f)≤r0

(Oq/mq)
)
× (Ox/mx)

If deg(x) ≤ r0,
{
φ ∈ T | φ(x) = 0

}
is empty as there is no points in Z(f)\T on which

a φ ∈ T vanishes. And hence, the above estimate trivially holds in this case also.
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As f is monic in X of degree m, and deg(x) ≥ 2i, there are at most m
2 possible choices

for x ∈ Z(f) such that Y (x) = y. This shows that

# T
y
d

# A≤d
≤ δ · m2 · q

−2i.

Since, as discussed above, Tyd is empty unless deg(y) > r0/m, we have

Td =
⋃

y∈(A1
F )≥r0/m

T
y
d .

For a fixed i,
#
{
y ∈ A1

F | deg(y) = i
}
≤ qi.

Thus
δd =

# Td
# A≤d

≤ δ
( ∑
r0/m<i≤r

m

2 q−i
)
.

Step 5 : (Estimation for P): If we let

Pd :=
{
φ ∈ A≤d | φ satisfies (a), (b(d−c)/3), (c(d−c)/3), (d(d−c)/3) and φ(x) = 1 ∀ x ∈ Z(f)≤r0\T

}
,

then
Pd = T\(Tb ∪ Tc ∪ Td).

Therefore

# Pd
# A≤d

≥ δ − δb − δc − δd

≥ δ

1−
∑
x∈T

q−deg(x) −
∑

r0<i≤r
c′q−i −

∑
r0<i≤r

(
m

2

)
q−i −

∑
r0/m<i≤r

m

2 q−i


≥ δ

1−
∑
x∈T

q−deg(x) −

 ∑
r0/m<i≤r

1
qi

 ·
c′ + (

m

2

)
+ m

2


Note that in the above expression r = (d− c)/3. As d→∞, so does r. Hence we observe
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that

inf
( # Pd

# A≤d

)
≥ δ

1−
∑
x∈T

q−deg(x) −

 ∑
i>r0/m

1
qi

 ·
c′ + (

m

2

)
+ m

2


which is positive, thanks to the definition of r0. Thus the lower density of

P =
⋃
d

Pd

is positive as required.

Lemma 4.1.23.Let c be as in Lemma 4.1.22 and let

Q :=
⋃
d≥0

{
φ ∈ A≤d | ∃ x ∈ Z(f)>(d−c)/3 such that φ(x) = ∂φ

∂X
(x) = 0

}
.

Then µ(Q) = 0.

Proof. The proof is identical to that of [Poo, 2.6]. We reproduce the argument verbatim
here for the convenience of the reader. We will bound the probability of φ constructed
as

φ = φ0 + gpX + hp

and for which there is a point x ∈ Z(f)>(d−c)/3 with φ(x) = ∂φ
∂X

(x) = 0. Note that if φ is
of the above form, then

∂φ

∂X
= ∂φ0

∂X
+ gp.

Further, if φ0 ∈ A≤d, g ∈ A≤d−1/p and h ∈ A≤d/p, then φ ∈ A≤d. Define

W0 := Z(f) and W1 := Z
(
f,
∂φ

∂X

)
.

Note that dim(W0) = 1.
Let

γ := bd− 1
p
c and η = bd

p
c.

Claim 1: The probability (as a function of d) of choosing φ0 ∈ A≤d and g ∈ A≤(d−1)/p such
that dim(W1) = 0 is 1− o(1) as d→∞.
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Let V1, ..., V` be F irreducible components of W0. Clearly ` ≤ deg(f) (where deg(f)
is the total degree). Since the projection onto the Y coordinate is finite on Z(f) (by
(4.1.16)(2)), we know that Y (Vk) is of dimension one for all k. We will now bound the
set

Gbad
k :=

{
g ∈ A≤γ |

∂φ

∂X
= ∂φ0

∂X
+ gp vanishes identically on Vk

}
.

If g, g′ ∈ Gbad
k , then g − g′ vanishes on Vk. Thus if Gbad

k is non-empty, it is a coset of
the subspace of functions in Aγ which vanish identically on Vk. The codimension of that
subspace, or equivalently the dimension of the image of Aγ in the regular functions on
Vk is at least γ + 1, since no polynomial in Y vanishes on Vk. Thus the probability that
∂φ
∂X

vanishes on Vk is at most q−γ−1. Thus, the probability that ∂φ
∂X

vanishes on some Vk
is at most `q−γ−1 = o(1). Since dim(W1) = 0 iff ∂φ

∂X
does not identically vanish on any

component Vk, the claim follows.

We will now estimate the probability of choosing h such that there is no bad point in
Z(f), i.e., a point in Z(f)>(d−c)/3 where both φ and ∂φ

∂X
vanish. Note that the set of such

bad points is precisely
Z(φ) ∩W1 ∩ Z(f)>(d−c)/3.

Claim 2: Conditioned on the choice of φ0 and g such that W1 is finite, the probability of
choosing h such that

Z(φ) ∩W1 ∩ Z(f)>(d−c)/3 = ∅

is 1− o(1) as d→∞.

It is clear by the Bezout theorem that # W1 = O(d). For a given x ∈ W1, the set

Hbad =
{
h ∈ Aη | φ = φ0 + gpX + hp vanishes on x

}
is either ∅ or a coset of Ker

(
Aη

evx−−→ F (x)
)
where F (x) is the residue field of x. For the

purpose of this claim, we only need to consider x such that deg(x) > (d − c)/3. In this
case, [Poo, Lemma 2.5] implies that

# Hbad

# Aη

≤ q−ν where ν = min(η + 1, (d− c)/3).



52 4.1. Over finite fields

Thus, the probability that both φ and ∂φ
∂X

vanish at such x is at most q−ν . There are at
most # W1 many possibilities for x. Thus the probability that there exists a ’bad point’,
i.e. point in x ∈ W1 with deg(x) > (d− c)/3 such that both φ and ∂φ

∂X
vanish at such x is

at most
(

# W1
)
q−ν = O(dq−ν). Since as d→∞, ν grows linearly in d, O(dq−ν) = o(1).

In other words, the probability of choosing h such that there is no bad point is 1− o(1).

Combining the above two claims, it follows that the probability of choosing φ =
φ0 + gpX + hp such that

Z(φ) ∩W1 ∩ Z(f)>(d−c)/3 = ∅

is equal to (1− o(1))(1− o(1)) = 1− o(1). This shows that µ(Q) = 0.

Proof of Lemma 4.1.18. Let Q denote the complement of Q in A. Let P be as in Lemma
4.1.22. To prove Lemma 4.1.18 we need to show that P ∩ Q is non-empty. However,
combining the above two lemmas, we in fact get that µ(P ∩ Q) > 0. This finishes the
proof.

Condition (3) of Lemma 4.1.18 ensures that Y : A2
F → A1

F is radicial at S≤(d−c)/3. We
would have ideally liked to have S instead of S≤(d−c)/3 here. If this was the case, and if
φ|Z(f) was finite, as mentioned in Remark 4.1.19, we would be able to deduce that (φ, Y )
presents (W,Z(f), p). However we are unable to handle points in S of degree greater
than (d− c)/3. In order to rectify that, we replace the map (φ, Y ) with a map (φ, h) for
a suitable h as found by the following lemma. Finiteness of φ will be handled later using
a Noether normalization argument.

Lemma 4.1.24.Let c ∈ N be as in Lemma 4.1.18. Let d >> 0 be an integer such that
for every i > (d− c)/3,

# (A1
F )=i > dm.

Let φ ∈ A≤d be as given by (4.1.18) and S := Z(φ) ∩ Z . Then, there exists h ∈ F [X, Y ]
such that

1. h|S : S → A1 is radicial, i.e. injective and preserves the degree.

2. The map A2
F

(φ,h)−−−→ A2
F is étale at all x ∈ S.

3. h|Z(f) : Z(f)→ A1
F is a finite map.
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Proof. Step(1): In this step we will show that with the given choice of d, it is possible to
choose h1 which satisfies condition (1) of the Lemma.
We claim that

# S=i ≤ # (A1
F )=i ∀ i ≥ 1.

As explained in Remark 4.1.20, Z(φ) ∩ Z(f) is finite. By Bezout theorem, # S ≤
deg(φ)deg(f) = dm. Thus the above claim holds for all i > (d − c)/3 by the choice
of d. On the other hand, the claim also holds for i ≤ (d− c)/3, since by Lemma 4.1.18,
Y is radicial at S≤(d−c)/3. Thus we can choose a set theoretic map S

h̃−→ A1
F which is

injective and preserves degree of points. By Chinese remainder theorem, there exists an
h1 ∈ F [X, Y ] such that for all x ∈ S

h1(x) = h̃(x).

Step(2): Now, using the h1 from above step, we will find a h2 ∈ F [X, Y ] which satisfies
conditions (1) and (2) of the Lemma. It is sufficient to find an h2 ∈ F [X, Y ] such that

(i) h2 ≡ h1 mod mx ∀ x ∈ S

(ii) ∂h2

∂X
(x) = 0 ∀ x ∈ S

(iii) ∂h2

∂Y
(x) = 1 ∀ x ∈ S

First, we claim that for any closed point x ∈ A2
F , there exists an hx ∈ F [X, Y ] such

that

hx ≡ h1 mod mx

∂hx
∂X

(x) = 0
∂hx
∂Y

(x) = 1

We choose a polynomial f1 ∈ F [X] such that f1(x) = 0 and ∂f1/∂X(x) 6= 0. To see that
such a choice is possible, let π1 : A2

F → A1
F be the projection on to the X-coordinate. The
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minimal polynomial of any primitive element of the residue field of π1(x) satisfies our
requirement. Similarly, we choose f2 ∈ F [Y ] such that f2(x) = 0 and ∂f2/∂Y (x) 6= 0.
Using Chinese remainder theorem and the fact that the residue field F (x) is perfect, we
choose g1, g2 ∈ F [X, Y ] such that

gp1(x) = −∂h1/∂X(x)
∂f1/∂X(x) ,

gp2(x) =

(
1− ∂h1/∂Y (x)

)
∂f2/∂Y (x) .

We leave it to the reader that

hx = h1 + gp1f1 + gp2f2

satisfies the requirement of our claim. Now, by Chinese remainder theorem, there exists
h2 ∈ F [X, Y ] such that

h2 ≡ hx mod m2
x ∀ x ∈ S.

It is straightforward to see that h2 satisfies conditions (1) and (2) of the Lemma.

Step (3): Choose a non-constant polynomial β ∈ F [Y ] such that β(x) = 0 for all x ∈ S.
Since f is monic in X, Z(f) Y−→ A1

F is a finite map. Thus β : Z(f) → A1
F is also a finite

map. As dim(Z(f)) = 1, for a sufficiently large integer `,

h := h2 − βp`

defines a finite map Z(f) h−→ A1
F by Noether normalization trick (see (4.1.4)). Clearly h

continues to satisfy conditions (1) and (2) of the Lemma since βp` ∈ m2
x for all x ∈ S.

Proof of Theorem 4.1.17. Let φ, h be as in Lemmas 4.1.18 and 4.1.24 respectively. Let
Φ̃ be the map A2

F

(φ,h)−−−→ A2
F , and Ψ̃ := φ. Recall that S̃ := φ−1(0) ∩ Z(f) (with reduced

scheme structure). By Remark 4.1.20 it is finite.
Step 1: We claim that there exists a g ∈ F [X, Y ] such that if Wg := A2

F\Z(g), then
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Φ̃(S̃) ⊂ Wg and
Φ̃|Φ̃−1(Wg)∩Z(f) : Φ̃−1(Wg) ∩ Z(f) −→ Wg

is a closed immersion. The proof of this claim is a repetition of the argument in [CTHK,
3.5.1] (see also (4.1.10)). Let {p, x1, ..., xn} be the set of points in S̃. Since Φ̃ is étale and
radicial at all points of S̃ (see (4.1.18)(2) and (4.1.24)(1) ) we have Φ̃−1(Φ̃(S̃)) → A2

F is
a closed immersion. Let y0, ..., yn be the points in Φ̃(S̃). Let ηi be the maximal ideal in
F [X, Y ] corresponding to the closed point yi. Thus the above closed immersion gives us
a surjective map

F [X, Y ]� F [Z(f)]
η0 · · · ηn

where F [Z(f)] is the coordinate ring of Z(f). If C denotes the cokernel of F [X, Y ] →
F [Z(f)] (as F [X, Y ] modules), then the above surjective map implies that

C ⊗ F [X, Y ]
η0 · · · ηn

= 0.

Note that Φ̃|Z(f) is a finite map, since h is a finite map ((4.1.24)(3)). Thus F [Z(f)] is a
finite F [X, Y ] module. Thus, by Nakayama’s lemma, there exists an element g ∈ F [X, Y ]
such that g /∈ η0 · · · ηn and Cg = 0. In other words, the map

F [X, Y ]g � F [Z(f)]g

is surjective. This proves the claim since if Wg := A2
F\Z(g), the above surjectivity is

equivalent to the following being a closed immersion

Φ̃ : Z(f) ∩ Φ̃−1(Wg)→ Wg.

Step 2: Let E be the smallest closed subset of Z(f) satisfying the following three condi-
tions

(i) x ∈ E if x ∈ Z(f) and Φ̃ is not étale at x.

(ii) Z(f)\Z ⊂ E.
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(iii) Z(f)\
(
Φ̃−1(Wg) ∩ Z(f)

)
⊂ E.

Since S̃ contains at least one point in each irreducible component of Z(f), (iii) implies
that E is finite (see also Remark 4.1.20). Moreover, by the above step and condition (iii)
we have

Z(f)\E −→ A2
F

is a locally closed immersion. Moreover, S̃ and E are disjoint, and hence φ(p) /∈ φ(E).
Since E is finite, we choose a non-constant polynomial expression Q in h which vanishes
on p as well as E. For an integer ` >> 0 and divisible by char(F ), we claim that
(φ−Q`, h) presents (W,Z(f), p). Let

Φ := (φ−Q`, h) and Ψ := φ−Q`.

To prove the claim we need to verify the conditions of the Definition (1)-(4) 4.1.9.
Condition (1), i.e. finiteness of Ψ|Z(f), follows by (4.1.4) since ` is large, and h|Z(f) is
finite. As Q vanishes on p and E, Ψ(p) /∈ Ψ(E) follows from φ(p) /∈ φ(E). Thus if
S := Ψ−1Ψ(p) ∩ Z, then S ⊂ Z(f)\E. Conditions (2) to (4) of (4.1.9) follow from the
conditions (i) to (iii) of E in the beginning of this step.

4.2 Gabber’s Presentation Lemma over Noetherian
domains

The second result in the thesis is Theorem 4.2.1, which is a Gabber’s presentation lemma
over noetherian domains with infinite residue fields. The statement of the theorem is as
follows:

Theorem 4.2.1.Let S = Spec (R) be the spectrum of a noetherian domain with all its
residue fields infinite. Let X be a smooth, irreducible, equi-dimensional S-scheme of
relative dimension d. Let Z ⊂ X be a closed subscheme, z be a closed point in Z lying
over s ∈ S, such that that dim(Zs) < dim(Xs). Then after possibly replacing S by
a Nisnevich neighbourhood of s and X by a Nisnevich neighbourhood of z, there exists
a map Φ = (Ψ, ν) : X → Ad−1

S × A1
S, an open subset V ⊂ Ad−1

S and an open subset
U ⊂ Ψ−1(V ) containing z such that
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1. Z ∩ U = Z ∩Ψ−1(V )

2. Ψ|Z : Z → Ad−1
S is finite

3. Φ|U : U → AdS is étale

4. Φ|Z∩U : Z ∩ U → A1
V is a closed immersion

5. Φ−1(Φ(Z ∩ U)) ∩ U = Z ∩ U .

4.2.1 Fiber-wise denseness

In this section we establish a technical result, Theorem 4.2.2, which is a an essential part
of the proof of Theorem 4.2.1. This result is a slight modification of [Kai, Theorem 3] (see
also [Lev, Theorem 10.2.2] ). Throughout this section, dimB(Y ) denotes the supremum
of dimensions of all the fibers of Y → B.

Theorem 4.2.2.Let B be the spectrum of a noetherian domain. Let Y/B be either a
smooth scheme or a divisor in a smooth scheme X. Let y ∈ Y be a point lying over
a point b ∈ B with dimB(Yb) = n. Assume k(b) is an infinite field. Then there exist
Nisnevich neighborhoods (Y ′, y) → (Y, y) and (B′, b) → (B, b), fitting into the following
commutative diagram,

Y ′ Y

B′ B

and a closed immersion Y ′ → ANB′ for some N ≥ 0 such that if Y ′ is its closure in PNB′

then Y ′y is dense in the union of n-dimensional irreducible components of (Y ′)y.

The following lemma is an ingredient which will be used repeatedly (see also [Lev,
10.1.4]).

Lemma 4.2.3.Let X be an affine scheme. Choose a closed embedding X → ANB and a
point x ∈ X. Let X be the projective closure of X in PNB with fiber dimension n. Then,
there exists

1. a projective scheme X̃,
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2. an open neighbourhood X0 of x (in X),

3. an open immersion X0 ↪→ X̃ and

4. a projective morphism ψ : X̃ → Pn−1
B

such that ψ has fiber dimension one.

Proof. We follow the arguments given in [Kai, Theorem 3] verbatim (see also [Lev, The-
orem 10.1.4]). After possibly shrinking B, we can find n hyperplanes Ψ = {ψ1, . . . , ψn}
which are part of a basis of Γ(PNB ,O(1)) as a B-module. The choice is such that V (Ψ)
does not contain x and it meets X fiber-wise properly over B, so that X ∩ V (Ψ) is finite
over B. Let p : P̃N → PN be the blowup of PN along V (Ψ), and X̃ the strict transform
of X in the blowup. This gives us a map ψ : P̃NB → Pn−1

B . Let X0 := X \ V (Ψ). We have
the following commutative diagram:

X̃ P̃NB Pn−1
B

X0

X PNB

cl. ψ

cl.

We claim that ψ : X̃ → Pn−1
B has fiber dimension one. To see this, choose any point

y ∈ Pn−1
B , and consider the composite a : Spec (Ω) y→ Pn−1

B → B. Then, the fiber of ψ
over y may be identified with a linear subscheme V (y) of PNa , of dimension N − n + 1.
Furthermore, V (y) contains the base change V (Ψ)a, which has dimension N − n, by
construction. Again by construction, the intersection V (y) ∩X ∩ V (Ψ)a is finite in PNa .
This means that V (y) ∩X has dimension 1 in the projective space V (y).

Further note that for x ∈ V (Ψ), p−1(y) ' Pn−1. Also, the exceptional divisor of X̃
is an irreducible subscheme. Therefore, for any point x ∈ V (ψ) ∩ X, the fiber X̃x is
an irreducible subscheme of Pn−1 of dimension n − 1. Therefore, p−1(X) = X̃, so that
p : ψ−1(y) ∩ X̃ → V (y) ∩ X is a bijection. Thus, ψ : X̃ → Pn−1

B has 1-dimensional
fibers.

We now give a proof of Theorem 4.2.2.

Proof of 4.2.2. We first prove the case when Y = X is a smooth scheme. The proof is
by induction on n. The case n = 0 follows from a version of Hensel’s lemma.
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Step 1: As X is smooth, Zariski locally on B, we write X as a hypersurface in some
ANB . Let X denote its reduced closure in PNB . Note that X also has fiber-dimension n

over B. By applying, Lemma 4.2.3, we get a projective morphism ψ : X̃ → Pn−1
B with

1-dimensional fibers.
Step 2: Set T = Pn−1

B and t = ψ(x). Choose any projective embedding X̃ ↪→ PN2
T .

Let (X̃)t and (X0)t denote the fibers over t of X̃ and X0 respectively. Then choose a
hyperplane Ht ⊂ PN2

T satisfying the next three conditions.

1. (if x is closed point in (X0)t) x ∈ Ht

2. (X̃)t and Ht meet properly in PN2
t .

3. Ht does not meet (X0)t \ (X0)t.

Now after restricting to a suitable Nisnevich neighbourhood of T , which we denote
again by T (and after base changing everything to T ) using the hyperplane Ht, we can
choose a Cartier divisor D which fits into the following diagram

X̃ T Pn−1
B

X0

D

projective

1−dim
Nis

Cartier.div

For sufficiently largem we can find a section s0 of Γ(X̃,O
X̃

(mD)) which maps to nowhere
vanishing section of Γ(D,OD). Let s1 : O

X̃
→ O

X̃
(mD) be the canonical inclusion. Since

the zero-loci of s0 and s1 are disjoint we get a map

f = (s0, s1) : X̃ → P1
T .

Since the quasi-finite locus of a morphism is open on the source [Gro, IV3, 13.1.4],
shrink T around t such that D is contained in the quasi finite locus of f after the base
change. Let X ′0 be the quasi-finite locus of the base change.

f−1(∞T ) = D X ′0 X̃

∞T P1
T

quasi−finite
f
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Then the subset W = f(X̃ \X ′0) ⊂ P1
T is proper over T and is contained in P1

T \Ht = A1
T

hence it is finite over T . The map X̃ \ f−1(W )→ P1
T \W , being proper and quasi-finite,

is finite. By condition (i) we see that X̃ \ f−1(W ) contains x.
Step 3: Now by induction there exist Nisnevich neighborhoods B1 → B and T1 → T

such that the projective compactification T1 → T1 is fiber-wise dense in union of n-
dimensional irreducible components over B1. Take a factorization of f of the form X̃ ↪→
PN3
T1 ×T1 P1

T1 → P1
T1 . Let X1 denote the reduced closure of X̃ in PN3

T1
×T1

P1
T1
. We get the

following diagram where every square is Cartesian

X2 := X̃ \ f−1(W ) X̃ X1

PN3
T1 ×T1 (P1

T1 \W ) PN3
T1 ×T1 P1

T1 PN3
T1
×T1

P1
T1

P1
T1 \W P1

T1 P1
T1

By Stein factorization we decompose the map f1 : X1 → P1
T1

as

f1 : X1 → X2
finite−−−→ P1

T1
,

where the first map has geometrically connected fibers. Since f1 is finite over the open
set P1

T1 \W , X2 ×P1
T1

(P1
T1 \W ) is isomorphic to X2 := X̃ \ f−1(W ). Since X2 is open

in X2, the fiber dimension of X2 is at least n. Combining this with the fact that X2 is
finite over P1

T1
, we conclude that the fiber dimension of X2 over B1 is exactly n.

We observe that since T1 is fiberwise dense in the union of n-dimensional irreducible
components of T1, so is P1

T1 (in P1
T1
). Also as W is finite over T1, P1

T1 \W is fiberwise
dense in P1

T1 . Hence it is dense in the union of n-dimensional irreducible components of
P1
T1
. Now we claim X2 intersects the fiber of X2 over any point b1 of B1. Let X ′2 be

the irreducible component of dimension n of the fiber (X2)b1 . Then the induced map
X ′2 → (P1

T1
)b1 is a finite morphism of schemes of the same dimension. Hence it is a

surjection to an irreducible component say, U of (P1
T1

)b1 . Further P1
T1 \W intersects U

by denseness. Taking inverse image of its intersection with irreducible component proves
that X2 intersects Y .
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As X2 is projective over B1, we choose any embedding of it in projective space PNB1 .
Then for the closed subschemeX2\X2 (with reduced structure) there exists a hypersurface
H of PNB1 of degree, say d, containing X2 \X2, not containing the point x and such that
Hb1 intersects (X2)b1 properly in PNb1 . Hence by discussion in previous paragraph, Hb1 also
intersects (X2)b1 properly. Replacing X2 by X2 \H and taking d fold Vernose embedding
we may assume H to be PN−1

∞ . Now we have the embedding X2 \H ↪→ ANB1 = PNB1 \PN−1
∞

thereby proving the smooth case.
We shall now consider the case when Y is a divisor in a smooth scheme.

Step 4: Let Y be a divisor in a smooth scheme X. We will produce a map, ψ : Ỹ → Pd−1

whose fibers are 1-dimensional.
Since X is smooth, by Steps 1-3, Nisnevich locally, we have a closed embedding

Y → X → ANB such that all fibers of Y → B are n-dimensional. Then by Lemma 4.2.3,
we have a commutative diagram,

Ỹ P̃NB Pn−1
B

Y0

Y PNB

cl. ψ

cl.

Then as in Step 2 of the theorem, we obtain a morphism Nisnevich locally on Y , φ : Y →
P1
T , where T is a Nisnevich neighbourhood of Pn−1. Since T is a smooth B-scheme, our

theorem holds for T . The rest of the proof is the same as in Step 3.

4.2.2 Gabber’s presentation lemma over noetherian domains

We now present a proof of the Gabber’s presentation lemma over noetherian domains
with all its residue fields infinite, recall the statement from Theorem 4.2.1

We first reduce to the case that z is a closed point and Z is a principal divisor.

Lemma 4.2.4.(See [CTHK, Lemma 3.2.1]) With the notation as in Theorem 4.2.1,
there exists a closed point z′ ∈ X such that z′ is a specialization of z and there exists a
non-zero f ∈ Γ(X,OX) such that Z ⊂ V (f).

Remark 4.2.5.Since Theorem 4.2.1 is Nisnevich locally true so, henceforth we assume
that the ring R is Henselian local with the closed point σ and an infinite residue field k.
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Let S = Spec(R) with AnS = R[x1, . . . , xn]. Let E be R span of {x1, . . . , xn} and
consider E := Spec (Sym•E∨) (note that E(R) = E). For any integer d > 0 and R

algebra A, Ed(A) parametrizes all linear morphisms v = (v1, . . . , vd) : AnT → AdT , where
T = Spec(A). Considering AnS ↪→ PnS = Proj S[X0, . . . , Xn], as a distinguished open
subscheme D(X0), we extend such a linear morphism to a rational map v : PnS 99K PdS
whose locus of indeterminacy Lv is given by V+(X0, v1, . . . , vd) ⊆ PnS(We will use this
notation throughout what follows). Given any closed subscheme Y in AnS we denote by
Y its projective closure in PnS. For the following lemma we refer to Lemma 2.3 of [SS].

Lemma 4.2.6.In the setting of previous paragraph if Lv ∩ Y = ∅, then v : Y → PdS and
v : Y → AdS are finite maps.

Following is a standard result about existence of a certain hyperplane.

Lemma 4.2.7.LetW be a closed subscheme of PNk then there exists a hyperplane H ⊂ PNk
such that dimk(H ∩W ) = dimk(W )− 1.

Proof. Let ζ1, . . . ζr be the generic points of W corresponding to homogeneous prime
ideals ℘1, . . . ℘r. Viewing ℘i’s and Γ (O(1),PNk ) as vector spaces over the infinite field k,
we find a hyperplane H not containing ζi’s; as no non trivial vector space over an infinite
field can be written as a finite union of proper subspaces. Hence by Krull’s principal
ideal theorem dimk(H ∩W ) = dimk(W )− 1.

We now prove that the condition in Lemma 4.2.6 are met in our case.

Proposition 4.2.8.Let Y be as in Theorem 4.2.2 and Y be its projective closure, then
there exist v1, . . . , vn in k-span of {X1, . . . , XN} such that (Y )σ ∩ Lv = ∅, where Lv =
V+(X0, v1, . . . , vn).

Proof. Without loss of generality, we assume Ank = D(X0). Let H∞ = V+(X0) denote
the hyperplane at infinity of PNk . Generic points of irreducible components of Yσ lie in
Ank = D(X0). Therefore dim(Yσ ∩H∞) = n− 1. By Theorem 4.2.2, we have dim((Y )σ ∩
H∞) = n− 1. Now applying Lemma 4.2.7 repeatedly, proves the claim.

In the following theorem we will produce maps with properties listed in Theorem 4.2.1
and in Lemmas 4.2.13 and 4.2.14, we get the open sets U and V . These constructions
give Φ, U and V as required in Theorem 4.2.1.
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Theorem 4.2.9.Let X = Spec(A)/S be a smooth, affine, irreducible scheme of relative
dimension d, let Z = Spec(B) be a principal divisor of X and z be a closed point in Z.
Then there exists an open subset Ω ⊂ Ed with Ω(k) 6= ∅ such that for all Φ = (Ψ, ν) ∈
Ω(k) the following hold

1. Ψ|Z : Z → Ad−1
S is finite.

2. Ψ is étale at all points of F := ψ−1(ψ(z)) ∩ Z.

3. Φ|F : F → Φ(F ) is radicial.

Recall that Φ : F → Φ(F ) is said to be radicial [Sta, Tag 01S2] if Φ is injective and
for all x ∈ F the residue field extension k(x)/k(Φ(x)) is trivial.
To prove this theorem, we first get an open set of finite maps in proposition 4.2.11. Then
we get a non-empty open set of étale and radicial maps in Lemma 4.2.12.

Remark 4.2.10.By proposition 2.6 and lemma 2.7 of [SS] we have a closed embedding
i0 : X ↪→ AnS such that Z (Nisnevich locally around z) satisfies Theorem 4.2.2.

In the following proposition, we prove that a generic choice works to get a finite map.

Proposition 4.2.11.Let X and Z be as in Theorem 4.2.9 with S a spectrum of a
Henselian ring R. Then there is an open subset Ω ⊂ Ed with Ω(R) 6= ∅ such that
for all Ψ ∈ Ω(R), Ψ|Z : Z → Ad−1

S is finite.

Proof. We proceed as in Lemma 2.11 of [SS]. By remark 4.2.10 we have closed embedding
X ↪→ ANS . Viewing Ed−1 as a closed subscheme of Ed by taking first d − 1 factors we
consider the closed subscheme

V = Ed−1 ×S H∞ ↪→ Ed ×S H∞

whereH∞ is the hyperplane at infinity in PNS . Note that V → Ed has fiber Vv = L(v1,...,vd−1)

for any v = (v1, . . . , vd) ∈ Ed(R). Consider the open subscheme Ω of Ed defined as

Ed \ p1(V ∩ (Ed ×S (Z ∩H∞))),

where p1 is projection of Ed−1 ×S H∞ onto the first factor. By construction every
point in Ω(R) consists of a linear map v = (v1, . . . , vd) : ANS → AdS such that Lv′ ∩Z = ∅,
where v′ = (v1, . . . , vd−1). By Lemma 4.2.6, this will be our required finite map, thus
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proving Ω(R) 6= ∅ will finish the proposition. As R is Henselian, the induced map from
Ω(R) to Ω(k) is surjective, hence it suffices to prove Ω(k) = Ωσ(k) 6= ∅. By construction
we have, Ωσ(k) = Edσ \ p1(Vσ ∩ (Edσ ×S ((Z)σ ∩H∞))) and any point in Ω(k) gives a linear
map u = (u1, . . . , ud) : ANk → Adk such that Lu′ ∩ (Z)σ = ∅, where u′ = (u1, . . . , ud−1). By
Lemma 4.2.8 such a map exists.

The following proposition is lemma 2.12 of [SS]. We reproduce the proof here for the
sake of completeness.

Proposition 4.2.12.(cf. [SS, Lemma 2.12]) Let φ = (ψ, ν) = (u1, . . . , ud) : X → Ad−1
S ×

A1
S and F := ψ−1(ψ(z)) ∩ Z. There exists an open set Ω2 ⊂ Ed such that Ω2(R) 6= ∅ and

for any φ ∈ Ω2(R)

1. φ is étale at all points of F .

2. φ|F : F → φ(F ) is radicial.

Proof. We will again use the fact that the induced map from Ω(R) to Ω(k) is surjective.
The map i0 : X → AnS (see Remark 4.2.10) is a closed immersion between smooth R-
schemes hence it is regular. Denote by I := (f1, . . . , fn−d) ⊂ R[X1, . . . , Xn] the ideal
of i0 given by the regular sequence f1, . . . , fn−d. Using the map φ, we may write the
coordinate ring of X, A := O(X) as an R[t1, . . . , td]-algebra

A = R[t][X1, . . . , Xn]/
(
fi, uj − tj | 1 ≤ i ≤ n− d 1 ≤ j ≤ d

)
.

To check that φ is étale at a point x ∈ X, it suffices to show that the Jacobian-determinant

det
({

∂fi
∂xs

}
i,s

|
{
∂uj
∂xs

}
j,s

)

s invertible in OX,x.
We can write this determinant as df1 ∧ . . .∧ dfn−d ∧ du1 ∧ . . .∧ dud in Ωn

R[X]/R⊗R[X] OX,x.
Further, the conormal sequence corresponding to i0 is split exact.

0→ I/I2 ⊗A OX,x → Ω1
R[X]/R ⊗R[X] OX,x → Ω1

A/R ⊗A OX,x → 0
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hence we have the isomorphism

Ωn
R[X]/R ⊗R[X] OX,x

∼=
n−d∧

(I/I2 ⊗A OX,x)⊗OX,x Ωd
A/R ⊗A OX,x.

Since I/I2 is free over A with a basis given by the regular sequence f1, . . . , fn−d, the
element f1∧ . . .∧ fn−d is invertible in

∧n−d(I/I2⊗AOX,x) = OX,x. Write ūj as the image
of tj under R[t]→ A. So,

df1 ∧ . . . ∧ dfn−d ∧ du1 ∧ . . . ∧ dud = (f1 ∧ . . . ∧ fn−d)⊗ (dū1 ∧ . . . ∧ dūd)

is invertible if and only if dū1 ∧ . . . ∧ dūd is invertible in Ωd
A/R ⊗A OX,x = OX,x. By

Nakayama, this is equivalent to dū1 ∧ . . . ∧ dūn 6= 0 in Ωd
A/R ⊗A k(x).

Hence to check that φ is étale at x it sufficient to check that dū1 ∧ . . . ∧ dūn 6= 0
in Ωd

A/R ⊗A k(x). From [CTHK, Lemma 3.4.2] there exists W ′
1 ⊂ Ed ⊗k k such that

W ′
1(k) 6= ∅ and for all φ ∈ W ′

1(k) φ is étale at all points of F .
Now, by descent (cf. [CTHK, Lemma 3.4.3]) forW ′

1, we getW1 ⊂ Ed such thatW1(k) 6= ϕ

and each φ in Ed(k) is étale at all points of F . This proves (1).

For universal injectivity, by [CTHK, Lemma 3.4.2] we get a non-empty open subset
W ′

2 ⊆ Ed ⊗k k with φ|F⊗kk is universally injective. Using similar descent argument as
above we get W2 ⊂ Ed satisfying (2). Then setting Ω2 = W1 ∩W2 is the desired open
set.

Proof of Theorem 4.2.9. Let Ω1 and Ω2 be as in the Propositions 4.2.11 and 4.2.12. Then
the set Ω = (Ω1 × E) ∩ Ω2 satisfies all the required conditions.

In the following two lemmas, the sets U and V satisfying conditions in Theorem
4.2.1 are constructed. These lemmas are Lemma 3.5.1 and Lemma 3.6.1 of [CTHK]. We
reproduce them here, verbatim.

Lemma 4.2.13.Let Φ = (Ψ, ν) satisfy the condition of Theorem 4.2.9. Then there exists
an open neighborhood V ⊂ Ad−1

S of Ψ(z) such that

1. Φ is étale at all points of Z ∩Ψ−1(V ).

2. Φ|Z∩Ψ−1(V ) → A1
V is a closed immersion.
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Proof. (cf. [SS, Lemma 2.13]) We find a neighborhood V1 of Ψ(z) satisfying condition (1)
and another neighborhood V2 satisfying condition (2). We then obtain V be intersecting
V1 and V2.

Construction of V1: Let ZΦ be the intersection of Z with the non-étale locus of Φ. Then,
ZΦ ∩Ψ−1Ψ(z) = ∅. Further, Ψ|Z is finite and Ψ(ZΦ) is closed in Ad−1

S . The complement
V1 ⊂ Ad−1

S of Ψ(ZΦ) is such that Φ is étale at all points of Z∩Ψ−1(V1), and that Ψ(z) ∈ V1.

Let B = R[Z] and consider the maps induced by Φ and Ψ on the coordinate rings.

Construction of V2: Let p be the maximal ideal of R[U1, . . . , Ud−1] corresponding to Ψ(z).
Since the map Φ is étale at all points of F and Φ|F : F → Φ(F ) is radicial

R[Z1, . . . Zd]/pR[Z1, . . . , Zd]→ D/pD

is an isomorphism. SinceD is a finite R[U1, . . . , Ud−1]-module, by Nakayama lemma there
is an f ∈ R[U1, . . . , Ud−1]\ (p) such that R[U1, . . . , Ud−1][1/f ]→ B[1/f ] is surjective. Let
V2 = {f 6= 0} ⊆ Ad−1

S . Then V2 contains Ψ(z) and has the property that Φ|Z∩Ψ−1(V2) →
A1
V2 is a closed immersion.
Let V = V1 ∩ V2. Then Φ is étale at all points of Z ∩ Ψ−1(V ). Furthermore

Φ|Z∩Ψ−1(V ) → A1
V is a closed immersion and Ψ(z) ∈ V .

Lemma 4.2.14.There exists a closed subset U ⊂ Ψ−1(V ) such that

1. U is closed in Ψ−1(V )

2. U1 = Ψ−1(V ) \ U contains z

3. U1 satisfies Z ∩Ψ−1(V ) = Z ∩ U1 and Φ−1(Φ(Z ∩ U1)) ∩ U1 = Z ∩ U1.

Proof. (cf. [SS, Lemma 2.14]) Let T = Z ∩Ψ−1(V ) and U = Φ−1(Φ(T ))− T . By Lemma
4.2.13 Φ|Φ−1(Φ(T )) : Φ−1(Φ(T ))→ Φ(T ) is étale and T → Φ(T ) is an isomorphism. Hence
T is open in Φ−1(Φ(T )) and U = Φ−1(Φ(T )) − T is closed in Φ−1(Φ(T )). Since Ψ|Z is
finite Ψ|T is finite over V and ΦT is finite over A1

V . So Φ(T ) is closed in A1
V hence in A1

Ψ(T ).
Hence Φ−1(Φ(T )) is closed in Φ−1(A1

Ψ(T )) = Ψ−1(Ψ(T )). Thus U is closed in Ψ−1(Ψ(T )).
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By finiteness of Ψ|Z , Ψ−1(Ψ(T )) is closed in Ψ−1(V ) This proves (1). (2) and (3) are
clear from the construction.

Now Theorem 4.2.1 follows:

Proof of Theorem 4.2.1. Let U2 be the open locus where Φ is étale. From Lemma 4.2.13
z ∈ U2 and Z ∩Ψ−1(V ) ⊂ U2. Now let U = U1 ∩ U2, with U1 as in Lemma 4.2.14. Then
U also satisfies conditions (2) and (3) of Lemma 4.2.14. Furthermore ΨU is étale. Hence
we get Φ,Ψ, U, V satisfying all the conditions of Theorem 4.2.1.
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