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Abstract 

 Semiconductor science and technology has experienced a giant leap in the last few 

decades due to the invention of sophisticated instruments for efficient growth of semiconductor 

materials. These eventually facilitated the growth of few nanometers thin, uniform epitaxial 

layers and heterostructures with precise control of charge carriers even at such small length 

scales. All these had allowed physicists to explore and manipulate quantum properties of 

semiconductor structures for both basic physics studies and to realize novel technological 

applications. Excitons are one of the most commonplace and elementary excitations happen in 

semiconductor systems. Contributions of these excitons become even more interesting in 

quantum heterostructures due to experimental detection of excitonic electro-optical effects and 

large non-linear optical effects even at room temperatures. Nevertheless, past studies of 

excitons mostly focussed on studying its optical properties. However, excitons as a composite 

quasi particle of negatively charged electron and positively charged hole always possess 

electric dipole moments. Thus probing the dielectric polarization of excitons using various 

opto-electrical techniques will be helpful to explore the many-body physics of semiconductor 

heterostructure devices. 

 Here, in this thesis, we mainly aim to probe this inherent dipolar nature of these excitons 

using voltage and frequency-dependent capacitance and photocapacitance measurements in 

quantum heterostructure devices. We would like to mention here that these techniques of 

sensing dielectric polarization of excitons were not commonly used in the past. We also 

reiterate and explain why some population of excitons in quantum-confined heterostructure of 

III-V semiconductors can survive at high enough temperatures such that thermal energy kBT is 

more than the binding energy of excitons. This is in contrast to widespread misunderstandings 

of treating excitons as mostly low-temperature objects.  

 We also demonstrate that voltage-activated rate processes can actually mimic the 

standard temperature-dependent activation of defect related transitions in case of excitons. 

Experimental observation of voltage modulated ‘negative activation energy’ is connected with 

the presence of excitonic bound states in quantum confined laser diodes, which is a novel 

approach to probe such excitonic bound states. Estimated binding energy of excitons using 

such methods also corroborates previously reported values for these III-V materials. Thereafter, 

we extend this line of investigation to probe electrical signature of excitonic Mott transition in 

these light emitting quantum heterostructures.  



Abstract  xii 

 

 

 Moreover, photocapacitance spectroscopy was hardly used to probe and understand the 

applied bias induced changes in dielectric polarization of spatially indirect excitons. We 

demonstrated for the first time that one can detect distinct indirect excitonic signature in the 

bias induced photocapacitance spectra in single barrier GaAs/AlAs/GaAs heterostructure 

system at room temperature. Variation of excitonic peak energy with applied bias allows us to 

estimate the dipole moments and polarizability of these small populations of spatially indirect 

excitons. Excitonic dipole moment and applied electric field were found to be oppositely 

oriented in these single barrier structures. Furthermore, excitonic many-body states like indirect 

trions, Fermi-edge singularities were also experimentally detected by us using 

photocapacitance spectroscopy at a relatively higher temperature of 100 K which was not 

possible using photoluminescence (PL) method. This certainly indicates better sensitivity of 

the photocapacitance based dielectric polarization measurements to sense these excitonic 

complexes in comparison to PL.  

 We further study interactions between zero-dimensional (0D) and two dimensional 

(2D) quantum structures wherein InAs quantum dots were embedded inside AlAs barrier 

within a GaAs/AlAs/GaAs heterostructure. Distinct, periodic quantum oscillations with peaks 

and valleys in the bias-driven photocapacitance and photocurrent measurement were observed 

at 10 K. Correspondingly, we noticed periodic presence and absence of sharp, prominent 

excitonic signatures in the photocapacitance spectra in the peak and valley voltages, 

respectively. This observation indicates critical involvement of excitons in generating such 

interesting coherent oscillations. We explain these oscillations due to the involvement of 

coherent resonant tunnelling of mostly electrons between quantized energy levels of InAs 

quantum dots and the GaAs triangular quantum wells in this coupled 0D-2D quantum structure. 

Moreover, quantum nature of photocapacitance and its correspondence to excitonic Bohr radius 

is also experimentally demonstrated in the same heterostructure system.  

 Finally, we want to emphasize that further detailed understanding of such microscopic 

dynamics of excitons and excitonic complexes will certainly be possible using these sensitive 

capacitive measurements. Therefore, we propose that capacitance and photocapacitance 

spectroscopy may turn out to be quite useful experimental techniques to explore the many-

body physics of dipolar excitons in quantum heterostructures. We sincerely hope that research 

methods and observations included in this thesis will thereby be able to fulfil some of these 

long-cherished goals of excitonic condensed matter system by revealing how such dipolar 
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excitonic complexes can be sensed, probed and experimentally controlled using these tools, to 

begin with.  
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Chapter 1 

Introduction 

1.1  Motivation  

With time, improvements in technology have become an essential part of humankind, 

where peoples are strongly dependent on technological breakthroughs. One of the most crucial 

building blocks behind this technological progress is the development of semiconductor 

physics. According to famous law by Gordon Moore, number of transistors that can be placed 

on a chip would double every two years. Therefore, in the last few decades, we have seen 

miniaturization of semiconductor device sizes: a transition from microelectronics to 

nanoelectronics1,2. Due to the advent of sophisticated growth techniques like Molecular Beam 

Epitaxy (MBE), Metal-Organic Chemical Vapour Deposition (MOCVD), etc. it is possible to 

grow such high-quality semiconductor quantum heterostructures like quantum well, Quantum 

dot, single barrier tunnel diode, etc. Not only the size of device structures reduces but also the 

efficiency and performances of these heterostructures are enhanced a lot due to quantum 

confinement of charge carriers. Although these structures are studied extensively by 

researchers in the last few decades, many-body condensed matter physics of electron-hole 

bound pairs or excitons inside these heterostructures still lacks complete understanding. 

Semiconductor optoelectronic devices like light-emitting diodes (LEDs), laser diodes, 

photodetectors, solar cells, etc. are an inevitable part of our day to day basis life. Better 

understanding of underlying physics and carrier dynamics inside these devices will always be 

helpful to improve the efficiency of the same. Most of these semiconductor heterostructures 

devices also possess an interesting quasi-particle called excitons, which are Coulombic bound 

state of electrons and holes. Presence of these excitons dominates both absorption and light 

emission in these heterostructure devices. Usually, these excitons are having very short 

lifetimes (~ps) and small binding energy (~few meV) in III-V complex semiconductor 

materials like GaAs, InAs, etc. So, studying the physics of excitons in bulk semiconductors at 

room temperature (~ 26 meV) is hardly possible as they mostly dissociate under large thermal 

fluctuations. But due to the progress of growth facilities, quantum heterostructures of these 

materials can certainly provide strong enough quantum confinement that allows excitons to 

survive even at room temperature. Although, in III-Nitride materials, excitons binding energy 

is sufficiently large to detect its features at room temperature3. Recently, there are some more 
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exciting materials like organic-inorganic perovskites4,5, 2-dimensional transition metal 

dichalcogenides (TMDC)6, etc. which have exciton binding energy quite high compared to the 

thermal energy of room temperature. Henceforth, these materials have even better potentials 

for optoelectronic applications7 of excitons at room temperature.  

Mostly, excitons are explored by researchers using standard optical based methods like 

photoluminescence (PL), absorption spectroscopy, etc. whereas the understanding and 

studying of their electrical signatures are very recent and few. Moreover, due to their intrinsic 

dipolar character, they are expected to respond in any dielectric measurement by electrical 

means8. In this thesis, we are mainly focussed on exploring different dielectric polarization 

behaviours of excitons in III-V semiconductor heterostructures devices in different temperature 

and frequency regimes. We provide some interesting insights and new experimental signatures 

of excitons which were not addressed previously. Photocapacitance based optoelectronic 

approach has now been established by us as a sensitive technique to detect many-body physics 

of indirect excitons at the interface of heterostructure, which is not possible using standard PL 

technique. 

  In this chapter, we will discuss the basics of semiconductor physics, quantum 

heterostructure, excitons, etc. which will be helpful to readers to understand the novelties of 

the following chapters. 

 

1.2  Basics of semiconductor physics 

A very lucid definition of semiconductor is a material having electrical conductivity (102 

to 10-8 S/cm at room temperature) which is somewhat in between metals and insulators9. Also 

in terms of energy bandgap, we generally define semiconductor as having bandgaps up to 4 

electron volts (eV), whereas metals are having hardly any bandgap and insulators usually have 

bandgap more than 4 eV9. There are some common semiconductors like Silicon (Si), 

Germanium (Ge) which people are most familiar with. They belong to group IV in the periodic 

table. Their crystal structures mimic diamond lattice structure where four nearest neighbour 

atoms are covalently bonded with each other. Over the decades, Si has turned out to be the 

main building block of today's electronics industry. However, the lowest energy gaps in both 

Si and Ge are indirect bandgap and therefore, these materials are inefficient light emitters in 

their bulk forms. Beside these elementary semiconductors, there are compound semiconductor
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materials which also possess enriching physics and interesting optoelectronics applications. 

 

1.2.1 Compound semiconductors 

When individual elements from group III and group V are allowed to bind together, they 

form a III-V semiconductor – also called as binary compound semiconductors. Among many 

such binary compounds, most frequently used important alloys are Gallium Arsenide (GaAs), 

Indium Arsenide (InAs), Aluminium Arsenide (AlAs), Gallium Phosphide (GaP), Gallium 

Nitride (GaN), etc. Similarly, there are other binary semiconductor compounds which form by 

combining group II and group VI elements like Cadmium selenide (CdSe), Cadmium sulfide 

(CdS), Cadmium Telluride (CdTe), Zinc selenide (ZnSe), Zinc sulfide (ZnS), Zinc Oxide, etc. 

Energy bandgaps of these materials are such that the excitation and emission spectra mostly 

cover the whole spectrum range starting from ultraviolet to far-infrared region. Ternary and 

quaternary versions of these alloys like AlxGa1-xAs, InxGa1-xAs, AlGaInP, etc. were also 

studied and used in various applications. Importance of these compound semiconductors lies 

in the fact that one can tune the bandgap of these semiconductors by varying alloy composition 

ratio of the individual elemental components. Heterostructures of these compound 

semiconductors play an essential role in our optoelectronics technology starting from solar 

cells, LEDs, photodetectors, to diode lasers, etc. Thus, having only a few compounds and their 

heterostructure, it is possible to cover up a wide range of wavelength of the electromagnetic 

spectrum9.  

Most recently, two new types of compound semiconductor materials have shown very 

interesting optoelectronic properties. Presently, substantial numbers of research groups over 

the globe are focussed and concerned in investigating these two new classes of materials. 

Organic and inorganic perovskite materials4,5 like Cesium Lead Halides (CsPbX3; X=Br, Cl, 

I), Methylammonium Lead Halides (CH3NH3X3), etc. are one such group of semiconductor 

materials. Beside these, nowadays, two dimensional (2d) transition metal di-chalcogenide6,7 

materials have become quite attracting because of their exciting physical properties. Moreover, 

research efforts in Oxide semiconductors like ZnO and Ga2O3 are also picking up over last few 

years. 
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1.2.2 Basics of energy bands and energy bandgap 

The origin of energy bands and corresponding energy bandgaps need to be thoroughly 

understood in order to explain the physics of semiconductors. Every single atom consists of 

quantized energy levels. These energy eigenvalues can be found using quantum mechanics. 

Now, as per the Pauli exclusion principle, no two electrons can have the same quantum 

numbers, i.e., they cannot share the same energy levels. When large numbers of such atoms 

come closer and arrange themselves in a regular periodic fashion, then their energy levels start 

merging, and energy bands form10,11. In a semiconductor, the outermost unoccupied energy 

levels which form a band is called conduction band (EC). Whereas, the occupied energy levels 

inside a semiconductor form energy bands, called valence band (EV). The forbidden energy 

gap between minima of the conduction band and maxima of the valence band is termed as 

energy bandgap (Eg).  

There are different models and theories to understand the energy-momentum (E-k) 

relationship in a semiconductor. Like, nearly free electron approximation, tight-binding model, 

Kronig-Penney model, k.p perturbation theory, orthogonalized plane-wave method11, the 

pseudopotential method, density functional theory (DFT), Hubbard model, etc. are significant 

methods which were used to approximate the energy band diagram of a semiconductor9. 

However, we will not go into details of any of these methods to explain band diagrams and 

their advantages and disadvantages, which by itself is a vast topic of research. One of the 

simplest and basic models of band structure uses Bloch theorem which asserts that if the 

potential energy U(r) of a crystal is periodic then the corresponding solution of Schrodinger 

equation will also follow the same periodic nature, called Bloch functions. Accordingly, one 

can solve the Schrodinger equation using above theorem and get the energy-momentum 

distribution.10 

[
−ℏ2

2𝑚∗ ∇
2 + 𝑈(𝑟)]𝜓(𝑟) = 𝐸𝜓(𝑟)                                 (1.1) 

Here, ℏ is the reduced Planck constant, 𝑚∗ is the effective mass of carriers, 𝜓(𝑟) is the 

wave function of the particle. Now, for a crystalline semiconductor structure having a 

periodicity of R, corresponding potential energy and wave function will follow the relation as 

per Bloch theorem11, 

𝑈(𝑟) = 𝑈(𝑟 + 𝑅) and |𝜓(𝑟)|2 = |𝜓(𝑟 + 𝑅)|2  (1.2) 

and the momentum and energy of the electrons can be written as,  
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𝒑 = ℏ𝒌      and    𝐸(𝑘) =  
ℏ2𝑘2

2𝑚∗          (1.3) 

respectively. To get an overview, how the energy band diagram looks like we present here the 

band diagram of the two most popular semiconductor materials silicon (Si) and Gallium 

Arsenide (GaAs) in figure 1.1. 

 

(a)  
 

(b) 

Figure 1.1: Energy band-structures of (a) a direct bandgap material GaAs, (b) an indirect 

bandgap material Si (both taken from reference 10). 𝐸𝐶 and 𝐸𝑉 are the conduction and 

valence band minima and maxima, respectively. 𝐸𝑔 is the energy bandgap between two 

extremums. (+) and (-) signs correspond to the presence of holes and electrons in respective 

bands. Wave vector k = 0 denotes 𝛤 point of the band diagram. 

 

Corresponding energy band gaps of these two materials at room temperature are 1.12 eV 

for Si and 1.42 eV for GaAs. Now, these bandgaps are highly dependent on temperature and 

doping concentrations. As the effective temperature of the system is decreased, corresponding 

energy bandgaps usually increase following the famous Varshni model12 

𝐸𝑔(𝑇)  ≈  𝐸𝑔(0) −
𝛼𝑇2

𝑇+𝛽
     (1.4) 

where 𝐸𝑔(0), is the energy bandgap at zero temperature, 𝛼, and 𝛽 are materials constants. 

Here, in table 1.1 we write down the values of these constants for different materials10,11 which 

are extensively used in this thesis.  
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Table: 1.1:  List of materials with bandgaps and temperature constants. 

Materials name 

(Bulk) 

Type of 

bandgap 

𝑬𝒈(𝟑𝟎𝟎 𝑲) 

(eV) 

𝑬𝒈(𝟎 𝑲) 

(eV) 

𝜶 

eV/K 

𝜷 

(K) 

Si Indirect 1.12 1.169 4.9 × 10−4 655 

GaAs Direct 1.42 1.519 5.4 × 10−4 204 

AlAs Indirect 2.16 2.239 6.0 × 10−4 408 

InAs Direct 0.36 0.420 2.5 × 10−4 75 

 

Now, depending upon the band structure, we can classify two different types of band 

gaps; one is called direct bandgap, and other is the indirect bandgap. Based on energy-

momentum diagram, when minima of the conduction band and maxima of the valence band 

remain in the same wave vector (k=0; Γ point) position, then this is named as direct bandgap. 

Here, in figure 1.1(a), we have shown the energy band diagram of GaAs as an example of a 

direct bandgap. When maxima and minima of the conduction and valence bands are not in the 

same wave vector position respectively, then we term this as indirect bandgap material. Si is a 

good example of indirect bandgap material, and in figure 1.1(b), we see that the conduction 

band minimum is at X valley whereas the valence band maximum is at Γ valley, so they are 

indirect by nature. In case of direct bandgap materials, electrons and holes can make optical 

transitions from one band to other when the incident photons have energy ℎ𝜈 ≥ 𝐸𝑔, 𝜈 is the 

frequency of light. During absorption and emission processes, the overall momentum remains 

a conserved quantity for direct transitions as the photon momentum is considered negligible 

compared to the electron momentum. Thus, the transition probability of electrons and holes is 

stronger in a direct bandgap material. In comparison, extra phonon momentums are required to 

compensate for the mismatch of electron wave vectors during optical transitions in the indirect 

bandgap materials. Thus the transition efficiency becomes less. Direct bandgap materials are 

considered as better candidates for light emitting devices like LEDs, laser diodes as well as in 

case of solar cells, photodetectors as compared to indirect bandgap materials.   

Effective-mass: The concept of free particles is widely addressed in physics, but, in reality, 

most of the carriers (especially electrons and holes in this context) are not free at all inside a 

crystal. Accordingly, these scatter from crystal potentials, impurity potentials, phonons inside 

these bulk materials. Hence, the motion of the carriers inside such crystals are redefined in 

terms of their ‘effective mass (𝑚∗)’ in individual energy bands. Effective mass depends upon 
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the curvature of these bands and it can be written in the simplest form10 (although it is a tensor) 

as 

1

𝑚∗ =
1

ℏ2
𝑑2𝐸(𝑘)

𝑑𝑘2
          (1.5) 

From this expression, it is quite evident that the effective mass of particles highly depends 

upon the curvature of bands; higher the curvature lower is the effective mass and vice versa. In 

the above band structure of GaAs shown in figure 1.1(a), the valence band maxima at Γ point 

show two parabolic energy dispersion having different band curvatures. As per the above 

expression, the outer parabola has less curvature, thus higher effective mass. So, this is called 

the heavy-hole band. The higher curvature and inner parabolic band is termed as the light-hole 

band. In addition, there is another energy band below the light-hole band in GaAs band 

structure which is called the split-off band which happens due to spin-orbit coupling in the 

band. Although, in the present contexts, we are not concerned with the details of the 

mechanisms of such band formations and assignment of their electronic angular momentums. 

 

1.2.3 Doped semiconductors and Fermi level 

A pure semiconductor has few free carriers (electrons and holes) of the order of ~1011 

cm-3. This type of semiconductor is called intrinsic semiconductor. Due to this less density of 

carriers, intrinsic semiconductors hardly have any importance for technological applications 

until and unless the density of free carriers is increased up to a certain level.  To increase the 

concentration of free carriers and change their electrical and optical properties, they should be 

doped externally to make it either electron-rich (n-type) or hole abundant (p-type) 

semiconductor. Now, number of electrons (n) which can occupy the states of the conduction 

band, can be estimated from the following equation10 

𝑛 = ∫ 𝑔(𝐸)𝐹(𝐸)𝑑𝐸
∞

𝐸𝐶
          (1.6) 

  where 𝑔(𝐸) is the density of states near the bottom of the conduction band, 𝐸𝐶 is the 

conduction band edge and 𝐹(𝐸) is the Fermi-Dirac (F-D) distribution function which defines 

the probability of occupation for different energy states, has the form of 

   𝐹(𝐸) =
1

1+𝑒𝑥𝑝[(𝐸−𝐸𝐹) 𝑘𝐵𝑇⁄ ]
    (1.7) 



Chapter 1. Basics of semiconductor physics  8 

 

   where 𝑘𝐵 is the Boltzmann constant and 𝐸𝐹 is the Fermi energy level. In a pure 

semiconductor, where the intrinsic concentration of electrons (ni) and holes (pi) are same, the 

Fermi level lies at the middle of the bandgap at 0 K temperature. In case of a doped 

semiconductor, depending upon n-type or p-type, the Fermi level moves towards the band 

edges. For low doping concentration, i.e., when n or p is less than the density of states available 

and the Fermi level lies few 𝑘𝐵𝑇 below the EC or EV then we call the semiconductor as non-

degenerate. Now, in this regime, one can approximate the Fermi-Dirac distribution function as 

the Boltzmann distribution function at finite temperature by neglecting 1 in the denominator. 

In the present context, we will be dealing in the non-degenerate regime. For electron density 

(n) in the conduction band, we write the expression as10 

                       𝑛 =  𝑁𝐶  𝑒𝑥𝑝[(𝐸𝐹 − 𝐸𝐶) 𝑘𝐵𝑇⁄ ]    or     𝐸𝐶 − 𝐸𝐹 = 𝑘𝐵𝑇 𝑙𝑛 (
𝑁𝐶

𝑛
)  (1.8) 

 where the effective density of state (𝑁𝐶) for conduction band has the form of  

         𝑁𝐶 = 2(
𝑚𝑒
∗𝑘𝐵𝑇

2𝜋ℏ2
)
3
2⁄

                   (1.9)     

  Similarly, one can write the expression for holes in p-type semiconductor materials. Now, 

equating the expressions for electrons and holes, we can obtain the expression for Fermi level 

for intrinsic semiconductors (n= p = ni) 

      𝐸𝐹 = 
𝐸𝐶+𝐸𝑉

2
+

𝑘𝐵𝑇

2
𝑙𝑛 (

𝑁𝑉

𝑁𝐶
)                                            (1.10) 

  This expression implies that Fermi level will remain near the middle of the bandgap at 

finite temperature and it will be at the middle for absolute zero temperature for intrinsic 

semiconductor. Again, using the above equation 1.8 for both electrons and holes, we get the 

intrinsic carrier density ni which directly depends on the bandgap of the semiconductor, 

                                  𝑛𝑖 = √𝑁𝐶𝑁𝑉 𝑒𝑥𝑝 (−
𝐸𝑔

𝑘𝐵𝑇
)                     (1.11) 

  Knowledge of this semiconductor band structures is immensely important for electronic 

and optoelectronic device applications. In the next section, we will be discussing 

semiconductor devices. 
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1.2.4 Semiconductor devices 

p-n junction diode: Semiconductor devices are the backbone of today’s technological 

advancement. Growth of semiconductor devices, fabrication, and characterization for 

optimization of the device are the vast and important field of research nowadays. There are 

different types of semiconductor devices having diverse applications. Among these devices, p-

n junction diode is a very simple, two-terminal device which forms the building block of 

semiconductor technology. Initial understanding of current-voltage relation in p-n junction 

diode was explained by Shockley long back around 195013. Later it has been revised and 

modified for different systems. 

A p-n junction device is formed when both p-type and n-type materials are brought closer 

to each other. When these two different types of materials meet at the junction, electrons from 

n-type recombine with holes in the p-type leaving immobile ions at the junction. This junction 

eventually becomes depleted of free electrons and holes and thus it is called depletion region. 

In addition, quasi-Fermi levels of n-type (EFn) and p-type (EFp) sides also align to a common 

Fermi level due to charge transfer from either side at thermal equilibrium.  

 

Figure 1.2: Position of quasi-Fermi levels in p-type and n-type semiconductor is shown in the 

upper part of the figure. An energy band profile is drawn for p-n junction diode under zero 

bias condition. 

In this condition, it is assumed that free carrier density of electrons (n) and holes (p) are very 

less in comparison to the donor (ND) or acceptor (NA) density. Under the depletion 
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approximation, a built-in electric field is developed due to the present of immobile positive and 

negative ions. This can be calculated from solving the following electrostatic Poisson’s 

equation:  

   
𝑑2𝜙

𝑑𝑥2
= 𝑒

𝑁𝐴

𝜖
         for         −𝑥𝑝 < 𝑥 < 0                            (1.12a) 

𝑑2𝜙

𝑑𝑥2
= −𝑒

𝑁𝐷

𝜖
      for         0 < 𝑥 < 𝑥𝑛       (1.12b) 

Moreover, the band bending across the junction depends upon electrostatic potential developed 

across the depletion region. The above band alignment in figure 1.2 usually happens under zero 

external bias condition, and there is hardly any net measurable current flow in the circuit. 

Situation changes as we apply external bias to the system. Under reverse bias condition, due to 

the particular polarity of external bias, electrons and holes are pulled away from the junction. 

Thus the depletion region widens up, and there is hardly any direct current flow in the reverse 

bias. Although the presence of minority holes and electrons in respective n-type and p-type 

sides contribute tiny current flow in the circuit under reverse bias. However, the scenario 

changes in the forward bias. In the forward bias, carriers are injected towards the junction, and 

when the applied bias overcome the built-in voltage of the device and ‘flat band’ condition is 

reached then there is significant current flow in the circuit. Without going to rigorous derivation 

(which is not the aim of this thesis, and also discussed in any standard semiconductor book), 

we can write the expression of built-in voltage for a nondegenerate semiconductor, 

    𝑉𝑏𝑖 =
𝑘𝐵𝑇

𝑞
𝑙𝑛 (

𝑁𝐷𝑁𝐴

𝑛𝑖
2 )     (1.13) 

The corresponding current-voltage (I-V) characteristics for an ideal p-n junction diode is 

followed nicely by the following equation of Shockley10, 

      𝐼 = 𝐼0 [𝑒𝑥𝑝 (
𝑒𝑉

𝑘𝐵𝑇
) − 1]                                               (1.14) 

where 𝐼0 is the reverse saturation current. In reality, this equation is not always applicable and 

followed for all materials and systems. There are several reasons why this ideal relationship is 

not always obeyed10: (a) carrier generation and recombination at the depletion region, (b) 

tunnelling of carriers through energy barriers, (c) parasitic voltage drops due to series 

resistance, (d) the effects of surface states. Even in the case of Si and GaAs p-n junctions, the 

I-V characteristic does not fully follow the above Shockley equation. Moreover, the presence 

of surface ionic charges on semiconductor surface sometimes affects the I-V characteristic of 
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p-n junction. These ionic charges on the surface form image charges inside the semiconductor, 

thus create surface depletion region near the surface and eventually modifies the junction 

depletion effects. Hence, the I-V curve gets deviated from the ideal behaviour.    

 Besides, the I-V characteristic of a p-n junction device, there are other experimental 

parameters which play crucial roles to understand the underlying carrier dynamics of such a 

device. One of the essential measurable quantity is called capacitance. Capacitance, in general, 

is understood as the change in total charge (Δ𝑄) upon a change in the applied voltage (Δ𝑉) i.e. 

𝐶 = Δ𝑄 Δ𝑉⁄ . In case of parallel plate capacitor geometry, the standard expression for 

capacitance is 𝐶 = ϵA 𝑑⁄  where ϵ is the dielectric constant of the material and ‘A’ and ‘d’ are 

area of the plate and the distance between the plates, respectively. Here, in a p-n junction 

device, we also have a similar geometry in the depletion region. Like, positive and negative 

plates in metal plate capacitor, in the depletion region, there are immobile positive and negative 

ions. This configuration of depletion region mimic parallel plate-like capacitor, and we term 

the capacitance due to depletion region as ‘depletion capacitance’. Previously, we have 

mentioned that depletion layer is more prominent in the reverse bias condition rather than 

forward bias condition. So, the concept of ‘depletion capacitance’ is mostly valid in the reverse 

bias condition. One can also use this ‘depletion capacitance’ to calculate the doping density 

using C-V profiling (not discussed here). In addition to this ‘depletion capacitance’, there is 

diffusion capacitance which is significant when the device is operated under forward bias. The 

basic difference between these two is that former one can estimate the doping density in the 

depletion region, whereas the latter one can be used to calculate the injected charge density. To 

measure the capacitance, usually a small-signal ac voltage is applied with constant dc voltage 

V0 and current density J0, where total voltage and current can be written as 

    𝑉(𝑡) = 𝑉0 + 𝑉1 exp(𝑗𝜔𝑡)              (1.15) 

     𝐽(𝑡) = 𝐽0 + 𝐽1 exp(𝑗𝜔𝑡)    (1.16) 

where 𝜔 is the angular frequency of ac signal, 𝑉1and 𝐽1 are the small-signal voltage and current 

density, respectively. The above two equations 1.15 and 1.16 can be used to calculate the 

diffusion conductance (𝐺𝑑) and diffusion capacitance (𝐶𝑑). The imaginary part of admittance 

(Y) can be written as10 

    𝑌 ≡
𝐽1

𝑉1
≡ 𝐺𝑑 + 𝑗𝜔𝐶𝑑      (1.17) 
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p-i-n junction diode: Similar to a p-n junction diode, a p-i-n diode consists of an extra intrinsic 

layer in between highly doped p-type and n-type layers. In comparison to the depletion region 

in a p-n diode, here this intentionally inserted intrinsic layer (i) play the crucial roles for the 

efficiency of the devices. The materials and quantum heterostructures of the intrinsic regions, 

hugely modify the optical absorption, emission, and electrical measurements, etc. Depending 

upon the type of materials and heterostructures, p-i-n diode has different applications and 

exciting physics. Due to large intrinsic region width, p-i-n diodes are not good rectifier10 but 

they are good candidates for high-frequency oscillators, fast switches, photodetector, solar cell, 

etc. Besides p-i-n diodes, there are other types of diodes like tunnel diode, Zener diode, charge 

storage diode, etc. which have different applications depending upon their construction. 

Among these, tunnel diode is more interesting and has rich physics related to quantum 

mechanical tunnelling process. A significant part of this thesis is based on the physics of p-i-n 

diodes and tunnel diodes. We will explore this physics of these diodes in details in the 

subsequent chapters.  

 

1.2.5 Semiconductor quantum heterostructures 

Physics of semiconductor and their applications have evolved enormously after the 

advent of semiconductor heterostructure. When the two or more materials having different 

properties and energy bandgaps combine to form multiple junctions, they are called 

heterostructures or heterojunctions. The concept of heterostructure was first developed by 

Herbert Kroemer, Gubanov and others around 1950-60s14,15. With time technology has 

improved and inventions of advanced epitaxial growth facilities like Molecular Beam epitaxy 

(MBE), Metalorganic Chemical Vapour Deposition (MOCVD) have made it possible to grow 

epitaxial layers having an accuracy of few Angstroms. Later, in the year 2000, the Nobel prize 

in physics was given to Herbert Kroemer and Zhores I. Alferov for path-breaking experimental 

development of heterostructure devices.  

The idea of heterostructures has opened up many avenues for experimental research. 

Moreover, the efficiency of the devices having heterostructures inside enhanced a lot in 

comparison to normal p-n homojunction devices. One of the important aspects is that carrier’s 

motion can be confined and controlled using these heterostructures. When the thickness (𝑑) of 

an epitaxial layer is less than the de-Broglie wavelength of electrons inside that material i.e. 

𝑑 < 𝜆𝑑𝑒−𝐵𝑟𝑜𝑔𝑙𝑖𝑒
𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛  then the motion of electrons is not allowed to access continuous energy rather  
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discrete energy levels. Here, we apply quantum mechanics to solve the energy levels of the 

electrons rather than the classical equation of motion. Since quantum mechanics governs the 

dynamics of carriers in these heterostructures, these can be termed as quantum heterostructures 

or nanostructures too. Depending upon the confinement directions and types, carriers motion 

and degrees of freedom can be controlled. Accordingly, we classify,  

(1) Quantum wells or 2D system: When the carriers are allowed to move freely in 

two directions but the motion is quantized in one direction, i.e., carriers have 

two degrees of freedom, then they are called quantum well. 

(2) Quantum wires or 1D system: When the carriers are allowed to move freely in 

one direction and motion is quantized in other two directions, i.e., carriers have 

one degree of freedom; then they are called quantum wire. 

(3) Quantum dots or 0D system: When the carriers are not allowed to move freely 

in any directions, and motion is quantized in three directions, i.e., carriers have 

zero degrees of freedom, then they are called quantum dot. 

Whereas, in a 3D bulk system carriers are allowed to access all three directions of motions. 

Now, as the size of the system is reduced from bulk to nanostructures, the corresponding 

density of states 𝑔(𝐸), i.e. no. of energy states per unit energy interval (𝑑𝑁/𝑑𝐸) also changes 

significantly. In figure 1.3, the variation of density of states with energy is demonstrated from 

bulk to zero-dimensional structures. Moreover, the physics at lower dimension has been 

realised quite interesting and has humongous applications for optoelectronic devices.  

 

Figure 1.3: A schematic representation of the electronic density of states with energy for 

bulk (3D) to other low-dimensional structure (taken from reference 16). 
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Mainly difference in energy bandgaps of successive layers play significant roles to have 

quantum-confined regions; however, lattice matching between materials also have crucial 

impact for heterostructures. Here we will discuss how the energy bandgaps, lattice matching 

play important roles for these nanoscale heterostructures to form. One common example of 

semiconductor heterostructure uses GaAs and AlAs materials. Epitaxial growths of these two 

materials are easy because they have almost the same lattice constant ~5.65 A0. In figure 1.4(a), 

a group of other III-V and II-VI materials are plotted according to their bandgaps and the lattice 

constants. Lattice constant plays a huge role to grow good quality uniform hetero-interface as 

any mismatch in lattice constants introduce additional crystalline strains at the interface. As a 

result, electronic defects states and dislocations are also formed which may eventually affect 

the performance of these heterostructure devices.  

We also understand that two different materials can have varying energy bandgaps 𝐸𝑔, 

work functions 𝜙𝑚, permittivities 𝜖𝑆, electron affinities 𝜒, etc. We define work function and 

electron affinity as the energy required to remove one electron from the Fermi level 𝐸𝐹 and 

from the bottom of the conduction band 𝐸𝐶, respectively, to the vacuum level i.e. outside of the 

material to make it free. Now, when two different bandgaps semiconductors are merged 

together then at the junction due to mismatch of energy gaps there is a discontinuity of band 

edges at the interface.  

                            (a)                           (b) 

Figure 1.4: (a) Variation of lattice constants for different direct and indirect bandgap 

elementary and compound semiconductors (from reference 10 ). (b) Band-offsets and 

electron affinities are drawn for semiconductor heterostructure system.  

 

These are called band offsets. There are two types of band offsets: conduction-band offset 

(Δ𝐸𝐶) and valence-band offset (Δ𝐸𝑉) across the conduction and valence-band of the 
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heterojunction, respectively. In figure 1.4(b), a schematic energy band diagram of 

heterojunction is drawn and all these above mentioned parameters are clearly shown.   

We classify the different types of heterostructures based on the energy bandgaps of 

composite layers and position of the conduction and valence band with respect to vacuum level. 

Based on these, there are following categories of heterojunction interfaces10,17,18:  

i) Type I interface or straddling gaps 

ii) Type II interface or staggered gaps 

iii) Type III interface or broken gaps 

 

                       (a) 
                        

                    (b) 
                     

                     (c) 

 

Figure 1.5:  Energy bands position for different heterostructure system with respect to 

vacuum level are shown in (a) straddling gaps, (b) staggered gaps, and (c) broken gaps. 

 

However, in the above schematic diagrams in figure 1.5, we have not shown the potential 

energy variation due to immobile ions across the interface of the doped p-n heterojunction 

devices. We have also ignored the depletion and accumulation of charge carriers near such 

interfaces. The built-in field across these heterojunction devices effectively induce the band 

bending similar to normal p-n device. But, in comparison to the normal p-n junction diode, 

here the band offsets of valence-band and conduction-band in heterojunction system play an 

important role for fundamental physics study as well as applications1,17. Formations of 

triangular quantum well at the interface hugely modify the transport properties of devices.  We 

will discuss the physics at the interface in the later chapters in more details. These band offsets 

are estimated based on some standard rules like Anderson’s rule, common anion rule, 60:40 

rule, etc10. Most of these rules are system dependent, and all of them have some limitations. 

However, it has been observed empirically that 60:40 rule work fine for GaAs/AlGaAs system 

to obtain the band offsets. This rule has the following mathematical expression,
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Δ𝐸𝐶 ≅ 0.6Δ𝐸𝑔, Δ𝐸𝑉 ≅ 0.4Δ𝐸𝑔    (1.18) 

where, Δ𝐸𝑔 is the difference in energy bandgaps of the two materials. In thermal equilibrium, 

the Fermi levels of both sides of the junction should align. Importantly, the vacuum level also 

bends similar to the band bending near the junction. For non-degenerate semiconductor, the 

band offsets hardly vary with the doping and other external parameters10. In figure 1.6, a 

schematic energy band diagram of heterojunction is drawn which include the effect of band 

bending due to the depletion field.    

 

 

Figure 1.6: Energy band diagram for a semiconductor heterostructure device is plotted. 

 

1.3  Excitons  

Excitons as electron-hole pairs are the outcomes of most elementary excitations that can 

happen inside semiconductors. Two oppositely charged particles; electrons and holes bind 

together via electrostatic Coulomb attraction to form quasi particle states, called excitons. 

These bound states of excitons have finite binding energy and lifetime. Excitons also have their 

own individual characteristics. Excitons are Bosonic in nature due to their particular spin 

values. Also, finite spatial separation between electrons and holes, allows excitons to form a 

dipolar configuration. Thus, excitons possess inherent dipole moments. Structurally, excitons 

are similar to hydrogen atoms, the simplest atom in the periodic table, which can be exactly 

solvable using quantum mechanics. Hence, theoretical calculations of excitons can be similarly 

inferred from the quantum mechanical solution of hydrogen atom.19  

Depending upon the strong presence of excitons, researchers classify two types of 

bandgaps: optical bandgaps and electrical bandgaps. In semiconductors, where exciton binding 

energy is reasonably high the optical bandgap is less compared to the electrical one. Electrical 

bandgap means we understand that the minimum energy required to excite electrons and holes 
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in their respective bands in semiconductor which will contribute to electrical current 

measurement. Whereas the excitons which are generated by optical means reside below the 

band edge and hardly contribute to the electrical direct current measurement. Thus, this 

difference is there and this effect is prominent mostly in systems where the exciton binding 

energy is quite high.  

 

1.3.1 Types of excitons  

Now, there are different types of excitons based on various parameters like dielectric 

constant of materials, spin orientation, spatial arrangements, etc. Firstly, we will explain three 

basic types of excitons which are different based on their sizes, binding energy, and the 

materials in which these are created, etc. These are19: 

i) Frenkel exciton: Electrons and holes are strongly bound inside a molecule. Hence, 

their radius is very less; few Angstroms only. Due to this strong localization inside 

molecules, these excitons have quite high binding energy ~ few electron volts (eV). 

These are also called molecular excitons. Frenkel excitons mostly form in organic 

molecular crystals, alkali halide crystals, etc. Yakov Frenkel first introduced the 

concept of excitons in 1931. 

 

ii) Wannier-Mott exciton: In comparison to Frenkel exciton, these excitons are bigger 

in size, i.e. larger radius ~ few nanometers (nm). Due to higher dielectric constant, 

Wannier excitons are having small binding energy ~ few milli electron volts (meV) 

and electron and hole are separated by many unit cells inside the crystal. Most of 

the semiconductors are known to exist Wannier-Mott excitons.  

 

iii) Charge-transfer exciton: This kind of excitons are primarily found in ionic crystals. 

Their sizes and the binding energies are intermediate between Frenkel and Wannier-

Mott excitons. Here the electrons and holes are situated within nearby molecules. 

In this thesis work, we will mostly explore the physics of Wannier-Mott excitons in III-

V semiconductor heterostructure devices. Before going into the details of Wannier excitons, 

we will first look into what are the other possible types of excitons happen and how they are 

important in terms of physics and applications. Based on spatial movement, there are bound 
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and free excitons. As the name defines, bound excitons are localized to some trap states, 

defects/impurity states whereas the free excitons occur mainly in a pure or defect-free 

semiconductor crystal. Inside the crystal, due to the presence of impurity trap states, free 

excitons get trapped into these states by losing their kinetic energy and form bound excitons. 

There are other types of excitons which are called bright and dark excitons. Excitons are 

composed of two spin-half particles; electrons and holes. Now, excitons can have two spin 

orientations; either the spins of electrons and holes are parallel to each other in their respective 

bands or vice versa. Depending upon their spin arrangement and Pauli exclusion principle, 

optical dipole selection rule allows some transitions and forbids a few other transitions. When 

the spins of electrons and holes are anti-parallel to each other, this spin configuration is allowed 

for optical transition. Thus, this spin state is called bright exciton state. In contrast, when the 

spins are aligned parallel to each other, optical transitions are forbidden by dipole 

approximation and they are called dark excitonic state20,21. Importantly, the lifetime of dark 

excitons is much larger ~µs in comparison to bright excitons. 

 

 

 

 

 

Advent of semiconductor heterostructures allows researchers to manipulate the spatial 

locations of electrons and holes. By applying an external electric field, one can control the 

motion electrons and holes and thus makes them separated in different layers. Depending upon 

spatial separation of electron and hole, we classify direct and indirect excitons. When electrons 

and holes are formed in the same material, then we call them direct excitons. Inside 

heterostructures, electrons and holes can be separated into different layers of materials by 

external electric fields, and thus form indirect excitons. Since the electrons and holes are 

spatially separated, their wave functions also do not overlap. So, indirect excitons hardly 
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contribute to emission process and lifetime is also higher ~ s in comparison to direct excitons 

~ps. 

Free and bound excitons are very common and obvious in any semiconductor system. 

Pure semiconductor crystals i.e. defect and impurity free systems are hardly possible. Thus, 

bound excitons are always there. To study the spin dynamics of any system one needs to probe 

the system with a magnetic field and polarized light which is out of context for the 

measurements presented in this thesis. Our main aim is to probe the physics of direct and 

indirect excitons using the so-called unconventional techniques. In later chapters, we will 

thoroughly discuss these experimental signatures, formation dynamics of direct and indirect 

excitons using some novel approaches. 

 

1.3.2 Theoretical models of excitons  

As mentioned earlier, excitons have the resemblance to hydrogen atoms. Here, electrons 

and holes are attracted by Coulomb force similar to proton and electron are bound in a hydrogen 

atom. Thus, it makes easier to solve the exciton problem theoretically. But there are two 

important factors which must be addressed to calculate the binding energy, dimensions of 

excitons or Bohr radius. Firstly, there is a substantial difference in ratio of the effective masses 

of electrons and holes in comparison to the ratio of electron and proton mass. Proton mass is 

much higher than that of hole and thus the binding energy of hydrogen atom very large compare 

to exciton. Another factor is the dielectric constant (𝜀) of the semiconductor which effectively 

reduces the attraction between electrons and holes. These two factors play crucial roles to 

differentiate hydrogen atom from excitons. Because of these two factors, binding energy of 

excitons is reduced substantially and the corresponding exciton radius increases enormously in 

comparison to hydrogen atom. Now, as the hydrogen problem is exactly solvable, so, one can 

use the expressions of energy and Bohr radius of hydrogen atom to estimate the excitons 

binding energy and exciton Bohr radius by replacing the appropriate values of the mass and 

dielectric constant of excitons. Although the above analogy of excitons with hydrogen atom 

gives an idea about the intra-excitonic energy levels but does not provide any estimation of 

excitons motion itself. Furthermore, an exciton is a two particles system where both the 

particles have significant kinetic motions. So, exciton dynamics cannot be explained with a 

one-particle picture approximation, rather need to consider as two-body problem as depicted 

in figure 1.7. The details explanation of two particles picture over one-particle is nicely 
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discussed in chapter 6 of reference 9. Usually, a two-body problem can be breaking up into two 

parts: a center-of-mass (CM) motion and relative motion of two particles about CM coordinate. 

Now, exciton CM motion under effective mass approximation will behave like free particle 

having 𝑀 = 𝑚𝑒 +𝑚ℎ  where 𝑚𝑒 and 𝑚ℎ are the effective masses of electron and hole, 

respectively. Considering the spatial coordinates of electron and hole 𝑅𝑒 and 𝑅ℎ respectively, 

we write the Hamiltonian as  

[− (
ℏ2

2𝑚𝑒
)𝛻𝑅𝑒

2  − (
ℏ2

2𝑚ℎ
) 𝛻𝑅ℎ

2 − (
𝑒2

4𝜋𝜀|𝑅𝑒−𝑅ℎ|
)]Φ(𝑟) = 𝐸Φ(𝑅𝑒 , 𝑅ℎ)   (1.19) 

where Φ(𝑅𝑒 , 𝑅ℎ) is the exciton envelop function and 𝜀 is the relative dielectric constant of the 

semiconductor. Now, individual coordinates of electron and hole (𝑅𝑒 , 𝑅ℎ) can be written in 

terms of center-of-mass coordinate R and relative coordinate r accordingly, 

 

𝑹 =
𝑚𝑒𝑅𝑒+𝑚ℎ𝑅ℎ

𝑚𝑒+𝑚ℎ
  and 𝒓 = 𝑅𝑒 − 𝑅ℎ                                    (1.20) 

 

Using the above relations and substituting these in equation 1.19, the distinct equations of 

motion for center-of-mass and relative coordinates take the form of  

(−
ℏ2

2𝑀
) 𝛻𝑅

2𝜓(𝑅) = 𝐸𝑅𝜓(𝑅)                               (1.21) 

and 

(−
ℏ2

2𝜇
𝛻𝑟
2 −

𝑒2

4𝜋𝜀𝑟
)𝜙(𝑟) = 𝐸𝑟𝜙(𝑟)                     (1.22) 

here 𝜇 is the reduced mass of the exciton and has the expression of   
1

𝜇
=

1

𝑚𝑒
+

1

𝑚ℎ
  . The form 

of center-of-mass equation 1.21 is a very well-known free particle equation. The corresponding 

wave function (𝜓𝐾(𝑹)) and energy (𝐸𝑅) have the following expression, 

 

𝜓𝐾(𝑹) =
1

√𝑁
exp(𝑖𝑲. 𝑹) and 𝐸𝑅 =

ℏ2𝐾2

2𝑀
            (1.23) 

where 𝑲 = 𝒌𝑒 + 𝒌ℎ is the wave vector for exciton center-of-motion and 𝒌𝑒 , 𝒌ℎ are the wave 

vectors for electron and hole in the conduction band and valence band, respectively. Similarly, 

equation 1.22 is standard hydrogen atom problem and the solution can be written in terms of 

spherical polar coordinate (𝑟, 𝜃, 𝜙) accordingly, 

𝛷𝑛𝑙𝑚(𝑟) = 𝑅𝑛𝑙(𝑟)𝑌𝑙𝑚(𝜃, 𝜙)      (1.24) 
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where 𝑅𝑛𝑙(𝑟) is the associated Laguerre polynomials and the 𝑌𝑙𝑚(𝜃, 𝜙) are the spherical 

harmonic functions. Now, the total energy of excitons can be written in terms of center-of-mass 

motion and the intra-excitonic energy levels as9,19  

𝐸𝑛𝑙𝑚 = 𝐸𝑔 −
𝐸𝑋

𝑛2
+

ℏ2𝐾2

2𝑀
                                      (1.25) 

where 𝐸𝑔 is the bandgap of the semiconductor, 𝑛 is the principal quantum number, 𝐸𝑋 is the 

binding energy or ionization energy of excitons which can have the following expression, 

𝐸𝑋 =
𝜇

𝑚0𝜖2
× 𝑅𝑦(𝐻) 𝑒𝑉.                (1.26) 

Here, 𝑅𝑦(𝐻) is the Rydberg constant for hydrogen atom which has the value of 13.6 eV. To get 

a simple estimation of binding energy of Wannier exciton for GaAs semiconductor i.e. 𝜇 =

0.058𝑚0  and 𝜖 = 13𝜖0, then 𝐸𝑋 ≈ 4.5 𝑚𝑒𝑉 which is much less than the ionization energy of 

hydrogen atom. In figure 1.7, a schematic energy spectrum of excitons is drawn following the 

above energy expression of equation 1.25. An important point to mention here that as the 

binding energy is so small as compared to thermal energy ~ 𝑘𝐵𝑇 ≅ 26 𝑚𝑒𝑉 at 300 K, it is 

hardly possible to get the signature of excitons in bulk GaAs at room temperature.  

 

 

Figure 1.7: Energy-momentum dispersion relation for excitons is drawn (following reference 

19). Here, 𝐾 is the momentum of excitons inside the crystal. 

 

However, if the binding energy of excitons is higher than the thermal dissociation energy, then 

there will always be excitonic presence. In most III-V materials except few III-Nitride 

semiconductors, binding energy of exciton is much less than the room temperature thermal 

energy. Thus, physics of excitons for these III-V materials remain always a low-temperature 

goal. But, heterostructures like quantum wells, quantum dots have made it possible to observe 

the excitonic signature even in room temperature due to the strong spatial confinement of 
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electrons and holes wave functions. Besides, there are other materials like TMDC, perovskites, 

etc. which are having a quite high binding energy of excitons more than thermal energy at room 

temperature. Materials having low dielectric constants have less screening effect, thus has 

stronger Coulomb attraction between electrons and holes and so the binding energy is higher.  

 

1.3.3 Experimental signature of excitons 

So far we have gone through the basic understanding of excitons and their theoretical 

backgrounds. In this section, we will discuss the possible experimental signatures of excitons 

and their physics. Experimental signatures of excitons are usually probed using optical methods 

like absorption and emission spectra, etc. These optical techniques are very well known and 

well established to investigate excitonic physics. However, existence of non-zero, intrinsic 

dipole moments, allows excitons to contribute in polarization-based dielectric measurements. 

In contrast to vast optical studies of excitons, much lesser amount of studies was carried out to 

explore these electrical signatures of excitons in the past.  

Before going to the details study of optical signatures of excitons, we will briefly discuss 

the physics of optical transition in semiconductor. Light emission or absorption can happen in 

a semiconductor through transition of electron between two energy states (usually conduction 

and valence band energy levels) by emitting or absorbing the appropriate energy of photons. 

There are different types of transitions which can be detected using optical measurement. 

Excitonic transitions can be due to various types of excitons and they all have different 

signatures which we will not go into details here. There is a possibility of band to band 

transition between conduction and valence bands when the excitonic presence is negligible. 

Again there are two types of transition possible likely radiative and non-radiative transition. 

Radiative transition is the most dominating optical transition in direct bandgap semiconductor 

whereas non-radiative transition only happens for indirect bandgap semiconductor. As the 

position of wave vectors for conduction band minima and valence band maxima are at same 

point, the radiative recombination strength in direct bandgap semiconductor is higher than the 

non-radiative transition in indirect bandgap semiconductor. Besides, there are below band edge 

shallow or deep impurity states, trap states which also significantly dominate the optical 

spectra. All these transition processes are again strongly temperature-dependent. At the lower 

temperature regime, the probability of direct bandgap transition becomes higher in comparison 

to high temperature (room temperature). Whereas the probabilities of defects related and 

indirect bandgap transition decreases as the temperature of the system is lowered. Thus, the 
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intensity of absorption and emission spectra as well as their spectral behaviour substantially 

alters at low-temperature.  

Now, all these transitions in semiconductors are mainly governed by famous Fermi’s 

Golden rule. This formula is based on quantum mechanics and perturbation theory. It is 

frequently used to calculate the transition probability or transition per unit time from initial 

energy eigenstate to final energy eigenstate based on external perturbation. The probability of 

transition or transition rate (Γ𝑖→𝑓) from an initial state to final state has the following form, 

which is the Fermi’s Golden rule, 

Γ𝑖→𝑓 =
2𝜋

ℏ
|〈𝑓|𝐻′|𝑖〉|2𝜌𝑐𝑣(ℏ𝜔)   (1.27) 

where 〈𝑓|𝐻′|𝑖〉 is the transition matrix element and 𝐻′ is the perturbing Hamiltonian. The last 

term in the equation is called the joint density of states 𝜌𝑐𝑣(ℏ𝜔). Density of state is commonly 

understood as the distribution of energy states inside a particular energy band. For optical 

transitions across the bandgap, one needs to consider the effect of joint density of states. It is 

composed of density of state of both conduction band and valence band, i.e. energy states of 

final and initial bands. For an optical transition with photon energy ℏ𝜔 in a semiconductor 

system, joint density of state has the following form for 3D system,22,23 

𝜌𝑐𝑣(ℏ𝜔) ≡
2

8𝜋3
∫𝛿[𝐸𝑐 − 𝐸𝑣 − ℏ𝜔]𝑑

3𝑘     (1.28) 

where 𝛿[𝐸𝑐 − 𝐸𝑣 − ℏ𝜔] function satisfy the condition of energy conservation i.e., when the 

energy gap between conduction and valence bands match with energy of the photon then there 

is a possibility of transition.  

 One of the important and strong proofs of excitonic signature is obtained by studying the 

optical absorption spectra. Usually, a photon of energy equal or more than the energy bandgap 

of the materials get absorbed and we see optical absorption spectra. In case of 3D bulk direct 

bandgap semiconductor, the absorption coefficient 𝛼(ℎ𝜈) depends upon the density of states 

following the expression19, 

𝛼(ℎ𝜈) ≈ (ℎ𝜈 − 𝐸𝑔)
1 2⁄
 ,        ℎ𝜈 ≥ 𝐸𝑔.   (1.29) 

This defines direct band to band optical absorption where the excitonic effect is not being 

considered. As discussed earlier and also shown in figure 1.7, the excitonic energy levels lie 

below the conduction band edge. Hence, we should expect strong excitonic absorption even 
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when the energy of an incident photon is less than the bandgap i.e., ℎ𝜈 ≤ 𝐸𝑔 and the 

corresponding equation for distinct excitonic absorption has the relation,  

ℎ𝜈 = 𝐸𝑔 −
𝐸𝑋

𝑛2
,         𝑛 = 1,2, 3… . . ;   (1.30) 

In figure 1.8(b), we demonstrate how the band to band continuous absorption spectra turns into 

sharp, distinct peak like behaviour in case of GaAs material when the excitonic effect becomes 

prominent in the system. Due to very less binding energy of excitons in GaAs, we hardly see 

any excitonic effect at room temperature. As the temperature is decreased we start seeing nice 

and sharp excitonic peaks in the absorption spectra. Moreover, in figure 1.8(c), at very low 

temperature, we observe intra-excitonic transitions for n=1,2, 3, etc. Also, the intensity of 

absorption signal diminishes as the higher-order transition (n>1) happens. More importantly, 

the presence of excitons in the system enhances the optical absorption strength a lot which 

effectively improves the efficiency and performance of the system.     

                  (a)                          (b)                      (c) 

Figure 1.8: (a) A schematic of absorption spectral transition lines for direct bandgap 

semiconductor material. The dashed line corresponds to the absorption spectra without the 

excitonic presence. Presence of excitons enhance the absorption strength and show sharp 

resonant peaks. (b) Experimental results for bulk GaAs absorption spectra for different 

temperature. Sharp, resonant peaks at lower temperature bear the signature of excitons. (c) 

Intra excitonic peaks for pure GaAs sample at 1.2 K temperature. (from reference 23). 

 

There are many other optical studies which also confirm the presence of excitons besides 

absorption study. Photoluminescence (PL) spectral approach is a very standard and well-

established technique to figure out the dynamics of excitons. It has been observed 

experimentally that usually, the excitonic PL spectra becomes sharper in comparison to the 

band to band free electron-hole recombination. Although, the emission spectral features depend 

upon many factors like thermal broadening, Doppler broadening, collisional broadening, 
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lifetime broadening, etc.24 Moreover, PL measurement also can be accomplished under 

different external perturbations which ensure to estimate various excitonic features. Like, 

excitation intensity-dependent integrated PL intensity follow power-law variation and the 

corresponding exponent value ~1 corresponds to excitonic presence and exponent value ~ 2 

corresponds to free electrons and holes25-27. Similarly, temperature and time-dependent PL 

measurements can be carried out to extract important excitonic parameters.   

 In addition to the above mentioned optical studies, there are reports of some electrical 

measurements which also provide substantial experimental signatures of excitons23,28-30. To 

probe the electrical signature of excitons, one usually uses simple p-n or p-i-n junction device 

configurations. In these devices, electrical bias and optical excitation or both can be employed 

to create the excitons. We are mostly interested to probe the physics of excitons which are 

generated near the depletion region or intrinsic region of the devices. Like PL, 

electroluminescence (EL) spectra from LEDs bears a similar excitonic signature. In the case of 

EL, injected electrons and holes from negative and positive terminals of a diode meet at the 

depletion or intrinsic region and finally recombine to produce light. Besides, these excitons 

also do contribute significantly in dielectric measurements depending upon the specific applied 

voltages and modulation frequencies8. There are reports of capacitance-voltage (C-V) study 

under the presence of light which shows peak like behaviour indicating the excitonic presence 

in low dimensional structure28-30. Also, researchers have seen the excitonic signature in 

photocurrent spectra at low temperature in GaAs p-i-n diode and dissociation of excitons under 

applied electric field is also demonstrated (see page no. 83 of reference 23). In our group, we 

first time report the signature of indirect excitons and excitonic complexes in p-i-n GaAs/AlAs 

heterostructure samples by measuring the photocapacitance spectra at elevated 

temperature31,32. Moreover, this thesis is mainly based on the novel electrical signature8,31,32 of 

dipolar excitons and its complexes probed in different heterostructure devices under various 

optical and electrical excitations. In the respective Chapters, we will discuss these physics in 

more details. 

 

1.3.4 Why study excitons?  

So far, we have dealt with various aspect of excitons. But, the very obvious question 

which comes in our mind is that what is so important about excitons? Why researchers are so 
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concerned about excitons in different semiconductor system. In brief, we will review the 

interesting aspects of excitons and address the above concerns in this section.  

As discussed earlier, an exciton is a very interesting quasi-particle because of its intrinsic 

dipole moment and its inherent bosonic spin state. Also, exciton has a simple structure 

analogous to hydrogen atom which predicts the solution of excitonic problem accurately. 

Firstly, in most of the semiconductors light emission is dominated by excitonic recombination, 

given the condition that the excitonic binding energy is higher than the thermal energy of the 

system. Moreover, inside quantum heterostructure, the binding energy of exciton is enhanced 

a lot which effectively make it easier for excitonic recombination. In addition, in case of direct 

excitons, emission spectra are sharper, and radiative recombination efficiency is higher due to 

strong resonant transition of overlapping wave functions of electrons and holes.  Hence, this 

particle plays a huge role to increase the efficiency of LEDs, laser diodes, etc. Even, recently 

researchers have reported low threshold excitonic laser in monolayer MoS2 at room 

temperature33-35.  

Nowadays, excitons also have been demonstrated as a potential and efficient candidate 

in optical communications. A direct exciton can be generated by photon and also emits a photon 

when recombines. Thus it poses unique property which is essential for better optical 

communication. High et al. group36 from the University of California, San Diego showed how 

one can control excitonic fluxes in an excitonic integrated circuit for efficient optical 

communication using III-V coupled quantum wells (CQWs) at low temperature. Whereas, in 

2018, Unuchek et. al.37 has studied similar physics at room temperature in TMDC 

heterostructure devices. Furthermore, a single exciton in a quantum dot is a ‘two-level’ system 

which can be utilized for quantum information processing.38 Another interesting aspect is that 

exciton has very less exciton radius and excitonic de-Broglie wavelength is much less in 

comparison to the photon wavelength. Hence, excitonic circuits can be made of the scale of 

photon subwavelength.39 

Besides, excitons play important roles in the exploration of exotic condensed matter 

phases. Being a Boson, excitons are promising candidates for exquisite phases of condensed 

matter like Bose-Einstein condensation (BEC), superconductivity, superfluidity, etc. Although, 

these phases are experimentally realized in different atomic systems but, the critical 

temperatures of these phase transitions are much lower40,41 than our normal temperature range. 

However, excitons are potentially more favourable because of their low effective masses. 

Critical temperatures of these phase transition usually follow an inverse relation with 

temperatures, and thus low effective mass has higher transition temperatures. Another factor 
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which is also very important is the lifetime of excitons. Generally, phase transition is 

considered as a thermodynamic equilibrium process.  Hence, thermalization time should be 

higher than the lifetime of excitons. As stated earlier, the lifetime excitons can be increased by 

spatially separating electrons and holes applying external electric field as a form of indirect 

excitons or by probing the dark state of excitons20,21. There are numerous reports which claim 

the observation of excitonic BEC,42-46 superfluidity, superconductivity47,48 in a different 

system. Even there are theoretical works which also have showed that excitonic BEC is 

possible at low temperatures when experimental conditions are fulfilled. Despite these ample 

experimental and theoretical reports, there are contradictions regarding the signatures of 

excitonic BEC which is very thoroughly discussed in an article by D.W.Snoke.49 Moreover, 

researchers speculate that dark excitons can also play a crucial role in BEC20,21,50-52 due to their 

high lifetime. Although, experimental evidence is still lacking towards definitive signatures of 

BEC of dark excitons.  

Another interesting quasi-particle which can form due to strong coupling of exciton and 

cavity photon inside an optical microcavity, is called polariton or exciton-polariton53,54. This is 

also a very good candidate for high-temperature BEC55-57, superconductivity58,59 due to small 

effective mass, as small as 10-5 times of the electron mass.43 There is a recent report of polariton 

BEC in thermal equilibrium inside high-quality microcavity60. Moreover, researchers have 

shown the experimental realization of exciton-polariton lasers61,62 in different materials system. 

Depending upon exciton binding energy in a variety of materials, exciton-polariton lasers can 

be operational even at room temperature.61 
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Chapter 2 

Experimental techniques and set-ups 

2.1   Introduction 

The most important aspect of experimental research is to build experimental set-ups for 

measurements. Knowing the minute details, shortcomings, and limitations of the instruments 

are few crucial factors, which any experimentalist should always care about. Besides, tailor-

made experimental set-ups, exploring new experimental approaches and techniques are the 

important goals for an experimental researcher. One should also gain in-depth knowledge of 

instrumentation and interfacing to set-up and design new experiments and data acquisition. In 

this section, we will discuss the details of experimental methods, techniques, instruments, etc. 

Further, we also raise questions regarding new experimental approach and methods which can 

detect excitons with better sensitivity in comparison to standard available techniques. Here, we 

would like to mention that we have employed new techniques and methods to measure and 

understand the interesting physics of excitons and its complexes at room temperature and low 

temperature in semiconductor heterostructure devices. Most of our measurements are executed 

on semiconductor devices like low-dimensional semiconductor heterostructure p-i-n junction 

diodes.  

 

2.2   Electrical approach to study excitons 

Semiconductor devices are mostly characterized based on some standard electrical 

techniques. Primarily, to measure the diode behaviour, one does the current (I) –voltage (V) 

measurement to see diode like feature in I-V data (equation 1.14 in chapter 1). Besides, there 

are other electrical techniques like impedance spectroscopy, deep-level transient spectroscopy 

(DLTS)63, deep-level capacitance profiling (DLCP)64, etc. Here, we mostly employ impedance 

spectroscopy technique to understand the dielectric behaviour of semiconductor junctions. In 

this technique, capacitance (C) and conductance (𝐺) of the devices are measured by varying 

the temperature and applied modulation frequency (𝑓) for different applied dc bias. For a 

semiconductor p-n junction diode, these capacitance and conductance are measured in a 

simplified diode circuit model where C and 𝐺 are in parallel circuit connection. These C and 

𝐺/𝜔( to make it in the same unit of capacitance, 𝜔 = 2𝜋𝑓 ) are again the imaginary and real 

part of the complex impedance function (𝑍) respectively.  
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1

𝑍
=

1

𝑅
+ 𝑖𝜔𝐶 = 𝐺 + 𝑖𝜔𝐶                    (2.1) 

Where R is the internal resistance of the device. Now, these real and imaginary parts are 

again connected by famous Kramers-Kronig relations65,66, where one measured quantity can 

be used to obtain the other. As we discussed earlier, there are depletion capacitance, diffusion 

capacitance in semiconductor diodes, which effectively contribute to capacitance measurement 

depending upon applied bias, modulation frequency, temperature, etc. Moreover, we know that 

semiconductor heterojunctions are dominated by the presence of impurities, doping 

concentration, defects distribution, etc. These defects mostly form during the growth process 

of semiconductor heterostructure due to lattice constant mismatch, lattice irregularities, etc. 

Now, these defects, impurities and trap states near the band edges (conduction and valence 

band) inside bandgap contribute to the capacitance and conductance measurements following 

the standard rate equation of Arrhenius, 

1

𝜏
= 𝑓 = νexp (−

𝐸𝑇ℎ

𝑘𝐵𝑇
)      (2.2) 

where 𝜏 is the response time of these states, 𝑓 is the frequency of the response, ν is the thermal 

prefactor and 𝐸𝑇ℎ is the activation energy. So, depending upon temperature and frequency 

modulation one can achieve the activation energy for different states which effectively affect 

the capacitance and conductance measurements. Although, we do not see any explicit voltage 

dependence in this formula, but we know, the applied voltage in a semiconductor device hugely 

affects the impedance measurement. Accordingly, we will see in the next chapter how applied 

voltage certainly relates to the activation of these impurities states and how that can be 

connected using the above expression. Besides, the presence of dipolar elements in the system 

also modifies the dielectric environment which affects the dielectric measurement. Similarly, 

we will see in the subsequent chapters how the presence of excitons which are intrinsically 

dipolar in nature, affect the capacitance measurements. Moreover, it is well-known that the 

response of these dipoles again has strong dependence on the applied modulation frequencies 

as nicely explained by Miller et. al.66. In the low-frequency side, dipoles get sufficient time to 

follow the applied frequency cycle whereas in the high-frequency modulation dipoles certainly 

do not have enough time to track the fast oscillation, Thus, the rotation of the dipoles are not 

properly coupled at these two frequency limits. In the intermediate frequency regime, when the 

applied frequency resonantly matches with the response frequency of the dipoles then only the 

coupling become stronger and the maximum response happens66.    
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 Impedance of devices can be measured using two different approaches like Lock-in based 

technique and using LCR meter. In figure 2.1, we have shown a schematic of both the methods. 

A small sinusoidal ac signal with applied dc bias is used to measure the impedance of the 

device. Most of the frequency-dependent impedance measurements have been executed in our 

case using LCR meter. These are very standard approaches to measure the impedance of 

semiconductor devices. However, we will not go into detailed study to understand this 

mechanism. 

 

Figure 2.1: A sketch of an experimental set-up to measure the impedance spectroscopy using 

both lock-in based method and a simple LCR meter. The blue dashed lines indicate the 

connection for lock-in measurement, whereas the solid red lines show the electrical paths to 

measure the impedance of a device under test (DUT) using LCR meter. However, these two 

techniques can be employed separately to measure the impedance of a DUT.  

  

2.3   Opto-electrical approach to study excitons 

Due to having a finite energy gap, semiconductors emit light when these are optically or 

electrically excited. There are different optical and optoelectrical techniques which are 

commonly used to characterize the semiconductors. Photoluminescence (PL) and optical 

absorption spectroscopy are most common optical tools to understand the physics of 

semiconductors. In the case of PL, luminescence occurs when the semiconductors are excited 

by a light source having photon energy higher than the bandgap of the semiconductors. Usually, 

laser (light amplification by stimulated emission of radiation) is used to optically excite a 

sample. Emitted light is focussed at the entrance slit of the monochromator using a combination 

of lens and the dispersed light from the grating are detected by optical detectors. The signal 

from the detector is measured using a standard Lock-in based technique. For optical signal 

detection, we have used photodetector, photomultiplier tube (PMT). Depending upon the 
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wavelength of interest, there are Si, InGaAs, etc. photodetectors which work over the 

wavelength range 200-2700 nm. For Visible to near-infrared wavelength detection, we have 

used Si photodetectors FDS1010, FDS 010 from Thorlabs. We have used InGaAs 

photodetectors FGA 20, FGA 21 from Thorlabs for higher infrared wavelength detection. 

Whereas, PMT which has better sensitivity in the visible wavelength region, has been utilised 

to record the low signal strength in the measurement. 

  

 

Figure 2.2: This is a schematic representation of optical measurement set-up. For PL or EL 

measurement one can optically excite the sample with laser or electrically apply forward 

bias to emit the light, respectively. 

 

Optical absorption spectra for these type of solid-state semiconductor heterostructure system 

cannot be done in the transmission mode setup due to opacity of the material. So, to study 

absorption spectra in these samples, standard method is to probe the samples in the reflection 

geometry or one can employ photoluminescence excitation (PLE) approach for the same. Now, 

these experimental methods and its execution to extract the underlying physics are complicated 

and time-consuming too in comparison to the methods we use to probe the same physics. 

Moreover, these optical methods can be employed to study the physics of a few layers of 

semiconductor heterostructure or bare samples. But, as in our case, we will mostly deal with 

semiconductor devices with p-type and n-type junctions having many layers, above optical 

absorption techniques may not be applicable to probe the underlying excitonic physics. Instead, 
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we find opto-electrical methods more efficient and simpler to probe the same physics. Opto-

electrical methods are understood as the involvement of both optical and electrical processes. 

This can be realized as the electrical excitation and optical detection or the vice versa. In a 

semiconductor light-emitting diodes, one can study the electroluminescence (EL) spectra, EL 

intensity with the applied biases to understand the dynamics of electrons and holes in 

semiconductor bands. We find the measurement of electrical parameters like capacitance, 

conductance, current, etc. in the presence of optical excitation more insightful and easier to 

execute. Moreover, these measurements of photocurrent, photocapacitance are found to be 

more informative and sensitive to explore the physics of excitons in heterostructures.     

 

Figure 2.3: A schematic presentation of optical excitation wavelength-dependent electrical 

measurement. Here, the optical excitation is done using a quartz-tungsten-halogen (Q-T-H) 

lamp and monochromator. The electrical measurement is done using the LCR meter.  

 

Besides, these photocurrent, photocapacitance methods are generically similar to the physics 

probed with the optical absorption spectroscopy. In this regard, we would like to mention that 

any spectroscopic measurement needs to be lamda square corrected19 during the conversion of 

wavelength to energy for better accuracy.  However, this effect becomes significant only when 

the spectra is measured over a wide range of wavelength. Most of our spectroscopic 

measurement are carried over smaller scanning wavelength range which does not require this 

correction. To measure these photo-induced electrical parameters, one can use different optical 

sources like laser, quartz-tungsten-halogen (Q-T-H) lamp attached with a monochromator, etc. 

All the electrical components can be measured using LCR meter or Lock-in based technique. 

Data acquisitions have been done using LabView program. The details of experimental setups 

are shown in figures 2.2 and 2.3.  
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2.4   Low-temperature system 

Fascinating and interesting physics always happen in any system when temperature of 

the system is lowered. Depending upon materials and what physics to probe, low temperature 

corresponds to value of a few Kelvins to tens of Kelvins. For a semiconductor system, low 

temperature plays a crucial role as the bandgap of semiconductor has a strong dependence on 

temperature. Also, the transport properties of semiconductor devices have great impact on 

temperature. At low temperature, most of the defects related states get frozen and hardly 

contribute to electrical measurements. 

There are different approaches to achieve low-temperature which depends upon the 

temperature of interest. In our case, we mostly work in the temperature regime of around 8 K 

to 300 K. To achieve the temperature range, we have used closed-cycle Helium cryocooler with 

model no- CS204F-DMX-20 from Advanced Research System (ARS). This is an ultra-low 

vibration-free (<3-5 nm) low-temperature system which can be used to accomplish any optical 

and electrical measurements. Here, ultra-pure Helium gas (99.999%) is cycled through a 

compressor and Gifford and Mcmahon (GM) cooling method is used to cool the temperature 

of the system. Temperature of the cold head is measured using a calibrated silicon diode sensor, 

model no-DT-670 from Lake Shore Cryotronics. The same is monitored and controlled by 

temperature controller, model no- 340 from Lake Shore Cryotronics. Moreover, the complete 

system needs high vacuum (~10-6 mbar) and that is accomplished by a combination of two 

pumps, a backing pump or scrawl pump followed by a turbo-molecular pump.    

To have an accurate low-temperature measurement, one needs to be careful about proper 

thermal contact of samples with the cold head of the cryostat. Thus, first and important step is 

to make and design a suitable sample holder where the sample and temperature sensor can be 

placed as close as possible. Accordingly, we had designed our sample holder, and it was 

manufactured using pure copper material by local vendors. In figure 2.4(a), we have attached 

a few images of the holders. Then, it is important to make sure that the sample and sensors 

have good thermal contacts with the holder. There are various low-temperature thermally 

conducting glues (Apiezon N Grease) and soft metal (indium foil) which can be used to make 

better thermal contacts with the holder. Our samples were mostly mounted on a TO-5 header 

as also visible in figure 2.4(a). For electrical measurements, one needs to electrically isolate 

the sample from the copper holder such that any parasitic contributions do not affect the 

measurements. We have used few thermally conducting but electrically isolating tapes like 
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Kapton, Teflon tapes, etc. to do the same. Finally, the holder front side and samples need to be 

appropriately aligned with the optical window of the cryostat for optical measurement.  

Another hurdle we used to face was the heater problem. To increase the temperature of 

the cold head, you need to put a heater in the cold head. Initially, a strip heater was provided 

by the company. But, when I had started working in the system, it had gone bad. Then, we had 

made a home build strip heater using thermally conducting Kapton tape and electrically 

insulated nichrome wire. Initially, it was also showing some problems and used to get burned 

(a) (b) 

Figure 2.4: (a) Images of copper holders with and without samples. (b) A home-made cold 

head heater for the low-temperature system. This is made of Kapton tape and the nichrome 

wire.  

 

due to local heating at the bending region. Later, we had optimized it following particular 

pattern (as shown in figure 2.4(b)) to avoid local heating and now, it is working fine. Even, in 

the last few years, we did not face any problem regarding the heater. These were the 

achievements and hurdles we developed and sorted out for low-temperature study. After all, 

for low-temperature measurements, one needs to be always cared for all the operational 

procedures and make sure the temperature what is displayed on the screen is same as the sample 

temperature. Besides these, there are other issues relating to proper vacuum, joint leak, water 

chiller, etc. which also had created problems and we had fixed those accordingly. 

Most of the measurements were done inside the closed cycle cryostat. For electrical 

measurements, there are four electrical copper wires which go to the sample end and they are 

connected with the corresponding pins of the sample. For optical measurements, there are four 

optical windows which allow the light to excite the sample and emitted light is passed through 
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the windows for outside optics. We will discuss the low-temperature results of our samples in 

the respective chapters.     
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Chapter 3 

Dielectric signature of excitons and excitonic Mott transition in 

quantum confined laser structures 

 

3.1   Introduction 

Excitons are most common, elementary excitations in any semiconductor as well as in 

quantum heterostructures. These critically influence electrical transport and optical properties 

of these materials and structures in various ways. Hence, studying experimental signature and 

application of excitons are quite essential in recent times. Moreover, being charge-neutral 

quasiparticles, excitons cannot contribute to direct current flow, but their inherent dipolar 

nature makes them capable of responding to dielectric polarization measurements like 

frequency-dependent capacitance, photocapacitance spectroscopy, etc. In this chapter, we 

inquire about the detection of experimental signature of these excitonic dipoles using similar 

measurements in III-V semiconductor quantum heterostructure devices. We probe the 

existence of excitons by measuring steady-state, small-signal, junction capacitance response in 

the frequency domain as carriers are injected gradually by increasing forward bias in the 

following III–V based electroluminescent diodes—a GaInP/AlGaInP based strained multi-

quantum well (MQW) laser and an InGaAs/GaAs based quantum dot (QD) laser.  

Bias dependent differential capacitance response with modulation frequency is used to 

trace presence of excitons in GaInP/AlGaInP based multi-quantum well laser diodes. In the 

lower bias side, we see standard voltage-activated defects states contribution which affects the 

impedance measurement. These sub-bandgap defects activation processes are usually 

recognized as the consequence of positive activation energy. Whereas, the occurrence of 

negative activation energy after light emission is understood as a thermodynamical signature 

of the steady-state excitonic population under an intermediate range of carrier injections. In the 

higher bias region, differential capacitance response falls off slowly, and after certain bias 

values, it vanishes. This behaviour of differential capacitance leads to gradual Mott transition 

of an excitonic phase into an electron-hole plasma in a GaInP/AlGaInP laser diode. This is 

further substantiated by exponentially looking shapes of high energy tails in 

electroluminescence spectra with increasing forward bias, which originates from a growing
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non-degenerate population of free electrons and holes. Moreover, similar negative activation 

energy and its correspondence to the presence of excitons is also reproduced in another 

quantum-confined heterostructure system made of InGaAs/GaAs quantum dots. Such an 

experimental correlation between electrical and optical properties of excitons can be used to 

advance the next generation excitonic devices. 

In the initial few sections, we will give a brief overview of negative activation energy 

and excitonic Mott transition which we have used thoroughly to explain our experimental 

results. After that, we will discuss the experimental details, samples, results, and rigorous 

analysis of our experimental observation on the physics of excitons. 

 

3.2   Negative activation energy 

Activation energy is a very well-known concept in the science community. Generally, 

whenever any thermodynamical transition (e.g. chemical reaction) occur between initial to final 

states, then initial states move to final states by overcoming some potential energy barriers. 

Activation energy usually measured as the energy difference between the final states and initial 

states. Mostly, people are familiar with positive activation energy where the effective energy 

difference between final and initial states usually become positive. However, positive 

activation energy can be both exothermic and endothermic for a process, as shown in the 

schematic diagram in figures 3.1(a) and 3.1(b), respectively. In the former case, system releases 

some energy in the form of heat, whereas in the latter case, system absorbs heat as a form of 

energy and finally complete the reaction. This extra heat or energy is understood in terms of 

change in enthalpy (Δ𝐻) of the system, which can be positive and negative depending upon the 

process. Positive activation energy can be explained using a single-step barrier crossing 

analogy. Whereas, the concept of negative activation energy is very complicated and 

interesting too. Although the concept of negative activation energy seems not so popular to the 

physics community, it is a very well-known phenomenon to researchers in physical 

chemistry67,68 and biology69, especially. Following articles by Mozurkewich et al.70 and 

Muench et al.69, we understand that negative activation energy can only be explained by 

considering the minimum two steps energy barriers crossing processes. In figure 1 of reference 

70, authors have clearly demonstrated, how two reactants (A & B) undergo two steps activation 

processes having an intermediate transition state to produce the final products.  It is understood 

that the intermediate transition state reacts in a much faster rate to have the final state whereas 
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reverse process of returning to the initial state is a slower process. Hence, the negative 

activation is realised as the consequence of the differential reaction rates of different reaction 

processes. Now, this rate dominated energy barrier activation process directly follows from the 

Arrhenius rate equation 
1

𝜏
= 𝑓 = νexp (−

𝐸𝑎

𝑘𝐵𝑇
). Considering the rate equation and Tolman 

interpretation70, it is realised that there should be an involvement of an intermediate transition 

state (𝐸𝑇𝑆) which play a significant role for negative activation energy to occur.  

  

(a) 

 

(b) (c) 

Figure 3.1: (a) and (b) Simple diagrams of exothermic and endothermic reaction processes 

are sketched to understand the positive activation energy mechanism, respectively. 𝐸𝐴 and 

𝛥𝐻 are the activation energy and change in enthalpy of the system, respectively. (c) A 

schematic configurational diagram is drawn to understand the negative activation energy. 

Here, 〈𝐸𝑇𝑆〉 and 〈𝐸𝑅〉 are the average energy of the intermediate transitional state and initial 

state, respectively. 𝐸1 and 𝐸2 are the first and second energy barrier, respectively. 

 

 Now, activation energy can be written as 𝐸𝑎 = 〈𝐸𝑇𝑆〉 − 〈𝐸𝑅〉, where 〈𝐸𝑇𝑆〉 is the average 

energy of the transitional state and 〈𝐸𝑅〉 is average energy of the initial state. Here, if 〈𝐸𝑇𝑆〉 is 

less than 〈𝐸𝑅〉, then the effective activation energy becomes negative. To get a better view, a 

scheme can be penned70, 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑠𝑡𝑎𝑡𝑒 ⇌ 𝐼𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑠𝑡𝑎𝑡𝑒∗ → 𝑓𝑖𝑛𝑎𝑙 𝑠𝑡𝑎𝑡𝑒. If the final 

state is a faster process compare to the initial state, then from the above Arrhenius equation it 

can be realized that the final transition process has lower activation energy barrier than the 

initial one. Thus, the effective activation energy becomes negative. In figure 3.1(c), we have 

drawn a schematic configurational diagram to understand the mechanism of negative activation 

energy. Initially, the carriers having sufficient thermal energy to cross the first activation barrier 

height and then before going to final lowest energy state, carriers find an intermediate stable 

energy state which is the second energy barrier. We will shortly understand this physics of 

negative activation energy in more details and try to correlate the same with the presence of 
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excitonic bound states in the system. Furthermore, we would also like to see whether negative 

activation energy can be correlated with excitonic Mott transition in laser diode. 

 

3.3  Excitonic Mott transition 

Mott transition is a phase transition from an insulating state to a metallic state or vice-

versa. This is mainly a density-dependent phenomenon. However, it also depends upon other 

factors like temperature, pressure, doping concentrations, etc. We see examples of Mott 

transition in many different condensed matter systems. In semiconductors, excitonic Mott 

transition is one such well-known phase transition. Excitons are bound pairs of two oppositely 

charged carriers; electrons and holes. Due to this particular composition, excitons are 

inherently charge neutral in nature. Hence, they do not contribute to direct electrical current 

flow in the system. When these excitons are dissociated then electrons and holes become free 

to move and contribute to current flow. This transition from insulating excitonic phase to 

conducting electron-hole plasma (EHP) state mostly occur when the density of excitons crosses 

a critical value which is called Mott density (𝑛𝑀). Usually, this Mott density (𝑛𝑀) and  excitonic 

Bohr radius (𝑎𝐵) follows the relation 𝑛𝑀𝑎𝐵
3 ≈ 1.71,72 When density of excitons is less than this 

Mott density, then excitonic features prevail. As the density of excitons crosses 𝑛𝑀, then due 

to strong screening effect electrons and holes are not able to feel the Coulomb attraction. Thus, 

the bound excitonic state dissociate into free EHP state. This transition is known as excitonic 

Mott transition. In figure 3.2, we draw a schematic picture to get an overview of this phase 

transition. Although, the concept of Mott transition had been realized by N F Mott around 

1949,73,74 still, it requires more theoretical and experimental study to realize the same for                                                                                                               

 

Figure 3.2: A schematic representation of the excitonic Mott transition is presented. Here, 

‘d’ is the inter particles distance. Voltage is used to increase the carrier density.  
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semiconductor system, as also mentioned in the reference 75. However, there are numerous 

theoretical76,77 and experimental78-80 reports on excitonic Mott transition. Theoretical 

calculations are based on different interaction terms, screening, etc. which are very prominent 

in the higher density limit. Accordingly, there are different approximations and models to 

explain the excitonic Mott transition. Debye-H𝑢̈ckel (DH) and Thomas-Fermi (TF) screening 

formulas are very well-known in explaining Mott transition in a different regime of exciton 

density72. These two screening formulas have two regimes of application. Usually, Debye-

H𝑢̈ckel formula is applicable when the thermal energy of the system is high and the carrier 

dynamics follow the classical Boltzmann statistics. We will utilize this Debye-H𝑢̈ckel 

formalism to estimate the exciton Mott density at room temperature72 to understand the 

excitonic Mott transition in our experimental results. Whereas, Thomas-Fermi model mainly 

works for a degenerate electron-hole gas system at low temperature. Due to the strong excitonic 

interaction in the higher density side, the effective bandgap of the semiconductor also gets 

affected which is known as bandgap renormalization. Usually, the bandgap decreases as the 

excitonic density increases. This is described based on a dimensionless quantity 𝑟𝑠 which 

depends on the volume of an exciton and a volume occupied by carrier pair in the plasma 

state72, 

𝑟𝑠 = (
4𝜋𝑎𝐵

3

3
𝑛𝑃)

−1 3⁄

      (3.1) 

where, 𝑛𝑃 is the plasma density. This 𝑟𝑠 values lie in between 1 and 4 for the semiconductor 

system in EHP state.  

 Experimentally, one should see the spectral peak redshift during Mott transition due to 

bandgap renormalization effect72. Spectral width broadening also happens due to strong 

interaction in the higher density limit. Beside these experimental signatures of Mott transition, 

the high energy spectral tail follows Boltzmann statistics, which is also a crucial signature to 

identify the ongoing Mott transition. As a result, the semi-logarithmic plot of spectral behaviour 

shows the high energy spectral tail like a straight line, as shown in reference 78.  Moreover, 

there are arguments on whether the excitonic Mott transition is a gradual80 or a sudden phase 

transition. There are different views on this matter, and we will discuss the signature of gradual 

excitonic Mott transition shortly in our electrical and optical experimental data.   
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3.4   Background physics of frequency-dependent impedance 

Usually, excitons have very small binding energy, in the order of few meV for III-V 

semiconductors. Excitons can be generated by optical frequencies ranging from visible to 

infrared whereas the intra-excitonic transitions can only be probed by Terahertz (THz) 

frequency. However, excitons probed in this present work are not optically generated. Here, 

we create excitons by electrically injecting electrons and holes in the narrow quantum wells 

region of the device. When electrons and holes come closer, then they feel the Coulomb 

attractions and form excitons within the active regions of these light emitting devices. Here, 

we will discuss how applied bias dependent exciton formation and subsequent dissociation of 

the same happen in forward bias regimes. We will further elaborate on how trapping and 

emission of charge carriers by defect states and formation of excitonic bound states with 

forward bias can be distinguished with frequency-dependent impedance measurement. Instead 

of standard temperature activation of such rate limited injection and recombination processes, 

here, we see transition rates which are governed by the applied voltage at constant 

temperatures. This bias activated electrical responses were modelled with a phenomenological 

rate equation which matches well with our experimental data. 

Correlation between voltage modulated electroluminescence (VMEL) and electrical 

properties of GaInP/AlGaInP based MQW lasers have been demonstrated earlier by Bansal et 

al.81-83. Under low-frequency modulation, the mutual non-exclusivity of radiative and non-

radiative transitions was shown. This originates when slowly responding (~ms) sub-bandgap 

electronic states can directly influence faster (~ps-ns) radiative recombination in a non-trivial 

fashion which necessitates  
1

𝜏𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
≠

1

𝜏𝑁𝑜𝑛−𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑣𝑒
+

1

𝜏𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑣𝑒
, where 𝜏𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 is the 

effective time constant for such events. For any applied modulation frequency (𝑓) at a 

temperature (T), charge carriers from certain sub-bandgap channels with activation energy can 

also contribute81 to the total available charge carrier reservoir at the junction. This affects both 

junction capacitance (C) and modulated electroluminescence (VMEL) simultaneously. To fully 

understand the role of sub-bandgap states, Fermi levels, and electronic transition rates  𝑅 =

1

𝜏
= 𝑓 = νexp (−

𝐸𝑇ℎ

𝑘𝐵𝑇
), we suggest readers to see the band diagram given in figure 3 of Ref. 

81. Here, E𝑇ℎ is the thermal activation energy, ν is the thermal prefactor representing the heat 

bath, T is the temperature in Kelvin, 𝜏 is the time period of the transition, and 𝑘𝐵 is the 

Boltzmann constant. This band diagram was further used83 to explain the observed anomalous 
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temperature dependence of VMEL and negative capacitance. In this work, we extend these 

results to electrically probe the presence of excitons during electroluminescence (EL). 

When the quasi-Fermi level crosses activation energy (E𝑇ℎ) of any charge transfer 

process, one observes a maximum in G/2𝜋𝑓(G=conductance) and an inflection point in 

capacitance (C) in both frequency and temperature domains. Such a resonant conductance 

activation in frequency domain alters the dielectric environment, which can be probed by 

impedance spectroscopy. To fully appreciate the above statements, we recommend the readers 

to consult figure 1 in section 2 of Ref. 66 and discussions around equations 2.6 and 2.8. At low 

frequencies, the displacement vector within the active junction can follow the applied electric 

field modulation. However, at high frequency, dipoles cannot respond fast enough to applied 

modulation. As a result, energy loss through conductance activation is maximum at some 

intermediate frequencies where dipolar environments respond resonantly. This constitutes a 

general understanding of any dielectric response measurement.  We, however, emphasize that 

such understanding is in no way dependent on depletion approximation which is mainly used 

for semiconductor junctions under reverse bias.  

Here, we will explore similar physics using a derivative-based approach. We measure 

capacitance versus frequency data and plot 𝑓𝑑𝑐/𝑑𝑓 with 𝑓. The peak signature in these kinds 

of plots points towards conductance activation and the frequency (𝑓Max) at which peak 

maximum occurs, corresponds the maximum response of the system. The corresponding carrier 

density N(E𝑇ℎ) which contribute to the impedance measurement and radiative recombination 

is given by a generalized equation84,85, 

                 𝑁(𝐸𝑇ℎ) ≈ −(
𝑓𝑑𝑐

𝑑𝑓
)

𝑈

𝑘𝐵𝑇

1

𝑞𝑤
                                                   (3.2) 

where U is the effective built-in-potential and is linearly related to the applied bias 𝑉𝑑𝑐 such 

that 𝑈 = [Φ𝐵 − 𝑉𝑑𝑐] and Φ𝐵 is the built-in potential at zero bias, q is the electronic charge, w 

is the width of the junction. In the case of impedance spectroscopy, usual thermal activation 

energy is obtained from the slope of an Arrhenius plot of ln(𝑓Max) with 1000/T. However, in 

this work, we are particularly interested in exploring the frequency response of electrical 

impedance as activated by increasing voltage bias 𝑉𝑑𝑐 in the active region of these light 

emitting diodes at constant temperatures. The estimated 𝑓𝑑𝑐/𝑑𝑓 plays a role similar to electric 

modulus in such dielectric measurements. Such a description using electric modulus often 

removes unwanted artefacts from the analysis of dielectric response measurements. Moreover,
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we will neither use the above equation 3.2 in its entirety nor the standard 1/C2 vs. V plots to 

estimate carrier densities, both of which require the strict implementation of depletion 

approximation. Currently, the above proportionality of dipolar density with estimated 𝑓𝑑𝑐/𝑑𝑓 

values are used only as a qualitative measure. Any dissipative process also causes decay. 

Hence, the width of such 𝑓𝑑𝑐/𝑑𝑓 based conductance activation peaks in frequency domain is 

always related66 to exponential decay rates of such dissipative processes in time domain. 

 

3.5   Instrumentation and description of samples 

For the steady-state, small-signal capacitance measurement, we used Agilent’s precision 

LCR Meter E4980A at 𝑓 ≤  2𝑀𝐻𝑧 using 30mV rms voltage modulation. Measured 

capacitance depends on the small-signal current which is in quadrature with the applied voltage 

modulation.  This capacitance is estimated81 using a simple, equivalent parallel RC circuit for 

the laser diode under forward bias. The applied dc bias voltage (current) to the device is 

represented as 𝑉𝑑𝑐  (𝐼𝑑𝑐) and monitored by the LCR meter. For temperature variation and 

control, we used a CS-204S-DMX-20 closed-cycle cryostat from Advance Research Systems 

along with the Lakeshore Model-340 temperature controller at an accuracy of ±0.1 𝐾. We 

measured standard EL spectra using FDS010 Si detector and SR850 Lock-in amplifier. The 

experimental set-ups for all these optical and electrical measurements are shown and discussed 

in chapter 2.  

The samples used in these experiments are - (i) GaInP/AlGaInP based strained multi-

quantum well (MQW) edge-emitting laser diodes from Sanyo (DL 3148-025), and (ii) 

InGaAs/GaAs based quantum dot (QD) laser diode grown by Molecular Beam Epitaxy (MBE) 

on (311B) GaAs substrates. A 0.7µm-thick GaAs buffer layer was grown before deposition of 

In0.5Ga0.5As strained quantum dots at 450 °C which are embedded in the center of a GaAs QW 

surrounded by Al0.6Ga0.4As cladding layers on both sides (further details can be found in 

reference 86). These dots have an average diameter of around 26 nm and height 1 nm. Light is 

emitted through a small mesa etched on its top surface.  

To derive the 𝑓𝑑𝐶/𝑑𝑓, experimentally measured frequency-dependent capacitance data 

were numerically differentiated and multiplied by the frequency itself. Savitzky-Golay signal 

processing algorithm using Origin8.5 was employed to smoothen out numerically estimated 

𝑓𝑑𝐶/𝑑𝑓 vs. 𝑓 plots.
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3.6   Results and discussion 

3.6.1 Differential capacitance response, negative activation energy, and 

excitons 

In figures 3.3(a) and 3.3(b), we plot the capacitance versus frequency for two different, forward 

bias regimes at room temperature for GaInP/AlGaInP MQW laser diode. We observe a 

systematic evolution of frequency-dependent behaviour of capacitance over the bias regimes. 

The inflection region in the capacitance versus frequency data bears some interesting physics. 

Now, in figures 3.4(a) and 3.4(b), we plot the variation of 𝑓𝑑𝐶/𝑑𝑓 with frequency for similar 

bias ranges. In these figures, we observe very nice peak-like features and these peak frequencies 

(𝑓𝑀𝑎𝑥) in the 𝑓𝑑𝐶/𝑑𝑓 data vary with applied bias voltage. Estimated 𝑓𝑀𝑎𝑥 values initially 

decrease when forward bias (𝑉𝑑𝑐 ) slowly increases from zero, as shown in figure 3.4(c). 

(a) (b) 

Figure 3.3: (a) Capacitance vs. frequency is measured for lower applied forward bias regime 

for MQW laser diode at room temperature. The overall magnitude of the capacitance 

increases with the bias. After certain modulation frequency, capacitance falls and shows an 

inflection region in the data. (b) Interestingly, the behaviour changes drastically as the 

applied bias is increased beyond certain value (say~1.45 V). In this intermediate bias 

regime, the magnitude of capacitance decreases as the voltage is increased and also the 

inflection region vanishes slowly with bias. 

 

We must emphasize that observations of similar dynamical behaviour of small-signal 

impedance response are also noticed earlier in non-light emitting Silicon diodes87. We have 

mentioned that defect response can be seen in capacitance measurements when modulation 

frequency (𝑓) range matches with the transition rate (R). Here, one usually expects that a 

decrease in temperature decreases the peak position of frequency response (𝑓𝑀𝑎𝑥) and increases 
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the overall amplitude of 𝑓𝑑𝐶/𝑑𝑓 peaks. Therefore, the observed phenomenological activation 

rate process shown in figure 3.4(c), with increasing 𝑉𝑑𝑐, is analogous to usual variations of 

𝑓𝑑𝐶/𝑑𝑓 vs 1000/T encountered in ordinary impedance spectroscopy. In this regime of applied 

biases, electronic defect mediated transitions determine the dynamic response of the active 

junction. We observe the corresponding trend of ln(𝑓𝑀𝑎𝑥) vs voltage plot in figure 3.4(c). This 

is seemingly a well-known voltage-activated defects response in this low applied bias regime87. 

Empirically, this indicates that the role of 𝑉𝑑𝑐 is qualitatively equivalent to 1000/T.  

(a)  (b) 

     (c)           (d) 

Figure 3.4: Applied voltage-dependent abs(𝑓𝑑𝐶/𝑑𝑓) is plotted against frequency for (a) 

lower forward bias regime and (b) intermediate bias regime. Comparing these two plots, we 

observe a opposite behavioural signature where in the first plot, peak maxima of the 

abs(𝑓𝑑𝐶/𝑑𝑓) moves towards lower frequency side and the magnitude goes up with the bias, 

in the second plot, we find that the peak maximum shift to higher frequency side and the 

amplitude decreases as bias increases. In figures (c) and (d), we plot the ln(𝑓𝑀𝑎𝑥) vs. voltage 

for two different bias regime from figures (a) and (b), respectively. The linear features in the 

plots certainly follow the voltage-dependent revised phenomenological rate equation of 

Arrhenius. The slope of the linear fittings changes its magnitude and sign depending upon 

the bias regime from negative to positive in (c) and (d), respectively. 
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In general, quasi-Fermi levels in the active junction of a diode, which are nothing but chemical 

potentials, will be influenced heavily by a large number of injected carriers as a result of 

forward bias. Moreover, thermally activated carriers also add up in the total carriers available 

in the conduction and valence band and thus affect the quasi-Fermi levels. Therefore, a 

simplistic microscopic explanation of the above-mentioned equivalence can be understood in 

the following way. Within our experimental parameter ranges, as we increase the forward bias 

(𝑉𝑑𝑐), quasi Fermi levels move towards band edges while with increasing temperature (T) 

Fermi levels rather move towards the mid-gap in these laser diodes. At this stage, we are 

certainly ignoring any material-specific Fermi level pinning by defects, in order to build a 

simplified framework of such voltage-activated processes.  

 With this above understanding, we conceive a revised phenomenological rate equation 

for bias activated electronic transitions rate 𝑅∗ at a constant temperature as,   

                                        𝑅∗ ≈
1

𝜏
= 𝜈∗𝑒𝑥𝑝 (−

𝐸𝑎

𝑘𝐵
𝜂𝑉𝑑𝑐)                           (3.3) 

where 𝜂 is a proportionality factor in units of V-1K-1 to ensure correct dimensionality and 𝐸𝑎 is 

activation energy for transitions activated by the bias voltage. Rewriting this equation gives, 

𝑙𝑛𝑅∗ = (−
𝐸𝑎

𝑘𝐵
𝜂) 𝑉𝑑𝑐 + 𝑙𝑛𝜈

∗                         (3.4)                                            

The estimated (𝑓𝑀𝑎𝑥) coincides with the position of maximum transition rate R* in the 

frequency domain. Hence, plotting ln(𝑓𝑀𝑎𝑥) with 𝑉𝑑𝑐 should give a straight line with slope (m) 

as 

                                                              𝑚 = (
−𝐸𝑎

𝑘𝐵
𝜂)                                              (3.5) 

 In case of standard, thermally activated Arrhenius like rate process, 𝜈∗ represents the 

attempt-to-escape frequency related to a thermal bath. Its interpretation broadly remains the 

same in the current analysis.  Saturation of defect levels is also at its minimum at 𝑉𝑑𝑐 =  0 and 

this 𝑉𝑑𝑐 → 0 limit points to largest 𝑓𝑀𝑎𝑥 possible for such voltage-activated transitions under 

forward biasing conditions. ln(𝑓𝑀𝑎𝑥) vs 𝑉𝑑𝑐 plot shown in figure 3.4(c) indeed fits nicely to 

straight lines in support of the above phenomenological rate equation 3.4. Initial slope (m1) is 

-0.05 for very low forward biases, and it abruptly increases to m2 = -0.1 after ~1.1 V. This slope 

change around 1.1 V is related with considerable changes in carrier dynamics due to the onset 

of significant injection currents as shown in figure 3.5. The intercept of such plots are usually 
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related to the entropic changes (∆S) associated with the injection process following the standard 

transition rate 

 𝑅 =
1

𝜏
= 𝜈𝑒𝑥𝑝 (−

Δ𝐹

𝑘𝐵𝑇
) = 𝜈𝑒𝑥𝑝 (

Δ𝑆

𝑘𝐵
) 𝑒𝑥𝑝 (−

Δ𝐻

𝑘𝐵𝑇
)          (3.6) 

where a change in free energy is Δ𝐹 = ΔH − TΔS; Δ𝐻 ≈ 𝐸𝑎, ΔH being changed in enthalpy. 

Therefore, the above parameter 𝜂 here can also be related to free energy change under voltage 

activations. The observed change in slope around 1.1 V is connected with corresponding 

increases in the intercept and thereby an enhanced ∆S during an electronic transition. This 

enhancement in ∆S for 𝑉𝑑𝑐  >  1.1 𝑉 possibly happens due to the increased number of possible 

microstates of charge carriers after significant injection around 1.1 V as shown in figure 3.5. 

In figure 3.4(b), we observe an interesting differential capacitive response, in the 

intermediate bias regime (~𝑉𝑑𝑐 = 1.5 V to < 2 V), below lasing threshold (~2.2 V, ~20 mA). 

Here, the peak frequencies of 𝑓𝑑𝐶/𝑑𝑓 shift toward higher 𝑓 and the magnitude of 𝑓𝑑𝐶/𝑑𝑓 

fall with increasing 𝑉𝑑𝑐. Now, in figure 3.4(d), the resultant Arrhenius like plot of ln(𝑓𝑀𝑎𝑥) 

with 𝑉𝑑𝑐 now shows a seemingly counterintuitive positive slope ( m ~2.0) for a reasonably 

linear fit in comparison to figure 3.4(c). According to equation 3.5, a positive slope indicates 

the presence of ‘negative activation energy’ for bias activated rate processes at 𝑉𝑑𝑐 ~1.5 V 

and above. Therefore, around these intermediate injection levels, we observe an exact 

opposite dynamical behaviour of bias activation than what was seen in case of lower 

injection levels [figure 3.4(a)]. To understand this opposite impedance response in the 

intermediate range of bias, we measured EL signal over similar bias range. In figure 3.5, we 

plot measurable EL signal with the voltage and try to correlate with impedance data. We find 

that the onset of light emission also starts around 1.5 V. 

 

Figure 3.5: Current and EL light intensity is measured for applied forward bias at room 

temperature. 
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At this point, we speculate that light emission from this device may have some impact on the 

observed inverse trend of the slope in ln(𝑓𝑀𝑎𝑥) vs. 𝑉𝑑𝑐 plot in figure 3.4(d). 

 In general, activation energy is known as a free energy barrier. It is mostly understood as 

a one-step thermodynamical transition process. However, there are well-known situations in 

physical chemistry where certain reaction rates decrease with increasing temperatures which 

cannot be explained by a single step crossing of the activation energy barrier. This 

quintessential effective ‘negative activation energy’ can, therefore, be explained67-70 only by a 

two-step configurational process through a stable ‘transitional bound state’ such that low 

energy initial states can make transitions to final states at a much faster rate than high energy 

initial states. The net effective activation energy for the whole transition is given by Tolman’s 

interpretation,  

                              𝐸𝑎 = 〈𝐸𝑇𝑆〉 − 〈𝐸𝑅〉                                                    (3.7) 

where 〈𝐸𝑇𝑆〉 is the average thermodynamical energy of a ‘stable’ population of transitional 

bound states measured using steady-state electrical responses. 〈𝐸𝑅〉 is the average energy of the 

initial states which is typically proportional to the energy of the thermal bath (~kBT) of injected 

carriers. Now, if the first term in equation 3.7 is smaller than the second term, then one can get 

resultant activation energy which is negative. It is certainly tempting to associate this 

transitional bound state with the formation of excitons having an average binding energy 〈𝐸𝑇𝑆〉. 

Subsequently, it undergoes radiative recombination and disappears as shown in figure 3.6(a). 

This situation is characteristically different from the thermal dissociation of excitons into 

electron and holes which are usually probed using thermal quenching of luminescence.  

 For better understanding, we now discuss the microscopic context of the configurational 

free energy diagram of this composite transition processes shown in figure 3.6(a). Initially, 

trapped charge carriers have an average thermal energy 〈𝐸𝑅〉~𝑘𝐵𝑇 available to them at one 

particular temperature (T). In general, these carriers have to cross the initial activation energy 

barrier E1 and then directly take part in light emission. This E1 can be a Coulomb barrier which 

takes care of mutual repulsion of similarly charged carriers before these can populate the 

narrow active region of quantum well. However, with increasing injections, quasi-Fermi levels 

move closer to the band edges. Some of these electrons-holes can now first populate this 

thermodynamical transition state (indicted as an excitonic state) as they experience the strong 

Coulomb attractions within the narrow confinement of a quantum well. This configurational 

bound state also has a free energy barrier 〈𝐸𝑇𝑆〉 beyond which it finally takes part in the 
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radiative recombination. We understand that the thermodynamic microstates contributing to 

impedance spectroscopy are characteristically different before and after the formation of 

excitons.  This situation changes again after the recombination of excitons. Corresponding free 

energy changes are reflected in the configurational free energy diagram in figure 3.6(a). This 

type of free energy diagram can ensure that the necessary condition70 𝐸−1 > 𝐸1 + 𝐸2 is 

satisfied to have an effective ‘negative activation energy’ for the overall transition process (see 

discussions around equation 11 in Ref. 70 for a lucid schematic description of ‘negative 

activation energy’ process and its connection to our configurational free energy diagram in line 

with other pioneering papers67,68,70). 

 (a) 
(b) 

Figure 3.6: (a) A schematic configurational coordinate diagram to understand the negative 

activation energy and its involvement with excitonic presence in the system. (b) 

Temperature-dependent change in positive slopes (figure 3.4(d)) is plotted to estimate the 

excitonic binding energy. 

 

 Now, to get a quantitative estimate of the energy value 〈𝐸𝑇𝑆〉,  related to such excitonic 

presence around these intermediate injection levels, we combine equations 3.5 and 3.7 to get 

                                       𝐸𝑎 = −𝑚
𝑘𝐵

η
= 〈𝐸𝑇𝑆〉 − 〈𝐸𝑅〉                                              (3.8) 

Here, we replace 〈𝐸𝑅〉 by energy ~𝑘𝐵T of the thermal bath and by rearranging terms we get 

                            𝑚(𝑇) = −
𝐸𝑇𝑆𝜂

𝑘𝐵
+ 𝜂𝑇 = 𝐷 + 𝑛𝑇                                           (3.9) 

From this equation 3.9, we find that the slope 𝑚(𝑇) has explicit temperature dependence. This 

also suggests that 𝑚(𝑇) 𝑣𝑠 𝑇 plot will produce a straight line having ‘D’ is the new intercept 

and ‘n’ is the new slope. Now, fitting a straight line to the data shown in figure 3.6(b), we 
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obtain the value of η from the new slope ‘n’ and then estimate 〈𝐸𝑇𝑆〉 from the intercept ‘D’. 

Here, we also assume that both 𝜂 and 〈𝐸𝑇𝑆〉  do not vary much88 within this range of temperature 

such that  
Δ〈𝐸𝑇𝑆〉

〈𝐸𝑇𝑆〉 
≪ 1 even when bandgap of the material may actually change considerably. 

Finally, our estimated value of 〈𝐸𝑇𝑆〉 is ~ 7.1±0.9 meV. This value closely matches with the 

binding energy of the weakly confined excitons in these MQW laser diodes89,90. Therefore, we 

connect this occurrence of an effective ‘negative activation energy’ to the presence of a stable, 

steady-state population of ‘excitonic bound states’. We further highlight that contribution of 

defects and excitons in 𝑓𝑑𝐶/𝑑𝑓 measurements can simply be differentiated by looking at 

figures. 3.4(a) and 3.4(b) for GaInP/AlGaInP MQW laser diodes.  An ordinary defect related 

transition gives rise to usual negative slopes in Arrhenius like plots as evident from figure 

3.4(c). However, situation changes completely [figure 3.4(d)] around 1.5 V in case of 

GaInP/AlGaInP laser diode. We emphasize that this can only be interpreted in terms of 

influences of steady-state presence of ‘intermediate bound states’ identified as excitons from 

these capacitive measurements. 

 Additionally, we also want to mention that excitonic binding energies are typically less 

than ten meV in this quantum-confined III-V semiconductor structures with high potential 

energy barriers. Still, it is possible to see resonant excitonic91-93 effects at room temperature 

(kBT ~26 meV).  Unlike bulk material, these barriers oppose the spatial separation of electrons 

and holes along the confinement direction. Additionally, inherent random fluctuations of the 

potential barrier due to the uneven well thickness and alloy disorder present across the well 

interface may also localize these injected electrons-holes in each other’s vicinity. As a result, 

electrons-holes experience each other’s Coulomb attractions and subsequently form excitons 

at room temperature92. Thus, under high rate of excitation (larger than the rate of radiative 

recombination), these structures can exhibit a steady-state population of resonant excitons at 

room temperature, even though the excitonic lifetime is very short (~ps). Strong quantum 

confinement also squeezes the excitonic wave function along the confinement direction to alter 

the excitonic binding energy to some extent.  

 

3.6.2 Electrical signature of excitonic Mott transition 

Moreover, in figure 3.4(b), we observe that the magnitude of 𝑓𝑑𝐶/𝑑𝑓 peak gradually 

diminish beyond ~1.5V and virtually disappear above ~1.7 V. Now, this magnitude of 𝑓𝑑𝐶/𝑑𝑓 
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is related to excitons number density (equation 3.2) in this intermediate bias regime. So, the 

diminishing of 𝑓𝑑𝐶/𝑑𝑓 magnitude corresponds to decreasing of excitons density which is 

likely connected with excitonic Mott transition. To understand the excitonic Mott transition, 

we use the Debye-Huckel model of electrostatic screening. Here, we assume that a non-

degenerate population of electron-hole gas, formed after Mott transition, obeys classical 

Boltzmann statistics. To estimate the Mott transition density, the Debye-Huckel model of 

electrostatic screening72 has the form of  

                                          𝑛𝑀𝑜𝑡𝑡 = (1.19)2
𝜖𝜖0𝑘𝐵𝑇

𝑒2𝑎𝐵
2                                           (3.10) 

where 𝜖(= 11.8) and 𝜖0 are static dielectric constants of GaInP and free space, respectively, kB 

is the Boltzmann constant and T is the temperature in Kelvin. We calculate the Bohr exciton 

radius (aB) ~8.3 nm from the previously estimated excitonic binding energy value ~7.1 meV. 

Our calculations yield a value of excitonic Mott density 𝑛𝑀𝑜𝑡𝑡 = 3.5 × 1017 𝑐𝑚3⁄  at room 

temperature which somewhat matches with previously reported Mott density for this kind of 

2d heterostructures.78 

 

3.6.3 Comparison of excitonic physics at room temperature and low 

temperature  

I. Differential capacitance response on similar injection current  

Excitonic presence is more prominent at low temperature. To further establish our 

differential capacitance approach and its correspondence to excitons, we did low temperature 

measurement as shown in figures 3.7(a) and 3.7(b). We compared 𝑓𝑑𝐶/𝑑𝑓 vs. 𝑓 plots at both 

294 K and 7.7 K, respectively, under partly similar range of applied injection currents. 

However, unlike figure 3.4(c), we do not observe the usual negative slopes of ln(𝑓𝑀𝑎𝑥) vs 𝑉𝑑𝑐 

plots for any bias levels at 7.7 K. This indicates that the origin of negative slopes in ln(𝑓𝑀𝑎𝑥) 

vs 𝑉𝑑𝑐 plots are related to usual trapping and emission processes from electronic defects which 

are probably frozen out at such low temperatures. Whereas, the positive slope certainly related 

to the presence of excitons in the system. Moreover, we qualitatively assume that peak 

magnitude of 𝑓𝑑𝐶/𝑑𝑓 , in the ‘negative activation energy’ regime, scales with the number of 

excitons present within the active junction. We further notice that peak 𝑓𝑑𝐶/𝑑𝑓 values at 7.7 

K do not decrease with increasing bias currents unlike those at 294 K. This possibly signifies 
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a lack of ionization of excitons at such low temperature as will also be explained in the next 

section using results of figure 3.8. We also notice that the 𝑓𝑑𝐶/𝑑𝑓 peak magnitudes are 

somewhat smaller (~12 pF) at lower temperature of 7.7 K as compared to ~16 pF at 294 K for 

a similar injection current (e.g. ~1.15 𝜇A).   

(a) (b) 

Figure 3.7: (a) and (b) differential capacitance response is plotted for similar injection 

current regime for both 294 K and 7.7 K, respectively. At the similar current injection (~1.15 

𝜇A, marked in red), the magnitude of 𝑎𝑏𝑠(𝑓𝑑𝐶/𝑑𝑓) is less for lower temperature in 

comparison to 294 K, implying the higher recombination probability drain out more 

excitonic dipoles at 7.7 K. The black arrows point out the frequency maxima move towards 

higher frequency side which signifies the presence of the positive slope or negative activation 

energy. 

 

At one particular injection current, we infuse an approximately similar number of electrons and 

holes in the active region. However, the radiative recombination of the excitons is significantly 

stronger at a lower temperature. This stronger EL readily depletes the number of available 

dipolar excitons which contribute to steady-state dielectric measurements. Therefore, it 

explains the observed reduction in 𝑓𝑑𝐶/𝑑𝑓 peak magnitude at 7.7 K. Under similar current 

injections, these bias activated conductance peaks represented by 𝑓𝑑𝐶/𝑑𝑓 also shift toward 

lower frequencies at lower temperatures as expected from our rate equation model. 

 

II. Photon flux and excitons 

In addition to these electrical studies on excitons and excitonic Mott transition, we did 

some standard opto-electrical studies both at room temperature as well as lower temperatures 

to reaffirm our claims on excitons. We measured standard EL spectra under similar levels of 
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carrier injections at 294 K and at 7.9 K. The estimated photon flux per unit area is plotted 

against bias currents in figure 3.8. The calculated photon flux follows a typical power-law 

behaviour with increasing forward bias current as evident in the log-log plot. Moreover, this 

has a strong dependence on measurement temperature for a similar injection level. Ideally, this 

exponent value of 1 indicates the predominant excitonic recombination25-27 and a value of 2 

corresponds to free carrier recombination.   

 

Figure 3.8: Estimated photon flux is plotted as a function of injection current in a log-log 

scale for 294 K (red line) and 7.9 K (black line). The linear fitting shows that the emitted 

photons have a power-law dependence on the injected carrier density. The power-law 

exponent or the slope of the fitted straight line at 7.9 K is ~1.11 which corresponds to a 

stronger presence of excitons at this low temperature whereas the value 1.59 at 294 K 

represents the mixed ensemble of both excitons and free electrons-holes. 

 

Here, we estimate the power-law exponents as 1.11 ± 0.01 at 7.9 K which increases to 1.59 ±

0.08 at 294 K. Therefore, the results in figure 3.8 points towards the stronger presence of 

excitons at 7.9 K as compared to 294 K. We further note that any intermediate value between 

1 and 2 of the power-law exponent indicates the coexistence of the recombination from 

excitons and free electrons and holes. The above conclusions certainly support our previous 

analyses based on figures 3.7(a) and 3.7(b). This results also corroborate the previous 

observation where the excitonic contribution to 𝑓𝑑𝐶/𝑑𝑓 peak magnitude does not decrease 

with increasing forward bias at 7.7 K unlike that of 294 K (figures 3.7(a) and 3.7(b)).  

III. Spectral signatures of excitons and excitonic Mott transition 

 Optically measured spectral shape and peak energy bear interesting insights of carrier 

dynamics. In figure 3.9(a), the semi-logarithmic spectral plot shows that the higher energy tails 

of asymmetric EL spectra look like straight lines. As the bias increases, these exponentially 
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looking shape of EL spectra become more prominent. Besides, the EL spectral peak energy 

also redshift with the bias. On the other hand, at 7.9 K, we observe exciton like sharp resonant, 

symmetric spectra [figure 3.9(b)]. Although EL emission starts around 1.5 V [figure 3.5] but 

peak energies and line widths (FWHM) of EL given in figure 3.9(c) are estimated only from 

experimentally measurable well-shaped spectra of figure 3.9(a) for bias values ≥1.75 V. 

However, more and more exponentially looking high energy spectral tails indicate the ongoing 

Mott transition process at room temperature following the report by Deveaud et al.78 We also 

find this transition process as gradual94,80 due to slowly increasing fraction of free electrons 

and holes.  In fact, these higher energies EL tails become prominently exponential only after 

0.8 mA, 1.86 V.  Most interestingly, measured electrical signatures of the excitonic bound state 

tend to slowly disappear by ~1.7 V as shown in figure 3.4(b).  

(a)       (b) 

(c)     (d)   

Figure 3.9: Semi-logarithmic plot of EL spectra for different injection current (a) at 294 K 

and (b) at 7.9 K. In figures (c) and (d), we plot the spectral linewidth and peak energy for 

different injection current at temperature 294 K and 7.9 K, respectively. 

 

Therefore, this continuing suppression of electrical signature of excitonic response starting 

after ~1.7 V, is likely connected to optical evidence of gradual excitonic Mott transition at 
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room temperature. In figures 3.9(c) and 3.9(d), we have compared EL peak energies and line 

widths at 294 K to those at 7.9 K. Significant redshift in peak energies with current injection 

points towards ongoing bandgap renormalization effects at 294 K. Additionally, due to 

enhanced scatterings, spectral line widths also increase significantly at higher temperatures. 

However, we do not see any considerable changes in peak energy and line width at 7.9 K. 

Therefore; it implies an apparent lack of evidence of excitonic ionizations even under the 

similar range of high injection levels at such a low temperature, which is also evident in figures 

3.7(b) and 3.8. Observed minor blue shifts at 7.9 K are significantly smaller than even the 

excitonic binding energy. Besides, we also do not see any saturation of EL spectra in such bias 

ranges at these temperatures to claim any notable phase-space filling effects. All these spectral 

evidence again support the presence of Mott transition at room temperature.   

Estimated line widths (FWHM~Δ) from the EL spectra at 294 K are used to calculate the 

approximate number of electron-hole pair density (n0) in this quasi-2D sample. The following 

expressions19 under zero Kelvin limit for free-electron system is used to calculate the same.  

                                          𝑛0 = 𝑛𝑒,ℎ =
𝜈𝐶,𝑉(2𝑚𝑒,ℎ

∗ 𝐹𝑒,ℎ)
1.5

3𝜋2ℏ3
                                                  (3.11) 

                                            𝐹𝑒,ℎ = (2Δ) [1 + (
𝜈𝐶,𝑉

𝜈𝑉,𝐶
)
𝑚𝑒,ℎ
∗

𝑚ℎ,𝑒
∗ ]

−1

                                             (3.12) 

where ne,h is the electron or hole density, 𝜈𝐶,𝑉 is the number of equivalent minima or maxima 

of the conduction or valence band, respectively, with 𝜈𝐶,𝑉~ 1 for the Γ point in strained GaInP 

band structure, m*e,h is the effective mass  of electron and hole such that m*e = 0.088m0 and 

m*hh = 0.7m0 respectively, m0 is the free electron mass and 𝐹𝑒,ℎ is the quasi-Fermi energy level 

position of electron or hole measured with respect to mid-gap such that 2𝛥 =  𝐹𝑒  +  𝐹ℎ is full 

width at the base of each EL spectrum. When we increase bias current from 120 𝜇A to 5mA, 

corresponding values of Δ vary from ~50.2 meV to ~68.1 meV as seen in figure 3.9(c).  As a 

result, calculated electron-hole pair density changes from ~3.2 × 1018 𝑐𝑚3⁄  to 

~5 × 1018 𝑐𝑚3⁄  . Therefore, even these zero Kelvin estimates of number density calculated 

from EL spectroscopy are certainly more than the anticipated Mott transition density of 

 𝑛𝑀𝑜𝑡𝑡 = 3.5 × 1017 𝑐𝑚3⁄  derived from electrical 𝑓𝑑𝐶/𝑑𝑓 measurements. This indicates 

gradual excitonic Mott transition in these quasi-2D GaInP/AlGaInP MQWs at 294 K over such 

bias ranges. 
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 We must reiterate that vanishing of 𝑓𝑑𝐶/𝑑𝑓 signature mentioned above [figures 3.4(b) 

and 3.7(a)] also happens in the similar range of forward biases where we also see standard 

optical spectroscopic signature [figure 3.9(a)] of the excitonic Mott transition. This 

concurrence of both optical and electrical effects helped us to identify these corresponding 

changes in 𝑓𝑑𝐶/𝑑𝑓 as those originating from the effect of formation of a steady-state 

population of excitons and their subsequent disappearance through Mott transition. 

Capacitance or 𝑓𝑑𝐶/𝑑𝑓 is a measure of the dielectric response of the active junction and it is 

not surprising that this response can change when neutral excitons dissociate into conducting 

electron-hole plasma through a Mott transition. Moreover, electronic defects are expected to 

freeze at such low temperatures of ~7-8 K. These eventually stop taking part in carrier trapping 

and emission processes. Defect levels also saturate under such high forward biasing. We, 

however, we still see ‘negative activation energy’ like signatures of 𝑓𝑑𝐶/𝑑𝑓 even at such low 

temperatures [figure 3.7(b)]. 

 

3.6.4 Prominent electrical signature of excitons in InGaAs/GaAs QDs laser 

diode 

So far, we have dealt with 2-dimensional MQW heterostructures made of 

AlGaInP/GaInP. Now, we want to reproduce the similar physics in another semiconductor 

heterostructure to extend the applicability of this frequency-dependent differential capacitance 

approach towards the exploration of excitonic physics. Here, we probe a zero-dimensional QDs 

laser structure made of InGaAs/GaAs. Due to having a stronger overlap of electron-hole wave 

functions, excitonic presence is expected to dominate in these QDs heterostructure. We also 

find convincing support of all our previous analyses on the electrical signature of excitons in 

these QD laser diodes. In figure 3.10(a), we observe a similar trend of large 𝑓𝑑𝐶/𝑑𝑓 peaks 

where 𝑓𝑀𝑎𝑥 moves towards the higher frequency side as the injection current increases. Now, 

plotting the ln(𝑓𝑀𝑎𝑥) vs. 𝑉𝑑𝑐, we find the slope of the straight line is positive around 294 K. 

Positive slopes in ln(𝑓𝑀𝑎𝑥) vs. 𝑉𝑑𝑐 like Arrhenius plots corresponds to ‘negative activation 

energy’ which again should be related to the presence of excitons. 
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(a) (b) 

Figure 3.10: (a) and (b) Differential capacitance response is plotted for different injection 

current for InGaAs/GaAs QDs laser diode at 294 K and 7.7 K, respectively. Scaling of both 

X and Y axis are kept the same for better comparison. Here, black arrows show the shift of 

peak frequency maxima towards higher frequency regime with applied current. This trend 

again confirms the presence of negative activation energy or excitonic states. 

 

Moreover, we observe similar trend in 𝑓𝑑𝐶/𝑑𝑓 vs. current at 7.7 K and in figures 3.10(a) 

and 3.10(b), we compare both the low temperature and room temperature results. These 

𝑓𝑑𝐶/𝑑𝑓 peaks shift towards larger frequencies at both the temperatures. Interestingly, we only 

see a positive slope in ln(𝑓𝑀𝑎𝑥) vs. 𝑉𝑑𝑐 plots for this QD laser diode under any applied forward 

bias at both the temperatures. This is understandable as QDs are supposed to be strongly 

excitonic in nature and even a very small bias can create stable excitonic population displaying 

‘negative activation energy’ like behaviour. Importantly, the excitonic binding energy 

estimated from similar plots of ln(𝑓𝑀𝑎𝑥) vs. 𝑉𝑑𝑐 for different temperatures with positive slopes, 

is found to be 6.4±0.7 meV, shown in figure 3.11. This agrees well with the reported values95,96 

for these kinds of QDs structure made of III-V materials. Besides, we find that the relative peak 

heights of 𝑓𝑑𝐶/𝑑𝑓 reduce much more substantially with lowering of temperature as compared 

to similar plots of weakly confined quasi-2D GaInP/AlGaInP MQW laser sample given in 

figures 3.7(a) and 3.7(b).  As a result, this much larger variation of 𝑓𝑑𝐶/𝑑𝑓 peak heights can 

be explained in terms of expectedly higher radiative recombination in QD laser at 7.7 K. Such 

strong radiative recombination can significantly reduce an available number of excitonic 

populations that can contribute to steady-state dielectric measurements. In addition, the height 

of the 𝑓𝑑𝐶/𝑑𝑓 peaks continuously increases with increasing bias currents (unlike MQW 

sample) indicating that the dipolar excitonic population measured by our differential capacitive 

method is also increasing with increasing injections. 
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Figure 3.11: Temperature-dependent positive slopes of ln(𝑓𝑀𝑎𝑥) vs  𝑉𝑑𝑐 graphs are plotted 

and fitted with a linear equation. From the linear fitting parameters, the average excitonic 

binding energy has been estimated which  is ~ 6.4 meV. 

 

This signifies absence of any Mott transition in these QD lasers as seen in the MQW lasers. It 

is anticipated because the influence of Coulomb screening is substantially reduced in lower 

dimensional systems. Besides, we also note that the frequency span of bias activated 𝑓𝑑𝐶/𝑑𝑓 

peaks in InGaAs/GaAs QD laser is comparatively temperature independent as compared to that 

of GaInP/AlGaInP MQW laser.  

Lastly, we perceive that all these results once again affirm our claim on electrical 

evidence of steady-state excitonic populations at higher injections in quantum confined laser 

structures using dielectric impedance measurements. As mentioned above, the formation of 

more excitons with increasing bias, not only shifts the 𝑓𝑑𝐶/𝑑𝑓 peak towards higher 

frequencies but also enhances its magnitude in this QD sample. This is not expected from any 

ordinary defect mediated carrier trapping and emission processes as observed in figure 3.4(c). 

The 𝑓𝑑𝐶/𝑑𝑓 amplitudes also decrease significantly at low temperatures where enhanced 

radiative recombination irreversibly remove a large number of excitons from the active 

junction.  

 

3.7   Conclusions 

To summarize, we have developed a novel electrical technique to probe the physics of 

excitons in GaInP/AlGaInP MQW and MBE grown InGaAs/GaAs QD laser diodes. The 

applied voltage-dependent differential capacitance (𝑓𝑑𝐶/𝑑𝑓) measurements with frequency 

bear the signature of excitons in these quantum confined structures. Presence of excitonic

0 60 120 180 240 300
0.8

1.6

2.4

3.2

4.0

4.8

 

 

 

 

Temperature (K)
m

(T
) 

(V
-1

)

 Experimental

 Fit

Slope (n) = 0.013

Intercept (D) = 0.936 

<ETS>= 6.4 ± 0.7 meV



Chapter 3. Conclusions  59 

 

dipoles at the junctions of these light-emitting diodes, certainly modify the junction capacitance 

depending upon applied modulation frequency. We conceived a phenomenological rate 

equation considering the effects of applied bias on the dynamics of various rate-limited 

processes. Formation of stable excitonic population inverts the usual negative Arrhenius slope 

to positive one which eventually appears as ‘negative activation energy’. This ‘negative 

activation energy’ relates to the presence of transitional bound states, excitons. Calculated 

average energy of this bound transitional state matches well with the binding energy of the 

weakly confined excitons in both the laser diodes. We emphasize that such occurrence of 

‘negative activation energy’ was not observed in ordinary Silicon diodes which do not show 

electroluminescence and perhaps are non-excitonic in nature.  

 Further increase in charge injection suppresses the differential capacitive response, 

which shows a gradual Mott transition of exciton states into electron-hole plasma in 

GaInP/AlGaInP MQW. This all-electrical, steady-state description of excitonic presence and 

its subsequent suppression is fully supported by standard optical spectroscopic signatures of 

excitonic Mott transition. It may lead to innovative applications based on efficient electrical 

control of excitonic devices. Work is going on to use such a generic approach to fully 

understand specific analytical details of dipolar contributions of excitons through dielectric 

measurements.  

 Moreover, one may apply a similar analysis to investigate the presence of condensed 

excitonic phases at low temperatures and to other rate-limited transitions involving any bound 

states/quasiparticles in various materials/device structures intended for advanced functionality 

including ‘excitonics’. Specifically, there is increasing consensus about the role of dark 

excitons, in connection with still elusive excitonic BEC. It has been repeatedly advised that 

standard optical tools, which indirectly study such condensations by looking only at photons 

coming out once excitonic quasi-particles decay, might actually overlook the BEC altogether. 

At this point, we speculate that our dielectric experiments dealing with frequency-dependent 

dynamic signatures of dipolar excitons will be able to throw more light in that direction as these 

tools will also be sensitive to the presence of the dark excitons. 
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Chapter 4 

Physics of Indirect excitons and excitonic complexes using 

photocapacitance spectroscopy in GaAs/AlAs/GaAs 

heterostructure 

 

4.1 Introduction 

  Semiconductor heterostructures are attractive due to their in-built potentiality to control 

and manipulate both electrical and optical properties of carriers, including excitons. Moreover, 

these heterostructures also have shown better efficiency for optoelectronic applications in 

comparison to their bulk counterparts. Now, we know that presence of excitons in these 

semiconductor quantum heterostructures are observable even at higher temperatures due to 

strong quantum confinement of electrons and holes within such structures. Moreover, it is 

possible to detect excitons at room temperature using any steady-state method when the 

generation rate is higher than the recombination rate inside a quantum structure91,92. In this 

chapter, we will mostly address a particular type of indirect excitons, excitonic complexes like 

trions and Fermi-edge singularities within a single barrier GaAs/AlAs/GaAs heterostructure. 

Applied bias dependent photocapacitance and photocurrent spectroscopy have been established 

by us as efficient and sensitive experimental tools to detect these indirect excitonic complexes 

in single barrier p-i-n devices. We also qualitatively argue at the end, why these electro-optical 

methods bear more clear-cut experimental proofs of indirect excitons in comparison to PL.  

Initially, we will look into the details of energy band diagram of GaAs and AlAs, their 

energy bandgaps, basic parameters, etc. Later on, we will discuss, how the energy band 

alignment, band bending and formation of triangular confined regions will happen at the 

interface of these two interesting materials when they are brought closer to make 

semiconductor heterostructure devices. First of all, both GaAs and AlAs have an almost similar 

value of lattice parameters which effectively help to grow good quality, smooth heterointerface 

between these two materials. Besides, GaAs and AlAs have direct and indirect bandgaps, 

respectively. In addition, the effective bandgaps of these two materials are such that they form 

a type I band alignment (see figure 1.5(a) in Chapter 1).                                                                                                                                                                                             



Chapter 4. Introduction  61 

 

 

  

Figure 4.1: (a) and (b) Energy-momentum (E-k) diagram of bulk GaAs and AlAs, 

respectively. In the schematic representations, effective energy bandgap, different valleys 

and the valence band splitting are shown for both the materials. These images are taken 

from the Ioffe online site97. 

Table 4.1: Basic parameters of GaAs and AlAs are tabulated for experimental analysis. 

Parameters GaAs AlAs 

Structure Zinc Blende Zinc Blende 

Lattice Constant (Å)  5.653 5.660 

Energy Bandgap (300 K) 

(𝚪 𝒗 𝒍𝒍𝒆𝒚  𝒏𝒅   𝒗 𝒍𝒍𝒆𝒚) 

1.424 (𝐸𝑔
Γ)  

1.90 (𝐸𝑔
𝑋)97 

2.16 (𝐸𝑔
X) 

2.95 (𝐸𝑔
Γ)98  

Energy Bandgap (0 K) 
1.519 (𝐸𝑔

Γ)  

1.981 (𝐸𝑔
X) 

2.24 (𝐸𝑔
X) 

3.099 (𝐸𝑔
Γ) 99 

Bandgap type  Direct  Indirect 

High-frequency or optical 

Dielectric Constant (𝝐∞)  
10.89 8.16 

Static Dielectric Constant (𝝐𝒔) 13.18 10.0698 

Refractive Index (n) 3.5227 2.99  

Effective mass of electron (𝒎𝒆
∗) 

0.067 m0 (𝑚𝑒
Γ) 

1.3 m0 (𝑚𝑒
X) 

0.15 m0 (𝑚𝑒
Γ) 

(0.4-0.8) m0 (𝑚𝑒
X)99 

Effective mass of hole (𝒎𝒉
∗ ) 0.51 m0 0.5 m0 

Electron mobility (cm2V-1s-1)  8500  200 

Optical Phonon energy (meV) 45 35 

(b)                          

 

 

 

 

                                                    (a) 
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Also, the effective band offsets of conduction and valence band play a significant role to have 

quantum confinement region. Now, when a semiconductor p-i-n junction diode is made of with 

GaAs and AlAs, then an interesting band bending occurs in the intrinsic region. Here, we are 

mostly interested to a particular single barrier heterostructure made of GaAs/AlAs/GaAs. In 

figure 4.2(a), we have shown a schematic of the energy band diagram of GaAs/AlAs/GaAs p-

i-n under zero or reverse bias condition.  Highly doped thick p-type and n-type GaAs materials 

are used as the top and bottom metallic contacts of the device. A few nanometers (nm) thick 

GaAs/AlAs/GaAs heteroepitaxial layers are grown in the intrinsic region of the device. 

Complete details of the layers will be discussed later in the experimental section. Important to 

note here that the p-type and n-type GaAs are made by doping the intrinsic GaAs materials 

with Be and Si, respectively.  

(a)                                 (b)                                 (c) 

Figure 4.2: (a) A schematic energy band diagram of p-i-n single barrier GaAs/AlAs/GaAs 

heterostructure under zero bias or reverse bias. We observe that due to the presence of built-

in electric field across the intrinsic region there is band bending which forms triangular 

quantum wells both side of the AlAs barrier. (b) This is a band diagram for the flat-band 

condition when the external forward applied voltage matches with the built-in internal 

voltage. Thus, there is effectively no electric field across the junction. (c) Complete opposite 

and unconventional band bending happens when the applied forward bias become quite high. 

Due to the presence of a high potential barrier of AlAs, the accumulated carriers (electrons 

and holes) cannot tunnel very efficiently. Thus, these accumulated charge carriers generate 

an electric field which is opposite to the built-in electric field (due to immobile ions) as 

indicated by the arrows. When the electric field due to the accumulated carriers become 

higher than the built-in field then the band bending follows the trend as shown in (c).  

 

 In addition, we observe that due to band bending across the AlAs layer, there is formation 

of triangular quantum wells (TQWs) both for electrons and holes in their respective regions. 
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Also, the overall band bending trend of this p-i-n heterojunction is similar to a normal p-n 

homojunction diode. Now, as the applied forward bias is increased and when the applied 

voltage reaches to flat-band condition, then accordingly the bands are aligned and become 

almost flat as shown in a schematic representation in figure 4.2(b). However, it is well known 

that an unconventional100-102 band bending follows as the applied forward bias is increased 

more than the flat-band voltage as shown in figure 4.2(c). Here, it is noticeable that this band 

bending is entirely different from the standard one in figure 4.2(a). To understand the 

underlying physics behind this kind of behaviour, we comprehend that there should be an 

associated electric field across the heterojunction which is exactly opposite in direction and 

higher in magnitude than the depletion field due to immobile charges. Accordingly, in this kind 

of heterostructure, the presence of strong potential energy barrier of AlAs does not allow charge 

carriers to pass through it except small tunnelling possibility. Thus, in this process, there will 

be an accumulation of electrons and holes in the n and p side, respectively. Now, this 

accumulated positive and negative charge carriers separated by a small distance produce an 

electric field which is opposite to the direction of depletion field as shown by the arrows in 

figure 4.2(c). When the strength of this field due to accumulated charge carriers becomes higher 

than the depletion field then the former one dominates the energy band structure. As a result, 

the band bending looks similar to figure 4.2(c)100-102. In our experimental studies, we will 

discuss these physics in more details and show how the charge transport properties get affected 

due to this kind of band bending profiles. We would also like to mention here that although the 

transport properties of these single barrier structure use the concept of tunnelling, however, we 

rather discuss the details of tunnel diode in the next chapter 5 due to better relevance of the 

context. 

Here, we find this kind of single barrier heterostructure as very exciting system to probe 

the physics of indirect excitons. Formation of TQWs on both side of the AlAs barrier allows 

electrons and holes to accumulate and confine within wells. Now, proximity of electrons and 

holes in these wells let them to bind via Coulomb attractions to form indirect excitons. Presence 

of an extra layer of AlAs in between electrons and holes (in GaAs), make them spatially indirect 

in nature. Thus, these indirect excitons hardly respond to optical emission process (except 

through tunnelling). Also, being charge-neutral dipoles, excitons cannot conduct direct current 

unless they are dissociated into electrons and holes by an electric field. Nevertheless, excitons 

with non-zero dipole moments are expected to respond in capacitance measurements. Previous 

studies103,30 have shown that both photocurrent and capacitance-voltage (C-V) spectroscopy 
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techniques can be used to detect excitonic features. Labud et. al28 and Pal et. al29  investigated 

many-body interactions of different excitonic species as well as signatures of indirect excitons 

in quantum dot samples using standard C-V measurements in the presence of light. In the 

previous Chapter 3, we also have described a thermodynamic model of dielectric signatures of 

excitonic presence in quantum well laser diodes at room temperature using capacitance-based 

measurements. Here, we report on observations of resonant peak signatures of photo-generated, 

2D quantum-confined indirect excitons in single barrier GaAs/AlAs/GaAs quantum 

heterostructure using photocapacitance spectroscopy under different DC-biases and AC 

modulation frequencies. We discuss why 2D quantum-confined indirect excitons can have 

thermodynamically finite probabilities to survive even at room temperature. We also describe 

how these excitonic dipoles are detected using photocapacitance spectroscopy, which has never 

been used for the detection of indirect excitons. Earlier people had usually created and probed 

indirect excitons by using external electric fields104  to pull apart direct excitons which are 

formed inside coupled quantum wells. Such procedures often broaden the excitonic spectra and 

thereby compromise the nature of these excitons. In contrast, in this study, applied electric 

fields are mainly utilized to push electrons and holes towards each other to form spatially 

separated, indirect excitons across the -AlAs potential barrier. This procedure results in an 

uncharacteristic sharpening of photocapacitance spectral features of indirect excitons with 

increasing bias. Before proceeding further to explain experimental results, in the next few 

sections, we will discuss some basic concept of physics terminology which we will use 

thoroughly later in this chapter.  

 

4.2 Excitonic dipole moments and electric field 

We first note that any pair of positively charged hole and negatively charged electron 

separated by a distance ‘d’ forms a dipolar entity. Therefore, excitons also possess dipolar 

properties and, thus have dipole moments. Now, in this section, we will comprehend how these 

dipolar excitons are affected when the applied electric field is varied. Let us initially consider, 

there is a permanent dipole, having a dipole moment ‘𝑝⃗’, is placed in an electric field 𝐹⃗ with 

an initial angle in between them as 𝜃, shown in figure 4.3. In this configuration, the torque 𝜏 =

𝑝⃗ × 𝐹⃗ will be generated which will act on the dipoles and tend to align the dipoles along the 

direction of the field. The potential energy of the dipole 𝑈 = −𝑝⃗. 𝐹⃗ will be minimum when the 
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dipoles are oriented in the field direction and this is the stable, minimum energy configuration 

for the system. 

 

Figure 4.3: A simplified picture describing the interaction of a dipolar system with the 

electric field (F).  

 

Also, in presence of an external electric field, charge distributions inside the material also 

contribute to dipole moment which is called induce dipole moment (𝑝𝑖𝑛𝑑). This depends on the 

polarizability (𝛼) of the material. Polarizability of a material is defined as the induced dipole 

moment per unit electric field or 𝛼 =
𝑝𝑖𝑛𝑑

𝐹
. So, the total dipole moment for a system is the 

combination of both permanent and induced dipole moments i.e. 𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝 + 𝑝𝑖𝑛𝑑. One can 

derive the effective contribution of these dipole moments to the potential energy of the system 

following the basic calculation. The total potential energy (𝑈) can be estimated as 

𝑈 = ∫𝑑𝑈 = −∫𝑝𝑡𝑜𝑡𝑎𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ . 𝑑𝐹⃗                                         (4.1a)                                                

= −∫(𝑝⃗ + 𝑝⃗𝑖𝑛𝑑). 𝑑𝐹⃗ ⇒ −∫(𝑝⃗ + 𝛼𝐹⃗). 𝑑𝐹⃗    (4.1b) 

𝑈 = 𝑈0 − 𝑝⃗. 𝐹⃗ −
1

2
𝛼𝐹2                                             (4.1c) 

where, 𝑑𝑈 and 𝑑𝐹 are the elemental change in potential energy and electric field, 

respectively. 𝑈0 is the potential energy at zero electric field. Now, we would like to introduce 

the concept of Stark effect in semiconductor system and how it correlates with the above energy 

expression. In presence of external electric field, energy levels of a system get shifted, which 

is known as Stark effect. Usually, in a semiconductor system, application of an external electric 

field changes the absorption and emission spectrum significantly. There are essentially two 

types of electric field-induced changes in spectral features, one is called the Franz-Keldysh (F-

K) effect and the other one is quantum-confined Stark effect (QCSE) 11,23,105. The F-K effect 
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mainly happens in bulk semiconductor system and the presence of electric field modifies the 

band-edge transition such a way that the resulted spectral peak energy usually shifts towards 

lower energy with increasing electric fields. Whereas, QCSE mostly appears in quantum 

confined low-dimensional structures. Here, applied electric field pushes electrons and holes of 

excitonic bound states in opposite direction inside quantum wells but due to the presence of 

high potential barriers and deep confinement, they are not fully torn apart23. So, the electrostatic 

Coulomb attraction still exists and the exciton still survives. However, the excitonic spectral 

signatures usually become broaden due to the applied field23. Also, the ground state energy 

levels of electrons and holes of the quantum structures are modified with the field. This 

effectively changes the spectral peak energy of the absorption or emission spectra. Now, these 

excitonic peak energy shifts in the spectral data with applied electric field can be explained on 

the basis of how the dipoles of excitons interact with electric field. There are numerous 

published articles106-108 where researchers have corroborated the field-dependent spectral 

energy shift with dipolar energy equation 4.1c as evidence of QCSE. One can also estimate the 

value of dipole moment and polarizability of a system by fitting experimental data with this 

quadratic field-dependent equation 4.1c. In our experimental results, we will discuss the details 

of these estimations and the corresponding values of dipole moments and polarizability for 

indirect excitons and excitonic complexes. 

 

4.3 Excitonic complexes 

  As one of the simplest of quasi-particles, exciton requires minimum two oppositely 

charged particles; electron and hole to form. This number of electron and hole can be more 

than one, and in that case, more than two particles can form exciton like bound states which 

are called excitonic complexes. There are two distinct, well-explored states of excitonic 

complexes: one is known as charged excitons or trion states and another one is called 

biexcitons19. Trions are made of three particles: either two electrons and one hole or two holes 

and one electron. Depending upon the abundance of hole or electron, one is called positively 

charged trion when there is an extra hole and another one is termed as negatively charged trion 

when there is an extra electron with the exciton. This is simply can be understood as a neutral 

exciton with an extra charge; electron or hole, and hence, it is termed as charged exciton state. 

They are usually denoted as 𝑋+ and 𝑋− for positive trions and negative trions, respectively. 

Similarly, when two excitons bind together to form a bound state then it is called exciton 

molecule or biexciton (XX). These trion or biexciton states have very common similarity with
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a hydrogen ion (𝐻2
+ and 𝐻−) or hydrogen molecule (𝐻2), respectively109 when hydrogen atom 

(𝐻) is compared with neutral exciton. Now, the binding energy of these excitonic complexes 

is quite small as compared to the excitons. As a result, these delicate excitonic complexes are 

mostly a low-temperature phenomenon for the majority of III-V semiconductor materials. 

However, binding energy can be enhanced a lot when these complexes are generated inside 

low-dimensional quantum heterostructure devices. Moreover, recently accessible 

semiconductor materials like layered transition metal di-chalcogenides (TMDC), black 

phosphorene110, etc. are shown to be good semiconductor system to probe the physics of these 

excitonic complexes. Due to less dielectric screening in these materials, the binding energy of 

excitons and its complexes is much higher, which certainly help to probe the experimental 

signatures of these states even at room temperature111-113. For monolayer MoS2 and WSe2, the 

trion binding energy is reported ~20 meV and ~30 meV, respectively111,114. 

 

Figure 4.4: This is a plot of PL intensity versus energy at a fixed photoexcitation intensity. 

Spectral evolution from positive trion to negative trion is demonstrated for different applied 

biases in n-i-n GaAs/AlAs double-barrier diode. (Taken from reference 109).  

 

Depending upon materials, sample structures, and external perturbations, one can 

identify such positive and negative trions. Like, in monolayer MoS2, the possibility of negative 

trion formation is more as MoS2 is inherently n-type in nature111. Whereas, tunnel diodes like 

GaAs/AlAs single, double-barrier structures may contain both positive and negative trions 

depending upon the polarity of bias, device types, and other factors. We would like to mention 

here that the estimated binding energy of both 𝑋+ and 𝑋− have similar values109. Although, 
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there are substantial divergences in arguments among experimentalists and theorists on this 

issue. However, there is a claim that due to higher hole effective mass, binding energy of 

𝑋+should be higher in comparison to 𝑋−. 109 Generally, excitons and trions coexist within 

semiconductors which resulted in observation of two distinct spectral peaks. Now, the binding 

energy of trions can be simply the energy difference between two spectral peak energies as 

shown in figure 4.4. However, dissociation of a trion produces a neutral exciton and an extra 

charge. This extra charge contributes to the adjustment of the Fermi level. Accordingly, we 

write the expression for trion binding energy (𝐸𝑋±
𝑏 )111,115, 

𝐸𝑋0 − 𝐸𝑋± = 𝐸𝑋±
𝑏 + 𝐸𝐹     (4.2) 

where, 𝐸𝑋0 is the peak energy of neutral exciton, 𝐸𝑋± is the peak energy for 

negative/positive trion and 𝐸𝐹 is the Fermi energy due to excess electron/hole. Above equation 

4.2 can be used to estimate the binding energy of trion. One can plot the energy difference 

between trion and exciton peak with the Fermi energy and the intercept of the fitted straight 

line results in trion binding energy. We will discuss one example of this estimation of trion 

binding energy in our experimental results.  

Similarly, there are numerous reports on biexcitons in different materials systems116,117. 

Identifying the signature of biexcitons and distinguishing them from excitonic ensemble have 

been done on the basis of power-law behaviour. As biexcitons are made of two excitons, it is 

expected that the emission strength due to the biexcitons recombination will be always much 

higher in comparison to excitonic recombination. In a log-log plot, biexciton emission intensity 

(𝐼𝑋𝑋) versus exciton intensity (𝐼𝑋) shows a power-law behaviour 𝐼𝑋𝑋 ∝ 𝐼𝑋
𝛼, where, 𝛼 is the 

power-law exponent. Theoretically anticipated value of 𝛼 should be 2, which says each 

biexciton is a product of two excitons. Whereas, experimentally estimated values of 𝛼 vary 

from 1.2 to 1.9 depending on systems116. We also want to mention here that these excitonic 

complexes involve many-body physics which necessitate considering different interaction 

terms like correlation term, exchange term etc. using Hartree-Fock (HF) theory118,119. We will 

not go into the detailed theoretical analysis of these many-body physics in this context. 

Moreover, all these excitonic complexes occur in a moderate level of carrier density regimes 

where the interaction strength is sufficient enough to bind these states together. On the other 

hand, when the density of carriers become much higher then we observe another aspect of 

excitonic physics which will be discussed in the next section as Fermi-edge singularity. 
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4.4 Fermi-edge singularity  

Spectral characteristics of absorption and emission process of any semiconductor 

materials highly depend upon the excitation power, carrier density, sample temperature, etc. 

Depending upon observed variation of spectral peak, line shape, peak energy shifts with 

changing parameters, the underlying many-body carrier dynamics can be predicted in a 

semiconductor. Fermi-edge singularity (FES) is a manifestation of a unique excitonic spectral 

signature in semiconductor structures. This usually happens when a Fermi sea of electrons or 

holes (2DEG or 2DHG) is strongly Coulomb attracted to a trapped hole in the valence band or 

an electron in the conduction band or to each other respectively. Thus, this has a similarity to 

excitons in displaying resonant peak like spectral signatures. This phenomenon is known as the 

Fermi-edge singularity. The concept of FES was first introduced by Mahan120,121 in 1967 while 

studying the X-ray absorption spectra of metal and interband absorption spectra of 

semiconductors. Absorption and emission spectra show an abrupt change in a spectral line 

shape, intensity and peak energy after some threshold carrier density. In a semiconductor 

quantum heterostructure, in the lower density regime, formation of excitonic bound state 

happens which show sharp, symmetric spectral peaks. In the moderate density regime, co-

existence of both the excitons and low energy trion states were observed in absorption or 

emission spectra122. However, when the density of electrons or holes exceeds some threshold 

value then the Fermi levels move towards higher energies. Consequently, the optical transition 

takes place directly at the Fermi levels. Hence, spectral peak signature of FES mostly happens 

in the higher energy side of the spectrum. Moreover, the spectral shape of FES becomes 

asymmetric due to strong scattering effect at high carrier density. Now, the obvious question 

arises regarding the relevance of the term ‘singularity’ in this scenario. At the threshold carrier 

density, the absorption strength (𝐴(𝜔)) follows a power-law behaviour which is governed by 

the following expression122. 

𝐴(𝜔) ∝  
1

(𝜔−𝜔0)𝛼
           (4.3) 

where 𝜔 is the angular frequency of the light, 𝜔0 is the resonant transition frequency of 

the semiconductor and the 𝛼 is the power-law exponent. 𝛼 has been understood as a measure 

of phase shift and screening during strong scattering in this high-density regime. It is now very 

evident from the equation 4.3 that absorption strength becomes quite high as the incident 

frequency of light resonantly matches with the transition frequency of the semiconductor. As 

a result, effective absorption efficiency increases sharply after the onset of FES.                                                                                                                                                  
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This sudden enhancement of transition probability in the emission or absorption spectra 

provoked researchers to relate the phenomenon with singularity. One can also correlate this 

FES nature with well-known concept of Van Hove singularity in condensed matter physics 

where the density of states (DOS) shows kinks (sharp increase) for different energy values123. 

Hence, the DOS is not differentiable at those kink points, i.e., derivative of DOS with respect 

to energy diverges at kink, which implies the singular region. The physics of FES also found 

to be analogous with the well-established, many-body Kondo effect problem in condensed 

matter system as reported by researchers124,125.   

 

4.5 Sample details and experimental techniques 

All experimental measurements were done on an 8 nm thick single barrier 

GaAs/AlAs/GaAs p-i-n diode structure. The sample was grown by molecular beam epitaxy on 

a semi-insulating GaAs (311)A substrate. A 1.5 µm thick, highly doped p-GaAs (4×1018 cm-3) 

buffer layer was grown first. This layer also served as the p-type bottom electrical contact for 

the device. Subsequently, a 100 nm thick p-GaAs (1×1017 cm-3), an 8 nm undoped AlAs 

quantum barrier, two 100 nm undoped GaAs spacer layers on both sides of the AlAs barrier, 

and a 100 nm n-GaAs (2×1016 cm-3) were grown epitaxially. Finally, a 0.5 µm highly doped n-

GaAs (4×1018 cm-3) capping layer was grown to complete the structure. This layer act as the n-

type ohmic contact for the device. Circular gold mesas with a ring diameter of 400 µm and area 

~510-4 cm2 as top metal contacts were made to facilitate optical access from above. 

 

(a) (b) 

Figure 4.5: (a) A schematic of the p-i-n single barrier heterostructure. The device is operated 

under optical excitation and applied external biases. (b) A sketch of the experimental set-up 

used to measure the opto-electrical parameters. 
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A schematic structure of the sample in figure 4.5(a) having the layer’s arrangements will help 

the readers to get an idea of the device configuration.    

Agilent’s E4980A LCR meter with 30 mV of rms voltage at a frequency (f) was used to 

measure capacitance (C) and conductance (G) of the device. A simple equivalent circuit 

consisting of capacitance and conductance in parallel was used to extract photocapacitance 

using the LCR meter such that |C| is always greater than |0.1G/| where =2f. DC-current 

were measured using both LCR meter in the DC mode and a Keithley 2611 source meter. To 

measure the photo-induced changes in electrical components, we excite the sample with light 

of an appropriate wavelength. Photocapacitance (𝐶𝑝ℎ𝑜𝑡𝑜 = 𝑑𝑄/𝑑𝑉) is measured under applied 

bias while our sample is illuminated from the top n-GaAs side. A 1000 Watts quartz-tungsten-

halogen lamp and Acton Research’s SP2555 monochromator having 0.5 m focal lengths were 

used as a light source. Spectral response of lamp plus monochromator changes slowly and 

monotonically within the wavelength ranges used in our measurements.  

PL spectra are measured using a 35-mW He-Ne gas laser and CCS200 compact 

spectrometer from Thorlabs with a spectral accuracy <2 nm at 633 nm. For temperature 

variation, we use a closed-cycle helium gas CS-204S-DMX-20 cryostat from Advance 

Research Systems along with a Lakeshore (Model-340) temperature controller. In figure 4.5(b), 

a schematic of the measurement set-up is drawn.  

 

4.6 Part A: Dipolar signature of indirect excitons using photocapacitance 

technique at room temperature 

4.6.1 Results and observation 

The primary characterization of a semiconductor device is accomplished by measuring 

the current (I) versus voltage (V) and capacitance (C) versus voltage plots. Accordingly, in 

figures 4.6(a) and 4.6(b), we plot DC current and capacitance (at a frequency of 5 kHz) against 

applied bias under dark and in the presence of light. The selective photoexcitation of 8703 

nm wavelength is performed on the top n-type side of the heterostructure. This specific 

wavelength of 870 nm matches with the energy bandgap of bulk GaAs at room temperature. 

So, we used this excitation wavelength to photo excite the electrons and holes just above the 

band edge of GaAs. We clearly visualize significant photo induced enhancement in both DC-

current and capacitance values under finite applied biases.
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However, we refrain from any quantitative estimates of carrier density of a particular 

charge from capacitance versus bias characteristics, which are strictly valid only under 

depletion approximation for a one-sided junction. 

       (a)                                         (b) 

Figure 4.6: (a) and (b) DC current and capacitance (at 5 kHz) are measured with respect to 

applied bias under the presence of both light and dark condition at room temperature, 

respectively. 

 

Such estimates are even more complicated as there is no uniform equipotential surface under 

photoexcitation with a ring-shaped top contact and also due to the presence of both types of 

carriers across the AlAs barrier. It is likely that a surface Schottky barrier is created between 

the top metal contact and the top GaAs layer. This, however, goes away when sizable photo 

absorption biases that surface barrier in the forward direction. Henceforth, in this work, we will 

only focus on the variation of capacitance and current under non-zero biases and the presence 

of light. It is well known that large DC-currents can destroy quantum effects due to dielectric 

screening and averaging effects. We carefully selected top mesa contacts for which DC-

photocurrents are restricted within nano-Ampere ranges under reasonably small applied biases 

of a few volts. Therefore, such sub-micro Ampere DC-photocurrents are also crucial for 

observing experimental signatures of quantum confined indirect excitons which are only a 

small fraction of the total number of photogenerated electrons and holes.  

Now, we will comprehend how the formation of indirect excitons can be identified if at 

all they are present in the system. In figures 4.7(a) and 4.7(b), we show photocapacitance 

spectra for a fixed frequency (1.0 kHz) under both reverse and forward biases, respectively. 

Initially, photocapacitance peak amplitude gradually increases with increasing bias levels. 

After certain applied bias values, the magnitude of photocapacitance starts decreasing. 

Moreover, in the reverse bias, we observe more distinctly sharp resonant peak features in the 

photocapacitance spectra in comparison to the forward bias. This kind of sharp peak signature 
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in the photocapacitance spectra portray steady-state photo-generated excitonic presence, 

identical to standard absorption spectra in a semiconductor. 

 

(a) (b) 

(c) (d) 

Figure 4.7: (a) and (b) We plot the variation of photocapacitance spectra for different 

reverse and forward biases, respectively. Photocapacitance peak magnitude initially 

increases with the bias and then start falling after certain bias values. (c) and (d) 

Photocurrent spectra for different reverse and forward biases are measured, respectively. 

In comparison to the photocapacitance spectra, photocurrent spectral amplitude always 

increases with the biases and also does sign change with the polarity of the applied bias.   

 

Likewise, figures 4.7(c) and 4.7(d) show the DC-photocurrent spectra at different reverse and 

forward biases, respectively. A peak like excitonic transitions is also visible in these 

photocurrent spectra under reverse bias. Usually, any peak feature in optical absorption spectra 

of a semiconductor indicates resonant excitonic transitions. As such, both photocapacitance 

and photocurrent spectra are dependent on optical absorption spectra. Nevertheless, space 

charge modifications, charge carrier transport, and electronic defects can significantly 

influence the respective magnitudes and shapes of these spectra. Similar pronounced peaks 

may also appear in linear optical absorption spectra due to strong126 light-matter interaction 

inside a resonant optical cavity. However, this single barrier heterostructure and the moderate 
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levels of photon flux (~1015/cm2) used in our measurements for photogeneration certainly do 

not fall into the above category. It is quite evident from figure 4.7(a) that finite, reverse bias 

larger than -0.2 V is required to observe the prominent spectral signature of excitonic 

transitions.  

We roughly estimate the applied electric fields at each bias by dividing the bias 

magnitude with the thickness (~208 nm) of the intrinsic region of the heterostructure. In 

addition, we understand that applied electric field across single barrier heterostructure is not 

only influenced by immobile ionized charges of the GaAs/AlAs/GaAs heterojunction but also 

by accumulated charge carriers across the AlAs barrier. The high density of charge carrier 

accumulations across the AlAs barrier was earlier argued127,128 to be the main cause for the 

inverted band structure under high forward bias as also clearly demonstrated in figure 4.2(c).   

In section 4.2, we have discussed how a strong electric field can dissociate direct 

excitons129,130 and broadens excitonic transitions in semiconductor quantum wells. However, 

we notice an opposite scenario in our photocapacitance spectra in reverse bias. In figure 4.7(a), 

we observe that photocapacitance signature of excitonic resonances become sharper as the 

reverse bias is increased from -0.2 to -2.0 V. Excitonic peak heights in photocapacitance 

initially increase with increasing reverse (figure 4.7(a)) and forward (figure 4.7(b)) biases up 

to -1.0 V and +0.4 V, respectively. Beyond these values, the photocapacitance magnitude of 

excitonic peaks reduce and also show a spectral shift towards low energy. As evident from 

figures 4.7(a) and 4.7(b), excitonic peaks are more prominent and sharper under reverse bias 

than forward bias. On the contrary, excitonic peaks of photocurrent spectra (figures 4.7(c) and 

4.7(d)) are much less prominent, change sign under opposite biases and do not redshift with 

increasing biases. All these differences indicate that excitonic populations contributing to 

photocapacitance and photocurrent spectra have somewhat different physical origins. We will 

try to explain the possible causes of these differences in the next section. 

 

4.6.2 Discussion 

I. Schematic energy band diagram and carrier dynamics 

Now, to understand the internal carrier dynamics across the interface of the 

GaAs/AlAs/GaAs heterostructure, we draw the schematic energy band diagrams in figures 

4.8(a) and 4.8(b) for both the reverse and forward biases, respectively. The intrinsic region of 
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this heterostructure is made of direct and indirect bandgap materials GaAs and AlAs, 

respectively. So, there is a possibility of band mixing in these kinds of devices. Accordingly, 

there are reports127,128 of - X valley mixing in GaAs/AlAs/GaAs heterostructure, studied at 

low temperature under high forward bias. However, for AlAs barrier thinner than 3 nm, it is 

reported127 that -band of the AlAs material actively participate in the carrier transport. Due to 

higher -AlAs potential barriers for both conduction and valence bands, direct tunnelling of 

carriers are suppressed in this kind of heterostructure. As the barrier thickness of our device is 

~ 8 nm, we find that considering the -band instead of X-band will be helpful to explain our 

result better. Accordingly, we provide following explanations to establish our proposition 

regarding the -AlAs potential barrier. 

(a) (b) 

Figure 4.8: (a) and (b) Schematic energy band diagrams for an 8 nm single barrier p-i-n 

GaAs/AlAs/GaAs heterostructure are drawn for both reverse and forward bias, respectively. 

 

The electrostatic field across the intrinsic region of p-i-n GaAs/AlAs/GaAs barrier simply 

bend the effective bands and thus, there is a formation of TQWs in both side of the AlAs barrier 

as shown in figures 4.8(a) and 4.8(b). In our case, it is likely that photogenerated electrons and 

holes in GaAs are driven by applied bias to accumulate on both sides of -AlAs potential 

barrier. Due to such charge accumulations, 2D electron-gas (2DEG) and 2D hole-gas (2DHG) 

are formed across the -AlAs barrier in respective triangular quantum wells (TQWs) in two 

spatially separated GaAs layers131. Proximity of these 2DEG and 2DHG allow the formation 

of indirect excitons by Coulomb attractions as shown in figure 4.8.  

However, if we still want to consider indirect excitons within the X band of AlAs127,  

which have a much smaller conduction band offset at -GaAs/X-AlAs/-GaAs heterostructure, 
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then significant inter valley electron injection can also occur under applied bias. Such electrons 

can then recombine with holes of 2DHG. At temperature ~2K, this was shown to have a 

dominant contribution to conductivity and electroluminescence127. Therefore, in this context, 

we want to mention the following points in connection with our room temperature 

measurements. Firstly, any significant -X- inter valley electron tunnelling, if present at room 

temperature, can deplete indirect excitons through radiative recombination and subsequently 

enhance tunnelling conductivity even at smaller biases. Moreover, this -X- electron 

transport through inter-valley tunnelling is highly dependent on applied bias and must show 

excitonic stark effects due to effective quantum confinement of electrons within X-GaAs/X-

AlAs/X-GaAs band configuration. However, we do not observe any redshift of excitonic 

photocurrent spectra with applied bias (figures 4.7(c) and 4.7(d)). We will also see that the 

estimated diameter of indirect excitons is sufficiently large and approaches the thickness of this 

-AlAs barrier under higher biases. However, thermal activation of charge carriers over the 

AlAs barrier may also contribute substantially to photocurrents measured at room temperature. 

Finally, it is also improbable that this  -X- inter-valley tunnelling current can be a significant 

fraction of the overall photocurrent as the majority of photo generations take place in bulk 

GaAs layers. Therefore, we will restrict our subsequent discussions on indirect excitons formed 

only across this -AlAs barrier instead of X-AlAs.  

It is also important to consider that most of these photocurrents originate from excitonic 

photo absorptions in the top n-type GaAs layer (figure 4.7(c)). A sizable fraction of these 

excitons possibly form away from the GaAs/AlAs heterojunction. Furthermore, direct excitons 

in bulk GaAs are known to have a binding energy of ~5 meV. Therefore, most bulk excitons 

generated within a depth of a few microns from the top n-type layer can either thermally 

dissociate or drift apart under the applied electric field into electrons and holes at room 

temperature. These electrons can quickly flow out of the heterojunction under reverse bias. 

However, holes from these remote excitons cannot overcome the high -AlAs barrier and 

hardly contribute to DC-photocurrent under lower biases. Hence, unlike photocapacitance, bias 

driven flow of carriers out of the GaAs/AlAs/GaAs heterojunction contributes to DC-

photocurrent. Nevertheless, in the presence of weaker quantum confinement due to reduced 

band bending, the number of indirect excitons formed under forward bias is smaller than that 

of reverse bias. Thus, sharp excitonic absorptions in both photocapacitance and photocurrent 

spectra under forward bias are barely visible. Moreover, we expect photogenerated holes to 

move away from the heterojunction under forward bias in n-GaAs layer. In addition, these 
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holes with larger effective masses are also minority carriers in the top n-GaAs layer. So, they 

cannot flow out of the heterojunction efficiently like electrons in case of reverse bias. As a 

result, we see comparatively smaller photocurrent signal under forward bias. We, therefore, 

emphasize that measured photocapacitance is likely connected with indirect excitons formed 

within the 2DEG and 2DHG which are on opposite sides of the -AlAs barrier. Whereas, all 

other excitons photo-generated elsewhere inside the heterostructure can contribute to DC-

photocurrent without any visible redshift. We will now present additional experimental results 

and analyses to justify all these above explanations. 

 

II. Exciton dipole moments and field-induced binding energy 

Under applied bias voltages, excitons inside a quantum structure can show quantum-

confined Stark Effect (QCSE)105 as discussed earlier in section 4.2. We also observe a sizable 

redshift of excitonic photocapacitance peaks under reverse bias as shown in figure 4.9(a). Peak 

energy shifts by ~14 meV within the applied bias range. Recently,132 it was reported that a 

redshift of the peak excitonic energy per applied voltage (i.e. 𝛿𝐸𝐼𝑋 𝑉⁄ ) remains ~10 meV/V. 

Similarly, we find 𝛿𝐸𝐼𝑋 𝑉 ~8 ⁄   meV/V. Inset of figure 4.9(a) displays spectral redshifts of 

excitonic photocapacitance peaks in the presence of electric field under forward bias. Now, in 

section 4.2, we have elaborated on the interaction between excitonic dipoles and applied 

electric field. We have also discussed how the QCSE and observed spectral peak energy shift 

are governed by the energy expression, derived in equation 4.1. In this case, we find the peak 

energy shift with the applied field follow a specific trend (figure 4.9(a)) and we want to apply 

a similar analogy here to interpret experimental observation. Variation of peak energy (E) of 

excitonic photocapacitance signal with applied electric field (𝐹⃗) is fitted with the following 

relation106-108. 

   𝐸 = 𝐸0 + 𝑝⃗. 𝐹⃗ + 𝛽𝐹⃗
2            (4.4) 

where E0 is zero field energy, 𝑝⃗ is permanent dipole moment of indirect excitons, and  

is polarizability. Using equation 4.4, we obtain reasonably high values of dipole moments 

as 𝑝⃗  = (+7.5 ± 0.7) × 10−28 C.m and 𝑝⃗ = (−2.0 ± 0.2) × 10−28 C.m for reverse and 

forward biases, respectively. The signs in front of 𝑝⃗ take care of respective directions of 

excitonic dipoles. Interestingly, dipole moments (𝑝⃗) and applied electric fields (𝐹⃗) are always 
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in the opposite direction. Such anti-parallel alignments of 𝑝⃗ and 𝐹⃗ are shown in figures 4.8(a) 

and 4.8(b). These are certainly not the lowest energy configurations for these excitonic dipoles. 

Therefore, this change in sign of effective built-in dipole moment with changes in the direction 

of bias fits well with our band diagrams (figures 4.8(a) and 4.8(b)) which display ‘inverted’ 

dipoles of indirect excitons. We estimate polarizability as +4.5 × 10−35 𝐶 𝑚2𝑉−1and 

+1.2 × 10−35 𝐶𝑚2𝑉−1 under reverse and forward biases, respectively. Therefore, this 

analyses corroborate our discussions in the previous section and provide an understanding of 

how photocapacitance is able to detect the indirect excitons by sensing their dipolar 

contributions. Such a sizable redshift also raises the binding energy of these indirect excitons, 

which will be illustrated in the next paragraph. 

    (a)           (b) 

Figure 4.9: (a) Peak energy of the photocapacitance spectra redshift with the applied 

electric field for both reverse and forward bias (inset). The experimental variations are fitted 

with equation 4.4 to extract the corresponding values. (b) Excitonic Bohr radius decreases 

with the applied electric field. Accordingly, excitonic binding energy enhances with the 

electric field (inset).   

 

When the electrons and holes come closer, then their binding energy also becomes 

stronger due to enhanced Coulomb attraction. In order to check this, we tried to analyze the 

redshifts of excitonic resonance in photocapacitance spectra from a different perspective. Here, 

we assume that the observed redshifts mostly come from bias induced changes of this 2D 

quantum-confined indirect excitons. Subsequently, we estimate the difference in average 

separation between these constituent electrons and holes of the 2DEG and 2DHG, respectively, 

using the following simplified formula 

-10 -8 -6 -4 -2 0

1.412

1.416

1.420

1.424

1.428

0 2 4 6 8 10

1.412

1.416

1.420

1.424

1.428
 Exp.

 Fit

 

  

 

Forward Bias

 Exp.

 Fit

  

 

 

P
e
a

k
 E

n
e
r
g

y
 (

e
V

)

Applied Electric field (10
4
 V cm

-1
)

Reverse Bias

-10 -8 -6 -4 -2

7

8

9

10

11

12

-10 -8 -6 -4 -2

6

8

10

12

 

 

 

 
E

x
ci

to
n

 B
in

d
in

g
 E

n
er

g
y
 (

m
eV

)

Applied Electric Field (10
4
 V cm

-1
)

 

  

 

E
x
ci

to
n

 B
o
h

r 
R

a
d

iu
s 

(n
m

)



Chapter 4. Part A: Discussion  79                                                                                                  

   

 

   𝐸 = 𝐸𝑔 − (
ℏ2

2𝜇𝑎𝐵
2 (𝑉)

) + 𝒪(𝑇𝑄𝑊)          (4.5) 

where E is the excitonic peak energy from the photocapacitance spectra, 𝐸𝑔 = 1.424 𝑒𝑉 

is the bulk bandgap of GaAs at room temperature, aB (V) is effective Bohr radius of indirect 

excitons which is a function of applied bias V, µ ~ 0.058m0 is the reduced mass of excitons in 

GaAs, m0 is the free electron mass. Here, we call the 2nd term within the first bracket in equation 

4.5 as the effective binding energy of these indirect excitons. The last term 𝒪(𝑇𝑄𝑊) is, 

however, neglected in our estimation. This 𝒪(𝑇𝑄𝑊) term may be dependent on separate 

quantum confinements of electrons and holes in two different TQWs and also on bias induced 

changes of these quantum wells. As a result, we note that our simplified analyses may 

underestimate this effective binding energy. However, for this study, we will focus only on 

bias dependent changes of aB (V) as shown in figure 4.9(b). Here we observe that with 

increasing electric field under reverse bias, the effective excitonic diameter (= 2aB) of indirect 

excitons along the growth direction gradually decreases. In fact, we notice that the excitonic 

diameter approaches the average distance between the TQWs across the AlAs barrier. Binding 

energies of direct excitons are expected to reduce with increasing electric field if these are torn 

apart and subsequently ionize. However, in our case, qualitative estimates of effective binding 

energies of these indirect excitons increase with increasing reverse bias [inset of figure 4.9(b)]. 

This matches well with our interpretation of indirect excitons from the band diagrams shown 

in figures 4.8(a) and 4.8(b). Such characteristically opposite variation of effective binding 

energy with increasing applied bias further reinforces our claims that photocapacitance is 

selectively probing these indirect excitons whose size decrease under increasing reverse bias. 

We would like to emphasize here that, the formation of indirect excitons in this context solely 

bias dependent and as the bias increases the binding energy as well as the Bohr radius change 

accordingly. At zero external bias, there is hardly any possibility of indirect excitons formation. 

It reaffirms that all these other excitons (like direct excitons, etc.) which contribute mostly to 

excitonic photocurrent are photo-generated far away from the AlAs barrier. This is because 

remote excitons are not expected to significantly alter space charge regions near the barrier 

within the time scale of our photocapacitance response. Hence, these hardly contribute to 

steady-state photocapacitance.  

In figure 4.10, we plot the photocapacitance versus photon flux for -1.0 V reverse bias 

and 877  3 nm photoexcitation wavelength. This selected wavelength corresponds to a 

maximum excitonic absorption under -1.0 V. Here, we will understand how a small fraction of 
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photogenerated electrons and holes gradually come closer to form indirect excitons with the 

applied bias and contribute to photocapacitance. We assume that photocapacitance magnitude 

is proportional to 𝜂𝑁𝛼  where N is the photon flux,  is the fraction of incident photons which 

converts to indirect excitons and 𝛼 is the power-law exponent. Dipolar dispersion of complex 

permittivity under simplistic driven, damped, simple harmonic oscillator model is always 

proportional to the number density of polarizable dipoles. We, therefore, assume that the 

photocapacitance signal has a one-to-one correspondence with an areal density of these dipoles 

of indirect excitons (nIX). Also, we find that 𝛼 → 1. This indeed supports our explanation that 

photocapacitance is directly proportional to the density of dipolar indirect excitons. The fitted 

value of the fraction  of 6.610-5 then provides us with a reasonable upper limit of 𝑛𝐼𝑋 ≅

1.2 × 1011/𝑐𝑚2 for a photon flux of  1.85 × 1015/𝑐𝑚2 used to measure the spectra. 

 

Figure 4.10: To understand the power-law dependence, photocapacitance peak value is 

plotted with the excitation photon flux. We find the power-law exponent as ~0.9 which 

certainly confirms the presence of excitons in the system. 

 

It is well known that quantum confinement increases the binding energy of 2D excitons 

by nearly a factor of four11,72. Therefore, such relatively larger values of exciton binding energy 

as estimated from the experimental data indicates that both electrons and holes of indirect 

excitons are possibly forced together by the external electric field to be confined in the TQWs 

as 2DEG and 2DHG, respectively. Moreover, dissociation of excitons into electrons and holes 

inside a solid is a many-body statistical process with excitonic dissociation 

probability ~exp (−
𝐸𝑏

𝑘𝐵𝑇
), where Eb is the exciton binding energy133,134. This clearly shows that 

even when binding energy Eb is smaller than thermal fluctuation energy (kBT), there are still 

finite, non-zero probabilities of having some bound states of excitons. This analysis also agrees 

well with our above observation that only a very small fraction (~10-5) of photo-generated 
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electrons and holes form these indirect excitons. In addition, a significantly smaller optical 

dielectric constant of AlAs as compared to GaAs also enhances their binding energy, which in 

turn allows such quantum-confined indirect excitons to survive even at room temperature.  

 

III. Supporting analysis and frequency-dependent photocapacitance  

In this section, we want to provide some additional analyses to back up the experimental 

observation in figure 4.7. In figure 4.11(a), we plot the magnitude of excitonic 

photocapacitance peaks under reverse biases. It increases up to a bias of -1.0 V and then 

decreases for higher biases. Similar behaviour is observed for forward biases in the inset of 

figure 4.11(a). This is certainly related to the ongoing tunnelling of electrons and holes through 

the Γ-AlAs. This tunnelling can subsequently reduce the population of indirect excitons, which 

is reflected in the variation of the peak value of excitonic photocapacitance (figure 4.11(a)). To 

confirm this, we verify the applicability of Fowler-Nordheim (FN)135,136 tunnelling at higher 

biases. Accordingly, we find that the following FN expression can be fitted with the DC-

photocurrent density (𝐽𝐹𝑁)  

𝐽𝐹𝑁 =
𝑞3

16𝜋2ℏb
𝐹2exp (−

4

3

√2𝑚∗

ℏ𝑞
b

3

2
1

𝐹
)   (4.6) 

where q is the electron charge, ℏ is reduced Planck’s constant, m* is effective mass of the 

electron (hole) in GaAs, b is the effective barrier height at the GaAs/AlAs interface and F is 

the applied electric field across heterostructure. In figure 4.11(b), we show the Fowler-

Nordheim plot for reverse biases and forward biases (inset). Characteristic linear regions at 

higher biases indicate the presence of tunnelling, which also coincides with bias induced 

reduction of excitonic photocapacitance peaks. Therefore, it establishes that the tunnelling 

process reduces the density of indirect excitons resulting in a significant decrease of the 

excitonic contribution in photocapacitance spectra (see figures 4.7(a), 4.7(b) and 4.11(b)). 

Remarkably, tunnelling through -AlAs affects excitonic photocapacitance and photocurrent 

spectra differently. Electrons and holes of indirect excitons can preferentially tunnel at higher 

biases due to their proximity to the AlAs tunnel barrier. However, this tunnelling current likely 

contributes a negligible fraction to the overall increase of bulk photocurrent signal and it does 

not shift the excitonic peak with increasing biases. It is worth noting that electrons having low 

effective mass (m*) can easily penetrate the AlAs quantum barrier as compared to holes. This 
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is due to the fact that the wave function inside AlAs tunnel barrier varies with position (𝑥) 

as ~(exp(−𝜅𝑥) , 𝜅 ~√𝑚∗).  

(a) (b) (c) 

Figure 4.11: (a) The magnitude of the peak photocapacitance initially increases and then 

falls when the threshold voltage for tunnelling is reached for both the reverse and forward 

bias (inset). This was also very evident in the spectral signature in figures 4.7(a) and 4.7(b). 

(b) Fowler-Nordheim plot to comprehend the ongoing tunnelling in the higher reverse and 

forward bias (inset). (c) Spectral broadening varies with the applied electric field under 

reverse bias. Excitonic linewidth decreases with the electric field. The inset shows that the 

Gaussian line shape matches well with the excitonic photocapacitance spectrum. 

 

It is well known that fluctuations in quantum well width and inhomogeneity in alloy 

compositions can give rise to inhomogeneous broadenings of its optical spectra. Interestingly, 

inhomogeneous line widths of excitonic peaks of photocapacitance spectra shown in figure 

4.11(c) decrease with increasing electric field associated with reverse bias. The strong presence 

of inhomogeneous broadening is exemplified in the inset of figure 4.11(c), where the excitonic 

peak in photocapacitance spectra matches to a simple Gaussian line shape. Earlier photocurrent 

spectroscopy137 was used to probe excitons within a quantum well, where electrons and holes 

are pushed in the opposite direction in order to broaden the excitonic peaks with increasing 

electric fields. However, in our case, there is a potential barrier in the middle of 

GaAs/AlAs/GaAs heterojunction and resultant charge carrier dynamics are totally different. 

Here, with increasing bias, photogenerated electrons and holes of the indirect excitons come 

even closer towards each other as already observed in figure 4.11(c). Therefore, it results in an 

unusual sharpening of excitonic photocapacitance with increasing reverse bias. This result 

again substantiates our interpretations of indirect excitons following the schematic band 

-10 -8 -6 -4

24

27

30

33

36

1.30 1.35 1.40 1.45 1.50
2
4
6
8

10
12
14
16

-1.5 V 

 

 

 

 

Energy (eV)

P
h

o
to

c
a
p

a
c
it

a
n

c
e
 (

p
F

)

Applied Electric Field (10
4
 V cm

-1
)

 

  

 

In
h

o
m

o
g

e
n

e
o

u
s 

B
r
o

a
d

e
n

in
g

 (
m

e
V

)

-2.4 -2.0 -1.6 -1.2

2

3

4

1.0 1.5 2.0 2.5 3.0

0.8

1.6

2.4

3.2
4

Forward Bias

 

 

-1.25 V

Reverse Bias

 

 

 

 

1/F (10
-5
 cm V

-1
)

|J
/F

2
| 
(1

0
-1

3
 A

/V
2
)

-10 -8 -6 -4 -2 0

8

10

12

14

16

0 2 4 6 8 10

8

10

12

14

16

 

 

  

Forward Bias

0.4 V

Reverse Bias

 

 

 

Applied Electric Field (10
4
 V cm

-1
)

P
e
a

k
 P

h
o
to

c
a
p

a
c
it

a
n

c
e
 (

p
F

)

-1.0 V



Chapter 4. Part A: Discussion  83                                                                                                  

   

 

diagrams given in figures 4.8(a) and 4.8(b). In a way, it also validates the explanations given 

along with equation 4.5. 

   (a)    (b)         (c) 

Figure 4.12: (a) and (b) Photocapacitance as a function of frequency varies with the reverse 

and forward, respectively. The photocapacitance initially increases and then decreases 

(insets) with biases. The blue arrow points toward the increasing of applied biases. (c) 

Photocapacitance spectra for a fixed reverse bias -1.0 V are plotted for different frequency 

modulation. 

 

In the previous chapter, we have shown how a thermodynamic population of dipolar 

excitons in quantum confined laser diodes can respond to steady-state differential capacitance 

measurements and shift towards higher applied frequencies with increasing bias. Figures 

4.12(a) and 4.12(b) show that excitonic photocapacitance values clearly increase and shift to 

higher frequencies with increasing bias under 8703 nm selective photoexcitation (increasing 

bias is shown by the arrows inside these figures). This supports the proposed8 electrical 

signatures of the formation of excitons. As stated above, tunnelling reduces the number of 

accumulated electrons and holes in respective 2DEG and 2DHG regions, where these indirect 

excitons are located. As a result, photocapacitance signal also reduces once tunnelling becomes 

significant at higher biases (inset of figures 4.12(a) and 4.12(b)).  

However, the range of frequency (~102 to ~103 Hz) for measured photocapacitance 

response is much smaller compared to frequency ranges (~106 Hz) reported in the earlier 

investigations138,8,30. These past studies had only probed direct excitons formed inside quantum 

structures. On the contrary, here electrons and holes of indirect excitons are physically 

separated by a large  -AlAs potential barrier which suppresses139 free dipolar oscillation of 
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excitonic charges. This is expected to cause considerable dipolar relaxation, which can 

‘dampen’ the oscillations of indirect excitonic dipoles during steady-state photocapacitance 

measurements. In these experiments, dipolar relaxation kinetics of indirect excitons involves 

transitions between two states of opposite charge orientations separated by a large free energy 

barrier. Therefore, we use the following Arrhenius equation for thermally activated transitions 

over AlAs barrier  

    𝐸𝑇ℎ = 𝑘𝐵𝑇𝑙𝑛(𝜈/𝑓)                                                        (4.7) 

where  is the thermal pre-factor ~1012 Hz, kB is the Boltzmann constant and T is the 

temperature in Kelvin. We calculate the effective activation barrier height (ETh) to be ~0.56 eV 

at room temperature. We choose a frequency (f) of ~500 Hz where we observe a large 

photocapacitance response away from its final roll-off at higher frequencies. This effective ETh  

nearly matches with the reported band offsets at -GaAs/-AlAs heterojunction where zero 

bias values of conduction and valence band offsets are EC ~0.8 eV and EV ~0.5 eV 

respectively. Figure 4.12(c) also shows that the signature of excitonic resonance in the form of 

photocapacitance peak slowly vanishes above 1.0 kHz. Such low-frequency response can only 

come from space charge modulation near the AlAs barrier, which directly affects the areal 

density of indirect excitons probed using photocapacitance. It is well known that space charge 

dipoles respond around this frequency range139. 

 

4.6.3 Summary of part A 

In this report, we have provided ample experimental evidence to establish the 

photocapacitance signature of bias driven, inverted dipoles of 2D indirect excitons formed     

across 8 nm thin AlAs tunnel barrier in  bands of GaAs/AlAs/GaAs heterostructure. We have 

argued that quantum confinements of photo-generated electrons and holes in triangular 

quantum wells enhance the excitonic binding energy which effectively increase the 

thermodynamic probability of these indirect excitons to survive even at room temperature.  

We have also analyzed characteristic differences in the electric field dependence of 

excitonic features in both photocapacitance and DC-photocurrent spectra. In particular, we 

have shown that large, tunable dipole moment along the growth direction can be engineered to 

selectively probe, control and manipulate the indirect excitons by photocapacitance using 

applied bias and modulation frequency. Moreover, peak photocapacitance signal follows a 
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reasonable upper limit of areal density of photogenerated indirect excitons. Remarkably, the 

photocapacitance technique which was rarely used in the past to detect excitons can be used to 

detect indirect excitons which constitute only a small fraction (~10-5) of the photogenerated 

carriers.  

Finally, this work opens up the possibility of experimental detection of indirect excitons 

using photocapacitance at room temperature. It also creates future possibilities for 

photocapacitance studies to probe the many-body physics of excitons in heterostructures of 2D 

transition metal di-chalcogenides47,48,140-142 using their well-known valley selective charge 

transport. Significant differences between excitonic signatures of photocapacitance and 

photocurrent may also be used to address either indirect or direct excitons. Therefore, we 

predict that all these above findings will also be helpful to design better excitonic devices39. 

 

4.7 Part B: Physics of indirect trions and Fermi-edge singularity at 100 K 

4.7.1 Introduction 

Presence of excitons and excitonic complexes become more prominent as the 

temperature of the system is lowered or the thermal energy is equivalent to the binding energy 

of the bound states. Excitonic complexes like trions have very less binding energy for these III-

V semiconductor systems, even quite less than the excitons binding energy. So, trions like low 

energy bound excitonic states are expected to appear in the low-temperature regime. 

Henceforth, in this section, we want to probe the signature of trions and other many-body 

excitonic physics at 100 K. Experimental detection and study of neutral excitons (say X0) and 

charged excitons like positive or negative trions (X+ or X-) inside two dimensional (2D) 

semiconductor quantum heterostructures are becoming important for understanding the many-

body physics of excitonic complexes143,118 as well as for novel applications of excitonic 

devices39. Existence of trions was first demonstrated in semiconductors by Lampert144. Since 

then, there are numerous reports on the optical spectroscopic signatures of trions at low       

temperatures of few Kelvins as binding energies (~1-2 mV) of trions in III-V material system 

are very small109,145,146. Whereas, trions in 2D monolayers of transition metal di-chalcogenides 

(TMDC) can have much larger binding energies111,113 ~ 20-50 meV. Such large binding 

energies of excitons and trions in TMDC materials can certainly make it much easier, not only 

to study the many-body physics of excitonic complexes even at room temperature but also for 

their use in optoelectronic devices. However, there are reports of some disparities between 
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theoretical and experimental observations of a precise signature of positively or negatively 

charged trions.  Also, the binding energies109 of these two states are not yet conclusively 

analyzed.  At this point, we understand that identifying a trion as X+ or X- depends mostly upon 

how electrons and holes are being injected with applied bias based on the device configuration. 

The presence of these excitonic complexes usually occurs in moderate density regimes. 

Whereas, many-body interactions of charge carriers with Fermi sea lead to Fermi edge 

singularity (FES) in high-density regimes. Theory147,148  and experiments122,149,150 of such 

crossover from excitonic complexes to FES in III-V semiconductors were studied mostly at 

low temperatures of few Kelvins by optical absorption and photoluminescence (PL) 

spectroscopies.  

In the present study, we report that simple photocapacitance spectroscopy can be used to 

detect the specific signature of positively charged trions of indirect excitons (IX+) at moderate 

levels of carrier densities (<11011 cm-2) as well as Fermi edge singularities (FESs) in higher 

level of carrier densities (>11011 cm-2) in a single barrier GaAs/AlAs p-i-n heterostructure. 

We had already demonstrated that photocapacitance spectroscopy can be used as a sensitive 

electro-optical tool to probe spatially indirect excitons formed across the AlAs potential barrier 

in GaAs/AlAs/GaAs heterostructure even at room temperature. Here, we argue why 

photocapacitance can sense these IX+s even at 100 K, which was not possible to detect with 

photoluminescence. Formations of triangular quantum wells (TQWs) around -AlAs potential 

barrier also help these spatially indirect trions to survive even at such temperature. We establish 

that photocapacitance spectroscopy is a more sensitive experimental technique for detecting 

trions and many-body effects like FES than PL in such heterostructures. We also demonstrate 

that it is possible to probe and monitor the dielectric properties of strongly correlated, 

interacting dipoles of excitons, trions, and FES using such capacitance-based techniques even 

at 100 K. Our observations establish that photocapacitance spectroscopy, which was hardly 

used to detect trions in the past, can also be useful to detect the traces of these spatially indirect 

excitonic complexes as well as Fermi edge singularity. This is mainly due to enhanced 

sensitivity of such capacitive measurements to ‘dipolar’ changes of excitonic complexes in 

these heterojunctions. Thus, our studies clearly open up future possibilities for electro-optical 

modulation and detection of trions and Fermi edge singularities in several other 

heterostructures for next-generation optoelectronic applications.
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4.7.2 Results and discussion 

I. Presence of indirect positive trions and Fermi edge singularity at 

100 K 

   Stronger appearance of spatially indirect excitons and trions happen near the 

GaAs/AlAs/GaAs heterojunction when the temperature of the system is lowered around 100 

K. The sample is probed under light and applied reverse biases. In figure 4.13, changes in 

photocapacitance spectra under different applied reverse biases are shown. As the magnitude 

of reverse bias increases from -0.1 V to higher values, single resonant peak like excitonic 

spectra is split up into two distinctly separate peaks. This kind of peak splitting with increasing 

bias was absent at room temperature31.  

 

Figure 4.13: Photocapacitance spectral variation with the applied reverse bias is shown in 

a 3D plot for better representation. A single excitonic peak in the lower bias split into two 

peaks in the higher bias: one exciton and other trion. After certain voltage ~ -0.8 V, the low 

energy trion peak shows FES like spectral signature. Last four plots from -0.8 to -1.0 V have 

been shifted vertically by 2 pF for better visibility.   

 

Initially, the spectral shapes of these peaks remain nearly symmetric until the bias value of -

0.6 V.  After this, an asymmetric spectral shape emerges where the low energy spectral tails 

rise slowly and the high energy side falls sharply. In addition, an enhancement of the low 

energy peak is clearly noticeable around -0.8 V and beyond. On the other hand, the higher 

energy peak almost vanishes gradually at larger biases. 
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Now, to comprehend this spectral signature and evolvement with external applied biases, 

a schematic energy band diagram of the GaAs/AlAs/GaAs heterojunction is drawn in figure 

4.14(a) following the previous reports31,127,151. The details of these X and Γ valley contributions 

on the carrier transport were well investigated and also discussed in earlier sections. Under the 

above mentioned experimental conditions, we expect the formation of hole accumulation layers 

in the form of 2DHG within the GaAs TQW near -AlAs barrier in the top n-type GaAs layer 

above a certain bias. Similarly, we expect to have an electron accumulation layer as 2DEG 

forming inside the TQW on the p-type GaAs side. These accumulated electrons and holes can 

form hydrogenic bound states of indirect excitons (IX0) due to their mutual Coulomb attractions 

as demonstrated in the previous section 4.6. This schematic energy diagram matches with the 

standard solution of self-consistent one dimensional Schrodinger and Poisson equations as 

described in earlier reports11. The 2DEG is spatially separated by 8 nm thin AlAs barrier from 

the 2DHG. The presence of this extra potential barrier in tunnel diode structure may introduce 

further complexities in such calculations.   

(a) (b) 

Figure 4.14: (a) A schematic energy band diagram under the presence of light and reverse 

bias. There is more accumulation of holes than electrons in their respective TQWs as 

represented by a diagram which corresponds to the presence of positive trions. (b) In a 

similar plot, we show the possible transition paths which can contribute to FES like spectra 

signature. The low energy and high energy side of the spectral features are shown in red and 

blue lines, respectively.  

 

Additional charge accumulations in TQWs can lead to solutions of Poisson equation which are 

not fully self-consistent11 with the Schrodinger equation for such resonant tunnelling structures. 

Due to the dominant presence of -AlAs potential barrier, the equilibrium charge transfer and 

band alignment of this heterojunction are significantly different from a normal p-i-n diode. 

Therefore, we purposely avoided any quantitative estimation of carrier density using standard 
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capacitance-voltage plot which is strictly based on depletion approximation and the presence 

of a single type of majority carriers. 

However, we conceive that large numbers of electrons and holes can accumulate in these 

TQWs to form 2DEG and 2DHG, respectively, with increasing reverse biases. As a result, 

corresponding carrier densities in each TQW also increase. So, the charge density of 

photogenerated carriers per unit area (ph) around the heterojunction for each bias values can 

be estimated from figure 4.13 using the following relationship 

𝜎𝑝ℎ𝑒 = 𝐶𝑉         (4.8)                         

where 𝑒 is the electric charge, and 𝐶 is the peak value of excitonic photocapacitance per 

unit area at each applied bias (𝑉). Following the description in figure 4.14(a), it is important to 

note here that one can also relate this 𝜎𝑝ℎ to the density of dipolar charges per unit area in a 

standard parallel plate capacitor configuration as 

                                      𝜎𝑃ℎ = 𝑃⃗⃗. 𝑧̂      (4.9)                                               

where 𝑃⃗⃗ is the effective polarization of these excitonic dipoles around the AlAs barrier and 𝑧̂ 

is the unit vector along the growth direction.  

At high enough injected carrier density, another peak at the low energy side starts to 

appear. This happens with 𝜎𝑃ℎ > 31010 cm-2 or reverse biases higher than |-0.3| V, as shown 

in figure 4.13. Evidently, concentrations of holes in the 2DHG become larger compared to 

those of electrons in 2DEG. This is because the sample is optically excited from the top n-

GaAs side only and bias is also applied in the reverse direction. Such excess of one type of 

carriers (in our case holes) favour the formation of positively charged trions which can be 

controlled by both light or bias152. As a result of this excess hole density in 2DHG, we now 

ascribe the sharp resonant spectral features on the low energy side of the spectra with positively 

charged indirect excitons or trions (IX+). Until the bias value reaches -0.6 V or 𝜎𝑃ℎ ~ 81010 

cm-2, both peaks look nearly symmetric. Even though, we see that the trion peak is getting 

bigger than the exciton peak. This low energy IX+ state is more energetically favourable and 

tends to dominate at even higher applied biases.  

Subsequently, after the reverse bias around -0.8 V, we observe a drastic change in the 

spectral behaviour as clearer from figure 4.13. The low energy trion peak indeed rises 

significantly whereas the exciton peak almost vanishes around 𝜎𝑃ℎ~1.21011 cm-2. Moreover, 
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the spectral shape of this trion peak gradually becomes asymmetric in nature. This type of 

spectral transition is usually 122, 150,153 identified with Fermi edge singularities at high enough 

carrier densities. In our case, we observe  similar sharp, asymmetric enhancement of the trion 

peak in the photocapacitance spectra, once the photo-generated density approaches 𝜎𝑃ℎ~11011 

cm-2. So, we relate this exotic photocapacitance spectral trend as an indication of FES. In the 

present scenario, it is likely that at higher carrier densities, localized hole states of 2DHG or 

holes in shallow impurity states can experience enhanced Coulomb attraction with the Fermi 

sea of electrons in 2DEG at such low temperatures. As a result, we observe a significant 

enhancement of optical absorption of this trion related FES. Previously, Yusa et al.122 had 

reported asymmetric line shape in absorption spectra, which showed a fast rise in the low 

energy side and slow fall in the high energy side. Chen et al.150 and Skolnick et al.149 had 

observed a slow rise in the low energy side and fast fall in the high energy side of the PL 

spectra. Usually, in the high-density limit, enhanced carrier-carrier scattering broadens the high 

energy tail of FES. However, we notice that photocapacitance spectra in figure 4.13 have much 

sharper high energy edge in a system consisting of both 2DEG and 2DHG. In addition, we still 

find the remnant excitonic state above the FES level. Later, we will discuss the effect of sub-

bandgap localized states in modifying the photocapacitance spectral broadening in the lower 

energy side of FES.  

Nevertheless, the typical knowledge of FES happens inside a quantum well structure tells 

that a sea of electrons in the conduction band is usually get attracted to a single localized hole 

state near the valence band. This follows a power-law singularity122 according to equation 4.3 

as described in section 4.4. At bias values of -0.8 V, we find 𝛼 ≈ 0.4, albeit from the low 

energy tail of the FES spectra. This value, however, matches with the literature122. At this stage, 

it is important to reiterate that, here, we are dealing with the dual presence of both 2DEG and 

2DHG. In a way, we are looking at how a Fermi sea of electrons inside a 2DEG interacts with 

excess holes localized around 2DHG. The detailed analysis will be explained later in this 

section. 

We want to mention here that the full widths at half maxima (FWHM ~8 meV) of these 

FES peaks are somewhat lower than the corresponding thermal width ~kBT=8.7 meV at 100 

K. Moreover, following the discussion by Skolnick et al.149, we approximate this FWHM value 

as an estimate of the Fermi Energy. The 2D Fermi energy is usually calculated using the 

expression of (for spin ½ particles) 
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                         𝐸𝐹 = 
𝜋ħ2 𝜎𝑝ℎ

𝑚∗          (4.10)  

where ħ is the reduced Planck’s constant, ph is the dipolar charge density per cm2. Here, 

for these excitonic dipoles around the AlAs barrier, we have used 𝑚∗ = 𝜇 as the reduced mass 

of holes and electrons ~0.056𝑚0 in GaAs, 𝑚0 is the free electron mass. Therefore, using 

equation 4.10, we find that FWHM ~ 𝐸𝐹 =  8 𝑚𝑒𝑉 corresponds to 𝜎𝑃ℎ~1.861011 cm-2 

(following the discussion of Skolnick et al. in Ref. 149). This estimate matches closely with ~ 

1.821011 cm-2, deduced from equation 4.8 at a bias of -1.0 V around where the prominent 

signatures of FES like asymmetric spectra are visible. 

Important to note here that the intrinsic GaAs spacer layers which serve as the arms of 

the TQWS are ~100 nm. This high value corresponds to a low electric field across the region, 

and thus TQWs are less confined. So, in these swallow TQWs, we understand that only the 

first few states of these 2DEG or 2DHG can remain strongly quantum confined, i.e., behave as 

two dimensional in nature. Higher energy states in TQWs are less localized as the well width 

becomes wider. We understand this from the quantized energy 𝐸𝑛 and nth eigenfunctions 

𝜓𝑛(𝑧) of an infinite barrier TQW154, which are given by 

              𝐸𝑛 ~ √[(
ℏ2

2𝑚∗) [
3𝜋𝑒𝐹𝑧

2
(𝑛 −

1

4
)]
2

]
3

     (4.11) 

and 

                𝜓𝑛(𝑧) = 𝐴𝑖 [
2𝑚∗𝑒𝐹𝑧

ℏ2
(𝑧 −

𝐸𝑛

𝑒𝐹𝑧
)]        (4.12) 

where n = 1,2,3…, Ai(z) is the Airy functions, m* is the effective mass of electron/hole, e is 

the electronic charge, Fz is the electric field along the growth direction along 𝑧 axis, ℏ is the 

reduced Planck’s constant. The ratio of the first excited energy to the ground state energy is 

𝐸2

𝐸1
= √(

7

3
)

2/3

~1.76. Therefore, it is expected that in practice, with a finite barrier TQW like 

those shown in figure 4.14(a), only the ground state energy may remain strongly bound and 

quantum-confined. However, with increasing bias and charge accumulations around the AlAs 

barrier, the quasi-Fermi levels can suddenly penetrate these TQWs at the onset of FES. As a 

result, we also observe a sharp transition around a reverse bias of -0.8 V where the exciton-

trion spectra suddenly convert into asymmetric FES spectra. This is because, with increasing 

bias, the quasi-Fermi level EFn (EFp) of electrons (holes) can get pinned with the discrete ground 

state energy of 2DEG (2DHG) in these TQWs. However, the quasi-Fermi Level separation 
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(𝐸𝐹𝑛 − 𝐸𝐹𝑝) can vary along with the ground state energy levels of these electron and hole 

TQWs as shown in figure 4.14(b). As a result, we find that (𝐸𝐹𝑛 − 𝐸𝐹𝑝) can keep on increasing 

with the increase of reverse bias (electric field) as per equation 4.11. In the absence of any 

quantum-confined excited states in these shallow TQWs, the maximum optical absorption 

energy for indirect excitons can then be limited by   

                      𝐸𝑂𝑝𝑡
𝑀𝑎𝑥 = 𝐸𝑔 + 𝐸1

𝑒 + 𝐸1
ℎℎ ≡ (𝐸𝐹𝑛 − 𝐸𝐹𝑝)   (4.13)               

where 𝐸𝑔 is the bulk bandgap of GaAs, 𝐸1
𝑒(𝐸1

ℎℎ) is ground state energy of electrons (heavy 

holes). In fact, we observe FES related enhancement at this 𝐸𝑂𝑝𝑡
𝑀𝑎𝑥 edge only. In figure 4.14(b), 

we pictorially depict both high and low energy portion of this FES transition as Ehigh (=𝐸𝑂𝑝𝑡
𝑀𝑎𝑥) 

and Elow following our schematic diagram is given in figure 4.14(a). We assume that quantum-

confined holes in 2DHG can be further localized to shallow impurity states or interface trap 

states or to states related to alloy disorder inside 2DHG near the valence band edge. Any optical 

absorption from such shallow states near the 2DHG to 𝐸1
𝑒 can couple the holes left in these 

localized states with the 2DEG to create the FES. So, figure 4.14(b) can also explain the broad 

low energy tail (Elow) of the FES spectra as compared to its much sharper high energy side 

(Ehigh) as found in figure 4.13. Such relative sharpness of the high energy edge of FES can be 

traced back to intrinsic sharpness of respective Fermi edges as given in equation 4.13. All these 

understandings are schematically described in figure 4.14(b) and fully support our above 

explanations based on the formation of positively charged IX+ at lower bias levels.  

 

II. Spectral redshift and binding energy of indirect trions at 100 K 

With applied reverse bias, the spectral peak energy redshifts as evident from figure 4.13. 

To explain the underlying physics behind this spectral evolution, we plot a 2D colour-filled 

contour diagram in figure 4.15(a) from the results shown in figure 4.13. This graphic 

presentation is essential for better visibility of spectral splitting, redshift of low energy IX+ 

peak and energy separation of both exciton and trion peaks. Eventually, the low energy trion 

peak leads to FES with increasing reverse biases. The dashed lines are drawn to guide the eyes 

only. A clear redshift of IX+ spectra with the applied bias is visible as mentioned above, 

whereas the peak energy of IX0 line hardly shifts. At this stage, it is not fully understood why 

excitonic peak at slightly higher energy is not at all affected by increasing the electric field. 
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However, spectral energy separation between two peaks clearly changes and increases with 

increasing bias as depicted in figure 4.15(a) by two dashed lines. 

Firstly, we will comprehend the corresponding physics following the report of Bugajski 

and Reginski155, which discuss the transformation of trions into FES spectra. In the parabolic 

band approximation, the Fermi energy EFn of electrons in the bulk can be written in the form 

of low energy onset of absorption (F) and emission edge (g) as  

𝐸𝐹𝑛 = (𝜀𝐹 − 𝜀𝑔) (1 +
𝑚𝑒
∗

𝑚ℎ
∗)
−1

    (4.14) 

where (
𝑚𝑒
∗

𝑚ℎ
∗) is the effective mass ratio of electron and hole of GaAs. The Fermi energy 

varies with photogenerated carrier density. As discussed previously, we are driving both 

photogenerated electrons and holes towards the AlAs barrier. So, the gap between the quasi-

Fermi levels (𝐸𝐹𝑛 − 𝐸𝐹𝑝) should increase with increasing bias. However, this change in 𝐸𝐹𝑛  

can be more in comparison to changes in 𝐸𝐹𝑝, because, in general, Fermi levels are inversely 

proportional to the effective mass of the respective carrier and (
𝑚𝑒
∗

𝑚ℎ
∗) ≪ 1. As there is no 

observed change in the low energy onset 𝜀𝑔 of photoluminescence (as will be shown later) with 

increasing reverse bias, we may infer that 𝜀𝐹 may actually blue shift with increasing bias. Here, 

we assume that any change in the effective mass ratio as a result of bias induced changes in the 

shape and size of TQWs is negligible. Consequently, FES related enhancement of 

photocapacitance spectra at 𝐸𝑂𝑝𝑡
𝑀𝑎𝑥 = (𝐸𝐹𝑛 − 𝐸𝐹𝑝) should also show a blue shift with increasing 

reverse bias greater than -0.8 V. However, we see the opposite effect and the high energy edge 

of FES actually redshifts. As we know that FES is a many-body excitonic phenomenon and in 

our case, this involves the presence of both 2DEG and 2DHG. Therefore, understanding the 

redshift of FES peak will not be possible without considering how these indirect excitonic 

complexes and Fermi levels are evolving with increasing bias in such heterostructure. Similar 

to our room temperature indirect excitons study, we understand here that the electrons and 

holes of IX+ can come closer with increasing bias. Consequently, the binding energy of this 

IX+ can increase with increasing bias. This can lead to the observed redshift of this trion FES 

edge due to opening up of an excitonic gap. On the other hand, this significant ~10 meV redshift 

of IX+ line with the applied bias in this coupled TQWs structure may also be related to 

quantum-confined Stark effect (QCSE) where exciton peaks usually broaden with increasing 

electric field.  
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(a) (b) 

Figure 4.15: (a) A 2-d colour contour plot of photocapacitance spectra for different applied 

voltages is drawn to visualize the spectral trend much better. A significant redshift of the IX+ 

line and the visible splitting of the spectra with bias are clearly pointed out. The black and 

red lines are drawn to guide the eyes only. (b) The linear variation of peak energy of 

positively charged trion with increasing electric field is demonstrated to estimate the 

permanent dipole moments. There is a clear discontinuity around −0.8 V with a field of 

−3.8×104 V cm−1. 

 

The magnitude of this peak splitting initially increases slowly and then in the higher bias 

regime it varies significantly as also reported by Yusa et.al122. With increasing bias the carrier 

density also increases, which eventually contributes to strong scattering mechanisms. 

However, a rigorous explanation of spectral broadening of FES requires understanding the 

complete picture of many-body scattering mechanisms and extrinsic carrier dynamics within 

such single barrier heterostructure, which is currently beyond the scope of this study. However, 

in figure 4.15(b), the spectral redshift of the trion peak energy has been fitted with linear dipole 

moment equation  

  𝐸 = 𝐸0 + 𝑝⃗. 𝐹⃗       (4.15)                                                           

where E is peak energy of IX+, E0 is the energy at zero applied field, 𝑝⃗ is the effective 

permanent dipole moment of these trions and 𝐹⃗ is the applied electric field. We can see that 𝑝⃗ 

and 𝐹⃗ are directed opposite to each other (see figure 4.14(a)). Also, 𝑝⃗ is anticipated to be 

independent of 𝐹⃗ at such low temperature because of the observed linear variation of E with 𝐹⃗. 

Two regions of the bias dependent photocapacitance spectra have been fitted with two separate 

straight lines with slopes m1 and m2. These slopes actually estimate the values of respective 

dipole moments.  Slope m1 corresponds to the dipole moment value ~2.9610-28 C-m before 

1.51 1.50 1.49
-1.0

-0.8

-0.6

-0.4

-0.2 100 K

IX0

Energy (eV)

A
p

p
li

e
d

 V
o

lt
a

g
e
 (

V
)

2.4

4.1

5.8

7.5

9.2

11

13

14

16

IX+

FES

P
h

o
to

c
a

p
a

c
it

a
n

c
e
 (

p
F

)

-5 -4 -3 -2 -1

1.492

1.496

1.500

1.504
 

  

 Applied Electric Field (10
4 Vcm

-1
)

IX
+
 P

e
a

k
 E

n
e
r
g

y
 (

e
V

)

 Exp.

 Lin. Fit @ slope m1

 Lin. Fit @ slope m2

-0.8 V



Chapter 4. Part B: Results and discussion  95                                                                                                  

   

 

the onset of FES. However, we get substantially larger value of this dipole moment from slope 

m2 ~ 7.9710-28 C-m for higher bias region when FES get started. In the higher electric field 

regime, there will be more carrier injections to the TQWs. Following equation 4.9 and figure 

4.14(b), this eventually contributes to larger dipolar polarization as compared to that in lower 

biases.   

We have already mentioned that exciton peaks gradually decrease and hardly shift in 

energy with increasing applied bias, whereas the trion peaks slowly enhance and redshift 

remarkably after certain applied bias. This can happen if more and more positively charged 

trions (IX+) form at the expense of excitons (IX0) in the presence of excess holes. Moreover, 

the trion peak ultimately converts to FES after a specific density regime, which is in our case 

around 11011 cm-2. This understanding matches well with explanations provided by Huard et 

al.112 Accordingly, we plot the energy difference between two peaks with the estimated Fermi 

energy for each applied bias in figure 4.16(a). This is then linearly fitted with the following 

relation108,112, 

                      𝐸𝐼𝑋0 − 𝐸𝐼𝑋+ = 𝐸
𝑏
𝐼𝑋+ + 𝐸𝐹𝑝    (4.16) 

where 𝐸𝑏𝐼𝑋+ is the positive trion binding energy, 𝐸𝐼𝑋0 and 𝐸𝐼𝑋+ are peak energies for indirect 

excitons and positive trions respectively and 𝐸𝐹𝑝  is the Fermi energy change due to extra holes 

in the valence band. EFp is estimated from photo-generated carrier density using equations 4.10 

and 4.8 with effective mass of hole as m*
h ~0.45 m0 in GaAs. From the intercept, we estimate 

the value of an average trion binding energy of 𝐸𝑏𝐼𝑋+  ~2.0 meV. However, we are also 

assuming here that the estimated value of 𝐸𝑏𝐼𝑋+  using the above equation 4.16 is independent 

of applied bias. Interestingly, it matches well with earlier reported value in GaAs/AlAs 

system109,145,146,156. This supports our spectroscopic confirmation of the presence of trions (IX+) 

using photocapacitance. Whereas, previous reports mostly estimate this binding energy from 

PL measurements, here we show that trion binding energy can also be determined from 

photocapacitance spectroscopy.  

Moreover, we note that dissociation of either excitons or trions inside a solid is always 

a many-body statistical process with thermodynamic dissociation probability ~exp (−
𝐸𝑏

𝑘𝐵𝑇
) , 

where Eb can be either the exciton or the trion binding energy 133,134,152. 
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(a) (b) 

Figure 4.16: (a) The splitting energy (𝛥𝐸) between exciton and trion peaks is plotted with 

respect to Fermi energy. The estimated value of trion binding energy from the fitted straight 

line is relevant to previous reports. (b) The ratio of trion over exciton peak magnitude 

changes with applied reverse bias.  

 

This is because such dissociations are typically governed by the following Saha’s ionization 

equations133,134.  

    
𝑛ℎ𝑛𝑒

𝑛𝑋0
=

𝐶
𝑋0
2

𝐶𝑒
2𝐶ℎ

2  𝑒𝑥𝑝 (−
𝐸𝑏𝑋

𝑘𝐵𝑇
)             (4.17)                                                   

     
𝑛𝑋𝑛ℎ

𝑛𝑋+
=

4𝐶
𝑋+
2

𝐶𝑋
2𝐶ℎ

2  𝑒𝑥𝑝 (−
𝐸𝑏

𝑋+

𝑘𝐵𝑇
)        (4.18) 

where 𝐸𝑏𝑋0, 𝐸𝑏𝑋+ are binding energies of excitons and positively charged trions, ni are carrier 

densities per unit area, 𝐶𝑖 =  ℏ√
2𝜋

𝑚𝑖𝑘𝐵𝑇
 are thermal wavelengths and mi are effective masses of 

(i = e, h, X0, X+) electrons, holes, excitons, and trions, respectively as in Ref. 134.  

Most importantly, assuming constant pre-factors to the exponential term in equations 

4.17 and 4.18, we note that 𝑒𝑥𝑝 (−2) ≈ 0.135, 𝑒𝑥𝑝 (−1) ≈ 0.368, 𝑒𝑥𝑝 (−0.5) ≈ 0.607 

when the all-important ratio (
𝐸𝑏𝑖

𝑘𝐵𝑇
) varies from 2 to 1 to 0.5, respectively. This clearly shows 

that even when the binding energy 𝐸𝑏𝑖 is less than the thermal fluctuation energy (kBT), there 

still can be a finite, non-zero probability of having some bound states of excitons or trions. It 

is remarkable to discover that photocapacitance spectroscopy is still sensitive to these very 

small numbers of excitons or trions. As such, we already know that binding energy can also 

change under applied bias and can also thereby affect the above populations. However, such 

changes can be quite small (see figure 5(b) of reference 31). Therefore, based on the above 
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numerical estimates, unless the ratio (
𝐸𝑏𝑖

𝑘𝐵𝑇
) varies hugely, it need not affect the final population 

significantly.  

From figure 4.13, it is quite visible that peak photocapacitance value of two peaks also 

evolves with the bias. In figure 4.16(b), we show that peak intensity ratio of the peaks IX+ and 

IX0 varies slowly at the beginning. It then changes significantly with increasing applied electric 

fields. The ratio remains near unity in the low bias side, indicating an equal contribution from 

both excitons and trions. However, with increasing biases, trions start to dominate the 

photocapacitance spectra. This is because positive trions formation is always more 

energetically favourable compared to the excitons. As a result, the peak photocapacitance ratio 

of trions and excitons is shown to vary with the applied field, implying the formation of trions 

at the expense of excitons with the increase of electric field in the reverse bias regime. We tried 

to fit the above variation with a modified Arrhenius rate (R*) equation following our earlier 

work8 

                    








 dc

B

a V
k

E
R 


exp

1 **              (4.19)                                            

where   is a proportionality factor in units of V-1K-1 to ensure correct dimensionality and aE  is 

activation energy for transitions activated by bias voltage 𝑉𝑑𝑐, 
* is the thermal pre-factor 

representing the heat bath,  is the time period of the transition and kB is the Boltzmann 

constant. The experimental data on peak photocapacitance ratio in figure 4.16(b) fits well with 

such bias activated model. The ratio drastically increases around the reverse bias of -0.8 V. 

 

III. Differences in spectra at a fixed bias and with respect to 

temperature 

Photocapacitance and photo-G/ spectra at 200 Hz are compared with DC-photocurrent 

spectra for -0.6 V bias at 100 K as shown in figure 4.17(a). Spectral splitting is only observed 

in photocapacitance spectra whereas we don’t see any spectral splitting in photocurrent and 

photo-G/. Also, there is a slight shift in peak energy position observed among these. Such 

differences were also observed at room temperature and were attributed to dissociation of direct 

excitons which are not closer to the AlAs potential barrier. We know that photocapacitance 

arises mainly from the bias driven accumulated charge carriers near the AlAs barrier, whereas 
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the DC-photocurrent is solely affected by the charge carriers driven out of the junction. 

However, contributions to photo-G/ can come from both these regions.  Moreover, one can 

notice that the spectral broadening in the photocurrent spectra is reasonably higher than the 

photo-G/ and photocapacitance at -0.6 V. All these certainly imply that the origin of DC-

photocurrent spectra is different. The measured photocurrent is likely to originate from the 

dissociation of excitonic23 photo absorptions, which are mostly forming away from the 

junction31. This will be further elaborated in the next section. 

       (a) 

 

(b) 

Figure 4.17: (a) DC-photocurrent spectra are compared with photocapacitance and photo-

G/𝜔 spectra (at frequency 200 Hz) at a fixed bias -0.6 V. We don’t see any spectral splitting 

in the photocurrent and photo-G/𝜔 spectra at 100 K. (b) Photocapacitance spectral 

signature is plotted for 300 K and 100 K at a fixed applied voltage of -0.6 V. Temperature-

dependent spectral behaviour is differentiated. 

 

 In figure 4.17(b), we show the drastic changes in the photocapacitance spectral shape and 

the peak energy with the temperature variation from room temperature to 100 K. We compare 

these two spectra for a particular applied bias of -0.6 V. Here, we observe that the single 

excitonic peak at room temperature drastically changes to narrower double peaks of both 

excitons and trions at 100 K. This clearly indicates that such peak splitting occurs only at low 

temperature. Blueshift of the spectral peak energies with decreasing temperature can be 

explained from the usual band gap expansion. 

 

1.46 1.48 1.50 1.52

2.5

5.0

7.5

10.0
0

23

46

69

0

14

28

42

 

Photocapacitance (pF)

 

Energy (eV)

Photo G/ (pF)

 

Photocurrent (nA)

 

@ -0.6 V

1.35 1.40 1.45 1.50 1.55

20

40

60

 

 

 

2

4

6

8

10

Energy (eV)

P
h

o
to

c
a
p

a
c
it

a
n

c
e
 (

p
F

)

300 K 

@-0.6 V

100 K 

@-0.6 V



Chapter 4. Part B: Results and discussion  99                                                                                                  

   

 

IV. Why photocapacitance spectra are superior over 

photoluminescence spectra in detecting such indirect excitonic 

complexes 

Mostly, PL spectra were used in the past to understand the intricate details of many-body 

carrier dynamics of trions and FES. However, in our experimental results, we find 

photocapacitance is more informative in comparison to PL study in this type of barrier 

structure. To recognize the difference, in figure 4.18(a), we plot the PL spectra at 100 K for 

different applied biases. The spectral broadening, i.e., full width at half maxima (FWHM), is 

certainly more than that of usual intrinsic FWHM of any excitonic PL at low temperature. 

However, unlike photocapacitance spectra, we do not observe spectral splitting and any 

spectral shift in the PL spectra under increasing reverse biases.  

(a) (b) 

Figure 4.18: (a) Bias dependent PL measurement is carried out at 100 K. We hardly observe 

any bias dependence in the spectral features. (b) Integrated PL intensity versus intensity 

follows a power-law trend with an exponent value~0.96. This value corresponds to the 

presence of direct excitons, which are forming away from the AlAs junction. 

Also, this PL spectral peak energy is expectedly at a lower energy in comparison to the 

photocapacitance spectral peak. This indicates two different physical origins for PL and 

photocapacitance spectra. Integrated PL intensity versus optical excitation intensity also 

follows a linear variation in log-log scale which gives a slope of ~0.96 at 100 K indicating the 

presence of excitons as shown in figure 4.18(b). It is expected that neutral, indirect excitons 

(IX0s) and positively charged, indirect trions (IX+s) around the AlAs barrier hardly contribute 

to PL due to the lack of spatial overlap of their respective electron and hole wave functions. 

Therefore, the observed PL is mainly due to the presence of excitons, which are photoexcited 

far away from the AlAs junction and then, radiatively recombine. As a result, PL spectra are 
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hardly affected by the applied bias. However, the indirect excitons, trions (IX+), FES forming 

near the heterojunction are strongly influenced by the applied bias as shown in figures 4.13, 

4.14(a) and 4.14(b). As a result, such bias induced changes in carrier accumulations around the 

GaAs/AlAs/GaAs heterojunction can be sensed by photocapacitance.  

As such absorption and emission spectroscopies are based on two different mechanisms 

where carrier dynamics and detection techniques are different. In fact, this difference is the 

exact reason why PL was not able to respond to applied bias and could not probe the all-

important indirect excitons at 100 K even with more intense photoexcitation. This is because 

electron-hole pairs generated throughout the top GaAs also contribute significantly to PL. As 

reported previously for indirect excitons, the photocapacitance spectroscopy is now shown to 

be also sensitive to bias induced dipolar changes of indirect trions, FES formed across the AlAs 

barrier. It is this enhanced selectivity of photocapacitance spectroscopy to these spatially 

indirect dipoles of excitonic many-body systems like trions and FES which needed to be 

emphasized here. So, we want to point out that photocapacitance spectroscopy is a superior 

technique in detecting these delicate indirect excitons, trions, and FES in comparison with 

conventional PL spectroscopy.  

 (a)  (b) 

Figure 4.19: (a) and (b) Excitation intensity-dependent photocapacitance spectra for two 

different applied voltages –0.5 V and -1.0 V, respectively. The two biases correspond to two 

different spectral behaviours. At -0.5 V, the excitons and trions peaks are dominant whereas 

at -1.0 V, FES and excitons presence are visible. Optical excitation above the energy 

bandgap always creates an equal number of electrons and holes, and more intensity 

generates more carriers. However, it is the applied bias which selectively pushes electrons 

and holes into their respective TQWs and allows them to form excitons like bound states. 
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In addition, we want to state that optical intensity dependence of photocapacitance 

spectra is also studied for fixed biases at 100 K, as shown in figures 4.19(a) and 4.19(b). 

Spectral peak splitting and shapes are observed to be hardly affected by the variation of the 

optical excitation intensity over the range of 2 to 50 µW/cm2. Increase of the optical excitation 

intensity only enhances the magnitude of the overall photocapacitance. Interestingly, it is the 

applied bias, which plays a more crucial role to inject the optically generated carriers to 

respective TQWs to form excitonic complexes. Therefore, we now confirmatively claim that 

the formations of these spatially indirect trions and FES in this GaAs/AlAs/GaAs 

heterostructure can be predominantly controlled by the applied reverse bias and not so much 

by the optical excitation intensity. 

 

4.7.3 Summary of part B 

In a nutshell, photocapacitance spectroscopy was used to detect the formation of spatially 

indirect, bias driven, dipoles of excitons as well as positively charged trions around the AlAs 

barrier in GaAs/AlAs/GaAs p-i-n heterostructure even at 100 K. Bias dependent spectral peak

splitting of exciton and trions is also demonstrated. Moreover, in the higher density limit  

11011 cm-2, we have also identified the signatures of Fermi edge singularity from 

photocapacitance spectra. Contrary to popular beliefs, the presence of trions at such a high 

temperature of ~100 K in these III-V materials is explained using the Saha’s ionization 

equation. This analysis indicates that there is always a small but finite thermodynamic 

probability of the existence of excitonic complexes having binding energy lower than the 

thermal bath energy (kBT). Interestingly, we have shown that these small fractions of trions 

and excitons do respond to photocapacitance spectroscopy but not to conventional optical 

measurements like PL and DC-photocurrent spectra. However, it is established here that 

photocapacitance is a superior and sensitive experimental tool to probe and study these types 

of spatially indirect, many-body excitonic complexes in such single barrier p-i-n 

heterostructures. Such electrical detection and manipulation of excitons and trions at such high 

temperatures of 100 K were clearly unheard of in III-V materials. We predict that these 

observations provide a first concrete step towards any device-level experimental control of 

trions and FES at even higher temperatures. This can further lead to future applications39,157,158 

in next-generation optoelectronics and telecommunications devices, possibly even at room 

temperature, using similar heterostructures made with 2D monolayers of TMDC having high 
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excitonic binding energies. Moreover, it is difficult to directly probe the ‘dark’ excitons’ with 

standard optical emission-based spectroscopies. However, these kinds of capacitive techniques, 

have the potential to even sense dipolar signatures of ‘dark’ excitons, which constitute the true 

ground state of any excitonic BEC. Such indirect excitons in TMDC heterostructure are also 

predicted159,160 to display excitonic superconductivity, electro-optical spectral control of trion 

lasing161 and optical modulation162 of ‘dipolar’ excitons. Therefore, our studies on frequency-

dependent dynamic signatures of dipolar nature of excitons and trions can provide significant 

impetus to explore simple photocapacitive spectral control of excitons, trions, and FES for 

future applications.   

 

4.8 Temperature and bias dependent behaviour of photocapacitance  

In this section, we want to provide more experimental results which are not fully analysed yet 

and thus, not published in any journal so far. We wish to keep these unpublished results here 

by realizing that it might be helpful to clarify the queries which may arise in readers’ mind as 

well as for future use. These are the experimental results measured on the same sample in 

different temperature regime. In figure 4.20(a), we have plotted the photocapacitance spectra 

for different applied reverse biases at 10 K. The spectral peak position matches well with the 

GaAs energy bandgap at 10 K. Photocapacitance peak magnitude enhances as the applied 

reverse biases are increased. It is understandable that as the reverse bias is increased, 

corresponding more electrons and holes come close towards each other across the AlAs barrier 

and thus, form more excitons. More abundance of excitons creates more dipoles. Hence, we 

observe higher signal in photocapacitance measurement. However, we do not see any peak 

splitting and other signatures here as observed around 100 K temperature. Similarly, we 

measured photocurrent spectra in figure 4.20(b). Photocurrent spectra also show a nice sharp 

peak near GaAs energy band edge and always increase as the reverse bias is raised. Although, 

the microscopic analysis of this spectral signature is not clearly envisioned until now. In figure 

4.20(c), the photocapacitance spectral variation with the temperature is plotted for a fixed 

reverse bias of -1.0 V. Here, we see the spectral evolution from 10 K to 300 K. Beside peak 

energy shift with the temperature, we also notice the spectral shape change and energy    

splitting in the spectra.          
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(a) 
       

(b) 

     (c)                      (d) 

Figure 4.20: (a) photocapacitance spectra is measured at 200 Hz frequency modulation at 

10 K. Photocapacitance signal increases as the applied reverse bias is increased. (b) 

Similarly, photocurrent spectral behaviour is plotted for different applied reverse biases at 

10 K. (c) Photocapacitance spectra measured at fixed bias -1.0 V is plotted for different 

temperature ranging from 300 K to 10 K. (d) Photocapacitance versus voltage is plotted for 

different temperature values. Comparing (c) and (d), we overserve that spectral anomaly 

started after 150 K also has an impact on the photocapacitance versus voltage measurement 

as the dip converts into peak after 135 K. However, the physical origin of these observation 

is still not clearly comprehended by us and further studies require to realize these opto-

electrical measurements in this single barrier sample.  

 

We find these spectral behaviours as highly dependent on the measurement temperature. 

Photocapacitance versus voltage plot shows an interesting feature as shown in figure 4.20(d). 
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We observe a dip near 0.0 V in the photocapacitance measurement in the higher temperature 

regime 300 K to 135 K. However, it completely changes after 135 K temperature. Around 120 

K and below temperature, the dip in the photocapacitance plot becomes a peak and shift 

towards reverse voltage ~ -1.0 V. The underlying physics behind these interesting features are 

not yet understood properly and it certainly needs more analysis and experimental data before 

asserting any definitive claims.  
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Chapter 5 

Photo-induced oscillations in dielectric measurement: involvement 

of excitons and quantum capacitance 

5.1   Introduction 

Transport properties of carriers inside low-dimensional semiconductor heterostructures 

have very enriching physics and applications. Quantum mechanics mostly play significant roles 

to explain the carrier dynamics in these low-dimensional heterostructures. There are many 

published books163-167 on quantum transport in low-dimensional structures which explain 

details theoretical and experimental aspects, might be helpful to readers. Tunnelling is one such 

kind of phenomenon which can only be realized from the concept of quantum mechanics. 

Moreover, tunnelling in semiconductor heterostructure is well-understood carrier transport 

mechanism. Accordingly, there are two types of tunnelling processes which eventually 

contribute to two tunnel diodes: normal tunnel diode and resonant tunnelling diode. Normal 

tunnel diode was first invented by L. Esaki in 1958; hence, this is sometimes called Esaki diode. 

This is a highly doped semiconductor p-n junction diode. Due to this high doping 

concentrations, the depletion layer width of the p-n junction remains very narrow in the order 

of 10 nm or less10.  

(a)                               (b) 

Figure 5.1: (a) A schematic energy band diagram a normal tunnel diode. p+ and n+ are the 

highly doped carrier concentration in both the p and n-type sides of the device, respectively. 

𝑉′𝑝 and 𝑉′𝑛 are degeneracies on the p-side and n-side, respectively. (b) An 𝐼 − 𝑉 plot of 

tunnel diode which shows a negative resistance region. Ip (Vp)and Iv (Vv) are the current 

(voltage) values at peak and valley voltages, respectively. (taken from reference 10) 
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This narrow width and the degenerate valence and conduction bands facilitate the tunnelling 

process, as shown in figure 5.1(a). More interestingly, one observes anomalous current (I) - 

voltage (V) behaviour where current decreases with the increase in the applied voltage. This 

unique behaviour was first noticed by Esaki, and he explained this using the concept of 

quantum mechanical tunnelling effect. The particular region in the current-voltage plot where 

𝑑𝐼
𝑑𝑉⁄  shows negative slope is known as negative differential resistance. Tunnel diodes were 

mostly used for high-frequency oscillators, fast switching devices, etc. In figure 5.1(b), we 

show a schematic of the 𝐼 − 𝑉 characteristic of a tunnel diode. The negative differential region 

is evident from the graph. The details physics of this interesting 𝐼 − 𝑉 curve is explained 

thoroughly in reference 10.  

However, we are mostly interested in the physics of resonant tunnelling diode in this 

chapter. Here, the tunnelling happens only when the energy levels of the two transition states 

match resonantly. Mostly, double barrier p-i-n or n-i-n heterostructures devices have been 

studied to understand the resonant tunnelling phenomenon. In the case of double barrier 

structure, there exists a quantum well (QW) in between two barriers. The quantized energy 

levels (𝐸𝑛) of the QW play a vital role in the resonant tunnelling of carriers. There are as such 

three regions of interest in this kind of tunnelling physics: emitter region, well region or 

quantum-confined region and the collector regions as shown in a schematic diagram in figure 

5.2.  

 

Figure 5.2: A schematic energy band diagram of double barriers resonant tunnelling diode. 

𝐸𝐹
𝐸  and 𝐸𝐹

𝐶  are commonly known as the emitter and collector regions of the device. 𝑒1, 𝑒2 are 

the electron energy levels in the QW and ℎℎ1 and 𝑙ℎ1 are the energy levels for heavy hole 

and light hole, respectively. 
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In general, emitter and collector regions are considered as the electrodes of the system; 

thus, have free carriers. The corresponding energy expression for the same is, 

𝐸 = 𝐸𝐶 +
ℏ2𝑘𝑧

2

2𝑚∗ +
ℏ2(𝑘𝑥

2+𝑘𝑦
2)

2𝑚∗      (5.1) 

where, 𝐸𝐶 is the conduction band minimum, 𝑘𝑧 is the momentum of the carrier along the 

z-direction (growth direction), 𝑘𝑥 and 𝑘𝑦 are the momentum along the x-y plane, perpendicular 

to growth direction, 𝑚∗ is the effective mass of the carrier. The well-known energy expression 

for QW is as follows, 

𝐸𝑄𝑊 = 𝐸𝑛
𝑧 + 

ℏ2(𝑘𝑥
2+𝑘𝑦

2)

2𝑚∗      (5.2a) 

𝐸𝑛
𝑧 =

ℏ2𝜋2𝑛2

2𝑚∗𝐿𝑧
2      (5.2b) 

here, 𝑛 is the quantized energy levels, 𝐿𝑧 and 𝐸𝑛
𝑧 are the width and the energy of the QW 

along the growth direction, respectively. It is evident from the expressions that carriers in the 

collector and emitter regions have three-dimensional (3D) degrees of freedom. Whereas, 

carriers inside the quantum well have 2D degrees of freedom. So, this transition of carriers 

through the QW region is actually an example of 3D versus 2D energy levels matching in case 

of resonant tunnelling process. 

As mentioned above, resonant tunnelling happens when the energy of the incoming 

particles matches resonantly with energy of the transition state. During this transition, overall 

energy and momentum of the carrier mostly remain as a conserved quantity. Hence, one should 

consider the continuous momentum distribution of the carrier in the x-y plane on top of the 

quantized energy levels (𝐸𝑛
𝑧) inside the QW. Detailed analysis of such carrier transport and the 

consideration of momentum distributions are elaborated in chapter 8 of reference 10. So, we 

are not going to explain similar physics here again.  

Most interestingly, researchers have observed multiple peaks in current versus voltage 

measurement in this kind of heterostructure instead of a single peak in case of normal tunnel 

diode (see figure 34 in chapter 8 of reference 10). Due to the presence of more than one 

quantized energy levels inside the QW, multiple peaks appear when the value of each energy 

level resonantly matches with the energy of the incoming particles. However, in our 

experimental results, we will discuss the underlying physics of multiple peaks in capacitance 

and current in more details and also from a different perspective. In addition, we would like to 
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mention here that there are two types of resonant tunnelling process; one is known as coherent 

tunnelling and the other one is sequential tunnelling. In case of coherent tunnelling, the phase 

of the particles is maintained, i.e. the phase of the incoming particles is the same as that of the 

transmitted particles after tunnelling through the barriers.168,169 When the carriers traverse the 

tunnelling regions, there are many possible scattering mechanisms like elastic scattering, 

inelastic scattering which control the phase of the particles. Such phase-coherent tunnelling170 

is only possible if and only if the carriers go through elastic scatterings where the energy of the 

carriers remain conserved. This kind of phase coherence also can be maintained if the transport 

happens in the ballistic regime, i.e. without any scattering. However, these kind of theoretical 

predictions are very difficult to achieve and rarely encountered in real heterostructures as the 

interface roughness, trap states, defect centers, etc. actively contribute to dissipative scattering 

mechanisms. Whereas, in case of sequential tunnelling, incoming particles first tunnel from the 

emitter to the well and then from the well to the collector and the transmitted particles hardly 

have any phase correlation with the incoming ones. Sequential tunnelling faces multiple 

scattering during the process, thus phase information is naturally lost in this mechanism. Hence, 

the transmission peaks or the peaks in the current measurements should be sharper in case of 

coherent tunnelling whereas, one observes broadened peaks in case of sequential tunnelling 

due to multiple scattering events10.  

In this chapter, we are mostly involved in exploring the physics of resonant tunnelling in 

coupled 0D-2D system. We observe interesting quantum oscillations in electrical 

measurements when a single layer of InAs quantum dot (QD) embedded in GaAs/AlAs/GaAs 

p-i-n diode is optically excited at 10 K temperature. The observed peaks and valleys in the 

photocapacitance oscillations are found to be more informative and insightful to probe the 

interface dynamics of electrons, holes and excitons. We find distinct, periodic, and well-spaced 

photocapacitance peaks in the reverse bias. The peak amplitude gradually decreases as the 

reverse bias is increased. However, the photocapacitance peak values are higher, and the peaks 

are more closely spaced in the small forward bias side. Similarly, we have observed nice, clear-

cut oscillation in photocurrent and photoconductance versus voltage measurement also. In 

addition, to understand the precise nature of this oscillation, we have measured the 

photocapacitance spectra for different peak and valley voltages. Two sharp, discrete, resonant 

peaks in photocapacitance spectra at the crest voltages certainly imply the involvement of 

excitons in these oscillation physics. Formation of triangular quantum well (TQW) across the 

GaAs/AlAs interface and the presence of InAs QD layer have made it possible to form the 
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excitons easily. Furthermore, the existence of TQWs allows for 2D electron or hole gases 

(2DEG or 2DHG) in their respective wells. Formation of this 2DEG or 2DHG under optical 

excitation and applied bias also modify the effective junction capacitance measured across the 

intrinsic regions of the device. Change in effective capacitance with respect to dark geometrical 

capacitance is apprehended as a series contribution of another capacitance, which is known as 

quantum capacitance. This quantum capacitance again found to be mathematically 

interconnected to the excitons present in the system which we will describe shortly. Strikingly, 

the estimated exciton Bohr radius from the experimentally obtained quantum capacitance value 

matches well with our device configuration. This interpretation of excitons from the quantum 

capacitance point of view is somewhat new, and we claim it experimentally for the first time.  

As such semiconductor p-i-n heterostructure devices having zero-dimensional quantum 

dot (QD) layer within the intrinsic region were explored well in the past. This particular 

heterostructure is potentially very rich to probe the novel quantum dynamics of carriers like 

resonant tunnelling, Coulomb blockade, charging of individual quantum state, exciton 

dynamics, single-charge fluctuations at the interface,171 etc. QD heterostructure system is also 

very well-known for single-photon sources172, quantum information technology, etc. In the 

recent past, researchers have experimentally observed peaks in the photocapacitance and 

photocurrent versus voltage study in a similar 0D heterostructures. Observed peaks in 

photocapacitance versus voltage plot have been explained as the charging of QD’s S and P 

states173 and correlations of exciton complexes by Labud et al.28 and Pal et al.29. Recently, 

Vdovin et al. have shown154, 174, 175 interesting quantum oscillations in the photocurrent versus 

voltage measurement in a sample with an InAs QD layer embedded inside an AlAs single 

barrier structure. They have observed oscillation in photocapacitance measurement also, but 

the physics of the same remain unexplored. In our experimental study, we thoroughly probe 

the physics of these oscillations using photocapacitance and try to correlate the same with the 

involvement of excitons and quantum capacitance. 

 

5.2   Sample and measurement details 

The sample used for our experimental measurements has one InAs quantum dots layer 

within single barrier GaAs/AlAs/GaAs p-i-n diode. This particular sample structure has a 

similar configuration as one of the samples measured by Vdovin et.al154. It was grown by 

Molecular Beam Epitaxy (MBE) on a highly doped n+ GaAs substrate. The following layers
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are grown subsequently on the substrate: a 1.0 µm heavily doped (4×1018 cm-3) n+ GaAs layer 

is grown at temperature 550 C on top of the substrate for bottom contact, subsequently a 100 

– nm n doped (2×1016 cm-3) GaAs layer, and then 100 – nm undoped spacer layer of GaAs, 

two intrinsic AlAs layers of thickness 5.1 nm each having a 1.8 monolayer of InAs quantum 

dots layer in between them, then a 60 nm thick undoped GaAs layer complete the intrinsic 

region, after that a 0.51 - µm heavily doped (2×1018 cm-3) p+ GaAs layer which serves as top 

contact for the device. Circular ring shaped mesas having outer diameter 200 µm is used for 

top electrical contact having an optical window for photocapacitance measurements. The area 

of the gold contact pads is approximately 3×10-4 cm-2. A sketch of the sample structure is drawn 

in figure 5.3 for better visualization.  

 

Figure 5.3: A multi-layered p-i-n heterostructure device is drawn schematically to provide 

an overview of the device under study. 

 

For low-temperature measurements, we place our sample on a copper holder inside of a closed-

cycle cryostat CS-204S-DMX-20 from Advanced Research Systems. The temperature of the 

cryostat is controlled with a Lakeshore (Model-340) temperature controller. For 

photocapacitance measurement (𝐶𝑝ℎ𝑜𝑡𝑜 =  𝑑𝑄/𝑑𝑉), the sample is illuminated from the top p-

GaAs side using an Acton Research SP2555 monochromator having a 0.5-m focal length along 

with a 1000-W quartz-tungsten-halogen lamp. For photocapacitance measurements, we used 

Agilent’s E4980A LCR meter with small signal rms ac voltage of 30 mV with the frequency 

10 kHz (unless mentioned otherwise). A simple series equivalent circuit of capacitance (C) and 

conductance (G) in parallel was used to extract these parameters. The spectral response of the 

lamp-monochromator combination is reasonably smooth and changes slowly and 

monotonically within the wavelength ranges we use in our experiments.
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5.3   Results and discussion 

5.3.1 Photocapacitance oscillations and their correspondence to excitons 

In this section, we will address some intriguing experimental results and will try to 

analyze the essential physics behind that. We have used a single barrier GaAs/AlAs/GaAs p-i-

n heterostructure diode where the InAs QD layer is grown on AlAs layer. Besides, we notice 

that this kind of heterostructures are sensitive to optical excitation. Hence, most of the exciting 

experimental observations have been realized only in the presence of light. In figure 5.4(a), 

photocapacitance oscillations are plotted with respect to the applied reverse voltage at 10 K. 

Here, we measure this particular photocapacitance signal using an electrical modulation 

frequency 10 kHz and under a fixed photoexcitation wavelength ~ 630 nm having a constant 

power ~190 µW at the sample position. Periodic and distinct oscillations peaks are very much 

evident in figure 5.4(a) and the magnitude of these peaks decreases as the reverse bias is 

increased. More prominent and closely spaced peaks are identified for small forward biases 

shown in the inset of figure 5.4(a). 

(a) (b) 

Figure 5.4: (a) A periodic, distinct oscillation in the photocapacitance measurement is 

plotted for applied reverse bias. The initials few prominent peaks and valleys are marked 

with corresponding voltage values for the ease of identification. The inset shows much 

stronger oscillation amplitude and closely spaced peaks under the small forward-bias 

application. (b) An energy band diagram of the p-i-n device is drawn to understand the 

motion of charge carriers near the intrinsic region. 

 

A schematic energy band diagram (figure 5.4(b)) of this p-i-n device is depicted for reverse 

bias under photoexcitation. This standard diagram is based on past claims and 
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observation154,174,175 of such single barrier structures. Also, formation of GaAs TQW on both 

side of the AlAs barriers and the energy levels of electron (EQD
e) and holes (EQD

h) of InAs 

quantum dot is clearly visible in the diagram. The formation of GaAs TQWs across the AlAs 

barrier makes it easier to form 2DEG and 2DHG when the sample is excited with light of 

appropriate wavelength and bias is applied to the device. In reverse bias, we can have 2DEG 

in the p-side and 2DHG in the n-side TQW of the device. Now, the questions we raise what is 

the physics of this oscillation in the photocapacitance versus voltage plot? Do we expect any 

excitonic state to be present in this structure as this replicates our previously studied sample 

but having an extra InAs QD layer here? Does exciton play any significant role in these 

quantum oscillations? At this point, we further speculate that there should be an involvement 

of energy levels of TQW and the energy levels of InAs QD to explain this nice oscillation in 

photocapacitance. Now, it is well known that these energy levels of TQWs are explicitly 

voltage-dependent and can be altered by externally applied bias. 

To address all these speculations and ambiguities, in figure 5.5(a), we measured the 

photocapacitance spectra for initial few peak voltages (where the signal strength is 

comparatively higher) as marked in figure 5.4(a). Interestingly, we observed two sharp, 

resonant optical absorption peaks in the photocapacitance spectra, which certainly have an 

excitonic origin. These two peaks also consistently evolve with the applied bias. Whereas, the 

photocapacitance spectra measured at different valley voltages do not show sharp, systematic 

spectral signature like those measured under peak oscillation voltages. These were shown in 

figure 5.5(b). So, we have identified a crucial distinction between these two spectral signatures 

measured at peak voltages (P1=-0.4 V, P2=-0.66 V, P3=-0.92 V) and the valley voltages (V1=-

0.53 V, V2=-0.8 V, V3=-1.07 V), shown in figures 5.5(a) and 5.5(b), respectively. It is also 

quite evident from the figures 5.5(a) and 5.5(b) that excitonic presence is prominent when the 

spectra were taken at peak oscillation voltages. Whereas, in the valley voltages, we do not see 

such sharp excitonic signatures. So, at this point, we apparently claim that presence of excitons 

directly contributes to peaks in the photocapacitance oscillations. So, when these excitons 

vanish from the photocapacitance spectra or dissociate, we observe valleys in the 

photocapacitance oscillations. Now, we will explore a more detailed microscopic 

understanding of these excitons and their origin. Therefore, hereafter, we will mostly try to 

understand the spectral features measured at peak oscillation voltages as shown in figure 5.5(a). 

Initially, we find that the transition energy for the low energy peak ~1.520 eV at peak voltage 

-0.4 V (say). 
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          (a)                (b) 

Figure 5.5: (a) Two sharp, distinct, resonant peaks have been observed in the 

photocapacitance spectra for peak voltages -0.4 V, -0.66 V and -0.92 V. We identify these 

peaks as due to excitonic presence in the system. We also notice a clear-cut blue shift in peak 

energies with the biases. (b) Similar photocapacitance spectra have been plotted for valley 

voltages -0.53 V, -0.8 V and -1.07 V. However, here we do not see such sharp excitonic peak 

features like those observed under peak oscillation voltages. 

 

This transition energy value matches well with the standard GaAs excitonic energy gap at 10 

K. So, we assign this low energy peak in the photocapacitance spectra as GaAs peak. Moreover, 

the higher energy peak value ~1.606 eV at -0.4 V has the possible source of origin from InAs 

QD layer. As per previous studies176,177, InAs QDs grown on the AlAs layer have a much higher 

effective energy gap as compared to the same grown on the GaAs layer. Besides, 

photoluminescence (PL) study also yields QD peak signature in the higher energy side in 

InAs/AlAs QD sample at 10 K temperature178,179 . Hence, we ascribe this higher energy peak 

at -0.4 V as due to the lowest energy transition in InAs QDs. However, we would like to point 

out here that these InAs QDs grown on AlAs do not have any wetting layer180. Hence, we do 

not expect any contributions in the spectral response due to wetting layer. So, two peaks in the 

photocapacitance spectra at -0.4 V are attributed as GaAs exciton peak and the InAs QD exciton 

peak, just because, the energy value of the peak transition matches well with the known energy 

gap of the consisted layers. Now, to realize the formation of these excitons in this 

heterostructure system, we look into the energy band diagram of the sample in figure 5.4(b). 
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We excite the sample with a light of energy ~1.968 eV (~630 nm) from the top p-type side and 

simultaneously apply reverse voltage to the p-i-n device. Accordingly, we populate both the 

QD energy levels (EQD
e and EQD

h) and TQWs with the electrons and holes. As per the 

configuration of the heterostructure, we have electron accumulations in the p-side TQW and 

hole accumulations in the n-side TQW (shown in figure 5.4(b)) under reverse bias condition. 

These two opposite charged particles separated by few nm distances are attracted by Coulomb 

force and form indirect excitons. These are indirect as the electrons and holes are spatially 

separated by extra layers (AlAs, InAs). However, there are other possibilities of indirect 

exciton formation between InAs QD layer and GaAs TQWs in this particular structure. Like, 

holes in EQD
h can be attracted to electrons in GaAs TQW to form indirect exciton or electron in 

EQD
e can bind with holes in GaAs TQW in the opposite side to form indirect excitons. Although 

these probable mechanisms of indirect exciton formation are there, presently we do not find 

any substantial evidence to differentiate between various scenarios of formation of indirect 

excitons. Whereas, the electrons and holes which are generated in the QD layer, they form the 

direct excitons. It is important to note that although the lifetime of these direct excitons is very 

less ~ few ps, but there will be always a finite population of excitons as we are exciting the 

sample by a continuous light source. Moreover, optical energy of the light is much higher than 

the available energy bandgaps of the sample. Hence, presence of both direct and indirect 

excitons population can be sensed simultaneously under small frequency modulation (10 kHz) 

and reverse bias. Also, we have drawn the QD hole energy level (EQD
h) below the valence band 

maximum of GaAs following the previous report174, in the schematic energy band diagram. 

Here, we would like to mention that although EQD
h is shown to be the lowest energy state for 

holes in figure 5.4 (b), still holes from the GaAs TQW are not expected to occupy EQD
h through 

tunnelling due to following reasons. Firstly, EQD
h energy state mostly remains filled with the 

holes which are excited in the QD layer itself due to continuous excitation. Secondly, holes 

effective mass is quite large, and mobility is less in comparison to electrons which effectively 

reduces the probability of tunnelling by order of magnitude31. Henceforth, we reiterate that the 

holes hardly contribute to any tunnelling mechanism and remain in the same layer where these 

are created. However, the electrons play a crucial role in resonant tunnelling and quantum 

oscillation, which we will analyze in the next few paragraphs.   

Besides, we observe a significant blue shift in the low energy spectral peak with the peak 

voltages in comparison to higher energy peak in figure 5.5(a). To grasp the physics behind this 

blue shift, we necessitate knowing the evolvement of electron energy levels in the TQW with 
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the applied electric field. From the standard textbook understanding of quantum mechanics, 

one can solve the Schrodinger equation and get the approximate nth energy expression for 

GaAs TQW for electrons, 

𝐸𝑛  ∝  [
3𝜋

2
(𝑛 −

1

4
)]
2
3⁄

[
(𝐹𝑧𝑒ℏ)

2

2𝑚∗
]

1
3⁄

    (5.3) 

where 𝐸𝑛 is the nth energy level of the TQW and the potential of the GaAs TQW is V(z)= eFzz,  

ℏ is the reduced Planck constant, 𝐹𝑧 is an electric field across the intrinsic region in the growth 

direction z, 𝑚∗is the effective mass of electrons in GaAs. It is quite evident from the energy 

expression in equation 5.3 that the energy levels of TQW are explicitly dependent on the 

electric field and the energy levels blue shift with the electric field. Such variation will be 

negligible for InAs QD levels due to its smaller width along the growth direction, and also the 

energy levels have hardly any explicit field dependence. However, in table 5.1, we calculate 

the values of these energy levels for electrons considering an effective mass 𝑚∗~ 0.067𝑚0 of 

GaAs, for different peak voltages. Here, 𝑚0 is the free electron mass. 

Table 5.1: Energy levels of electron in TQW for different peak voltages. 

Peak 

Voltage 

(V) 

Electric 

Field (×106 

V/m) 

Energy 

level 

(n=1) 

(meV) 

Energy 

level 

(n=2) 

(meV) 

Energy 

level 

(n=3) 

(meV) 

Energy 

difference 

(n=2 -1) 

(meV) 

Energy 

difference 

(n=3 -2) 

(meV) 

P1= -0.4 11.09 95.4 167.7 226.7 72 59 

P2= -0.66 12.616 103.9 182.7 247 79 64 

P3= -0.92 14.135 112 197 266.3 85 69 

 

Here, we estimate the energy values for the initial three quantized energy states (n= 1, 2, 3). 

We find that energy levels spacing decreases with higher values of ‘n’ and increases with the 

electric field.  We also notice that the estimated energy level spacing (between n=2 and n=1) 

are in similar magnitude with the spectral peak energy differences in figure 5.5(a) and as shown 

in table 5.2. However, the theoretical calculation of energy difference between n=1 and n=2 

always increases with the electric field as shown in table 5.1, whereas experimental results do 

not follow this particular trend, mentioned in table 5.2. Hence, we deliberately nullify any 
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involvement of higher energy states except n=1, to explain the spectral behaviour in figure 

5.5(a) and its correlation with the oscillation in figure 5.4(a).  

Table 5.2: Energy difference between two peaks in the spectra taken for peak voltages: 

Peak Voltage (V) Direct exciton 

(QD) peak 

energy (eV)   

Indirect exciton (GaAs) 

peak energy (eV)   

Difference in peak 

energy (meV) 

P1= -0.4 1.605 1.521 84 

P2= -0.66 1.607 1.528 79 

P3= -0.92 1.621 1.537 84 

 

Furthermore, we have compared the field-dependent energy level separation for ground state 

(n=1) of TQW and low-energy spectral peak shifts in both the theoretical and experimental 

regime, respectively and tabulated these values in table 5.3 for a better connection. We observe 

a striking match between experimental and theoretical estimations. We find that energy level 

difference of indirect exciton peak measured between two successive peak voltages in the 

oscillation data matches quite well with the theoretical estimation of n=1 energy level 

difference for electrons in TQW for two peak voltages. This particular result certainly 

convinced us that only the involvement of n=1 energy level could explain the spectral blue shift 

in the low energy indirect exciton peak with the applied reverse bias. So, it can now be simply 

interpreted, as the electric field increases, n=1 level goes up, and the optical transition due to 

indirect excitons absorption happen in the higher energy values. Thus, we observe a blue shift 

in the indirect excitons peak in photocapacitance spectra. However, any change in hole energy 

levels of TQW due to the applied electric field is negligibly small due to the large effective 

mass of holes. So far, we have realized that there is a presence of both direct and indirect 

excitons in peak voltages of the oscillation. Indirect exciton peak significantly blue shifts with 

the applied electric field and can be explained by considering the evolvement of n=1 energy 

level of the electron in the TQW. Now, we would like to explain how the presence of excitons 

correlate with the observed oscillation in the photocapacitance versus voltage in figure 5.4(a). 

It is well-known that as we increase the electric field the corresponding energy level of the 

TQW goes up and when it matches resonantly with another energy level nearby then resonant 

tunnelling occurs. In this context, we have a QD electron energy level (EQD
e) sitting in the 

higher energy state, as shown in the schematic diagram in figure 5.4(b). Hence, n=1 energy 
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level of the electron in the TQW rises with the electric field and make a resonant transition 

once the energy matches with the EQD
e, then electrons from the TQW go away. 

Table 5.3: Theoretical and experimental comparison of energy shift for successive peak 

voltages: 

Peak voltage 

(V) 

TQW energy 

level (n=1) 

(meV) 

Indirect 

exciton peak 

energy from 

spectra (meV) 

TQW Energy level 

difference for 

successive peak 

voltages  (meV) 

Change in exciton 

peak energy for 

successive peak 

voltages  (meV) 

P1= -0.4 94.8 1520 8.4       (for P2, P1) 8       (for P2, P1) 

P2= -0.66 103.2 1528 8.2       (for P3, P2) 9       (for P3, P2) 

P3= -0.92 111.4 1537 16.6     (for P3, P1) 17     (for P3, P1) 

 

Thus, the indirect excitons also vanish, and we should not see a sharp excitonic peak in the 

spectra, as we do not observe excitonic peaks in the valley voltages. So, when the indirect 

excitons are there in the system, there prevails a dipolar environment which enhances the 

measured capacitance, and as the excitons dissociate at valley voltages, we observe dips in the 

oscillation. Now, this particular process should produce a single oscillation peak, as the n=1 

level already has contributed to resonant tunnelling, but we see multiple peaks in the 

oscillation. So, there is a catch which we want to mention here to understand multiple 

oscillation peaks. As mentioned earlier, the accumulated charges in TQWs also create an 

electric field which plays a significant role to alter the effective electric field at the intrinsic 

region. Once the resonant energy level matching happens, then the accumulated charges tunnel 

out from the TQWs, and the effective electric field across the intrinsic region diminishes. As a 

result, the n=1 energy level of the TQW goes down to lower energy values (but does not reach 

to, from where it started) with respect to EQD
e and again start filling with the carriers. Similar, 

process of resonant tunnelling through EQD
e and again filling up with photogenerated carriers 

go on and contribute to multiple peaks in the oscillation. However, the oscillation almost dies 

down when the TQW ground energy level (n=1) reach adjacent to the EQD
e under high reverse 

bias as observed in figure 5.4(a). So, in a nutshell, we had seen interesting quantum oscillations 

in the photocapacitance under reverse biases which we have interpreted as the involvement of 

excitons in the resonant tunnelling process. Also, the evolution of ground energy level (n=1) 
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of TQW for an electron with the electric field and the existence of QD energy level EQD
e 

facilitate to have resonant tunnelling process which effectively contributes to oscillations.  

Additionally, here the resonant tunnelling happens between these 2D and 0D coupled system. 

Now, QDs have complete discrete energy levels in all three spatial dimensions whereas the 2D 

TQWs have discrete energy levels only in the growth direction (z-axis) and other two spatial 

dimensions have a continuous distribution of energy. During resonant tunnelling, the total 

energy of the system should be taken care of. The details understanding of the particular type 

of resonant tunnelling (sequential or coherent) need more analysis, which is beyond the scope 

of the present study. 

Moreover, we observe a strong oscillation amplitude in the lower reverse bias, whereas 

in the higher reverse side, the amplitude of oscillations goes down (figure 5.4(a)). The possible 

reasoning may be that in the higher reverse bias or higher electric field values, the lowest 

energy level n=1 of the TQW reside at the possible top-level and almost merge with QD energy 

level. Hence, due to swallow confinement and merging of energy with QD energy values, 

excitonic features eventually start vanishing. So, in lower field regime oscillations are very 

dominant due to the strong presence of excitons, in the higher field regime, the oscillation dies 

down due to dissociation of excitons. In addition, the base photocapacitance or dark 

capacitance (below bandgap excitation) is also changing with the bias from 12.77 to 12.66 pF 

(change of ~110 fF) over the bias values -0.4 V to -1.07 V. Now, as the reverse bias increases 

the corresponding depletion width also increases which eventually decrease the capacitance as 

𝐶 =
𝜀𝐴

𝑑
. Important to mention here that all these changes of capacitance under photoexcitation 

is very small ~ few hundreds of fF and these change is only possible to observe when the 

current flowing in the circuit remains very small ~ few nano Amperes.  

 

5.3.2 Origin of quantum capacitance and its correspondence to excitons 

Capacitance usually means geometrical capacitance with which we are most familiar. 

Sometimes, this is also called electrostatic capacitance as the derivation of the same is based 

on electrostatic equations. Geometrical capacitance is a bulk phenomenon and depends upon 

the dielectric constant of the medium, shape, area of the capacitor plates, etc. However, 

quantum capacitance has an entirely different origin and mainly important for low-dimensional 

quantum heterostructure. Presence of 2DEG in quantum-confined heterostructure modifies the 
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effective capacitance of the system. Contribution of this extra capacitance cannot be explained 

from the standard electrostatic depletion capacitance type models. This additional capacitance 

has a substantial contribution from quantum mechanics and the density of states of the low-

dimensional system. The term quantum capacitance was firstly coined by Serge Luryi around 

1988181. In a GaAs/AlGaAs QW system, he clearly demonstrated how the presence of 2DEG 

inside the QW alters the total capacitance by a series combination with the geometric 

capacitance of the device. After that, there are numerous reports on quantum capacitance; both 

theoretical and experimental studies are published in peer-reviewed journals173,182-186. Most of 

the nanoelectronics devices are based on this quantum capacitance. Quantum capacitance finds 

application in understanding the microscopic details of low-dimensional devices, high-

frequency devices, etc.  

However, in this context, we are motivated to correlate the quantum capacitance with the 

excitons in this QD embedded single barrier p-i-n heterostructure. In our case, the formation 

of indirect excitons involves 2DEG and 2DHG in TQWs. And again quantum capacitance 

becomes essential due to the presence of 2D and 0D systems. Now, the quantum capacitance 

for a 2D system has the following expression, 

𝐶𝑞 = 𝜌𝑒2 =
𝑚∗𝑒

2

𝜋ℏ2
     (5.4) 

where 𝜌 is the two-dimensional density of states, 𝐶𝑞 is quantum capacitance per unit area, 𝑚∗ 

is the effective mass of carrier, 𝑒 is an electronic charge, ℏ is the reduced Planck’s constant. 

The above expression for quantum capacitance can be rearranged and written in terms of 

exciton Bohr radius accordingly,164 

𝐶𝑞 =
𝑚∗𝑒

2

𝜋ℏ2
=

𝜀

𝑎0
∗/4

     (5.5) 

where 𝑎0
∗ ≡ 

4𝜋𝜀ℏ2

𝑚∗𝑒2
= (0.053 𝑛𝑚)

𝑚0

𝑚∗

𝜀

𝜀0
 , 𝑎0

∗  is the exciton Bohr radius, 𝜀 is the dielectric 

constant of the medium, 𝜀0 is the dielectric constant of free space. Now, this expression in 

equation 5.5 looks similar to well-known formula for geometrical capacitance where the 

distance between two highly conducting plates is one-fourth of the excitonic Bohr radius. 

Hence, we can simply draw an analogy between quantum capacitance and classical capacitance 

by comparing the separation between the plates. When the separation appears in the order of 

excitonic Bohr radius, i.e., an order of a few nm, then it is termed as quantum capacitance 

whereas the distance in the micro-meter range or more implies the classical capacitance. 
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Usually, the value of quantum capacitance is much higher than the classical counterpart. Here, 

we will experimentally estimate the value of this quantum capacitance and then, aim to evaluate 

the value of exciton Bohr radius.   For a series configuration of geometric capacitance (𝐶𝑔) and 

quantum capacitance, one can write effective capacitance (𝐶𝑒𝑓𝑓) as 

1

𝐶𝑒𝑓𝑓
= 

1

𝐶𝑔
+

1

𝐶𝑞
      (5.6a) 

1

13
= 

1

12.8
+

1

𝐶𝑞
 ⇒  |𝐶𝑞| = 832 pF.     (5.6b)  

This is an approximate value of |𝐶𝑞| which is estimated from photocapacitance spectra at a 

fixed bias. Quantum capacitance can be negative or positive depending upon the experimental 

conditions which help to form the 2DEG or 2DHG inside the QWs. Here, in the absence of 

light and under small applied bias, we did not have 2D carrier accumulation. Thus, the 

capacitance of the device was determined by geometric capacitance. However, in the presence 

of light and applied reverse bias, 2DEG and 2DHG form inside the TQWs, and thus, there is 

an increment of effective capacitance with respect to dark geometric capacitance. Henceforth, 

we will deal with the absolute value of the quantum capacitance only. 

 

Figure 5.6: We have plotted the magnitude of quantum capacitance and corresponding 

excitonic Bohr radius for three peak voltages. This shows magnitude of quantum capacitance 

decreases whereas the excitonic Bohr radius increases as the applied reverse bias increases. 

 

Moreover, using the above-modified expression of quantum capacitance and the 

experimentally calculated value of |𝐶𝑞|~832 pF, we estimate the value of excitonic Bohr radius 

as ~16 nm. In figure 5.6, we plotted the values of quantum capacitance and corresponding 

values of excitonic Bohr radius with respect to the peak voltages in the reverse bias. These 
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values are estimated based on the magnitude of the indirect exciton peak in the three spectral 

data in figure 5.5(a). Importantly, we find that these values of exciton Bohr radius are crucial 

for this device as these match more or less with the separation of 2DEG and 2DHG layer in the 

intrinsic region. Hereafter, we claim that the significance of quantum capacitance is directly 

related to the excitonic presence in the system, and we experimentally first demonstrate this 

correlation. So, in a nutshell, we summarize that photocapacitance oscillation with respect to 

applied reverse bias (figure 5.4(a)) is directly influenced by the presence of excitons and 

involvement of quantum capacitance in this 0D-2D p-i-n resonant tunnel diode structure. 

Observations and possible explanations so far presented and discussed are not published yet, 

and the manuscript is currently under preparation stage only. More analysis and experimental 

measurement need to be carried out to fully understand the complete dynamics of carriers in 

this kind of complex 0D-2D interface of semiconductor heterostructure. In the next section, we 

provide some additional results, which are not yet adequately analyzed and may also require 

theoretical calculations, simulation to fully grasp the underlying physics.  

 

5.3.3  Further analysis and results to understand the physics of oscillation 

In the last few decades, mesoscopic physics of semiconductor nanoelectronics devices 

has evolved a lot, but researchers still lack complete knowledge of the carrier dynamics of a 

multi-layered semiconductor quantum heterostructure devices. It is also realized that the 

presence of many interfaces of semiconductor hetero layers makes the quantum devices too 

complicated to understand the underlying physical mechanism. In this case, our sample is also 

consisted of many layers having an InAs QD layer and GaAs TQWs in both sides of the AlAs 

potential barriers. So, a complete understanding of the observed experimental features requires 

more analyses and results.  

Until now, we have only explained the physics of oscillation and spectral features in the 

reverse bias side. However, in the small forward bias regime (less than the built-in voltage ~1.5 

V), we have observed more prominent and closely spaced oscillation, which we have not 

explained yet, as shown in the inset of figure 5.5(a). To realize this interesting oscillation, we 

measured the excitation wavelength-dependent oscillation in this particular voltage range as 

plotted in figure 5.7(a). It is evident from figure 5.7(a) that as the optical excitation energy 

comes down below the energy bandgap of the constituent materials, the corresponding 
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oscillation vanishes. This implies that the observed oscillation is highly sensitive to optical 

excitation. We also notice that with the excitation wavelength, the oscillation peak voltages  

(a) (b) 

Figure 5.7: (a) We have plotted photocapacitance oscillations with different excitation 

wavelengths for low forward bias. Depending upon excitation energies, the peak amplitude 

and positions also vary. (b) The estimated peak shift with the excitation wavelengths is plotted 

to understand the wavelength dependency.  

 

also shift towards higher voltages, as shown in figure 5.7(b). At this point, we speculate that 

this closely spaced oscillation may have originated from the closely spaced hole energy levels 

in TQW due to a higher value of hole effective mass (equation 5.3). It has been inferred that 

maybe the change of applied bias polarity has allowed the photogenerated holes to dominate 

the dielectric measurement. Additionally, we also observe exciting photocapacitance spectral 

signature in the forward bias regime. In figure 5.8(a) and 5.8(b), we plot two photocapacitance 

spectral results for 0.326 V and 0.6 V, respectively. We have chosen these two specific positive 

voltages as the 0.326 V locates one peak position in the oscillation regime (0.0 V to 0.5 V) 

whereas the 0.6 V lies beyond the oscillation regime. It is important to note that we see nice 

excitonic peak features when the spectra are taken in the oscillation regime but there is no trace 

of excitonic presence as the spectra is measured beyond the 0.5 V. Another way to represent 

this study is that presence of excitons in the system highly contribute to nice oscillation in the 

photocapacitance versus voltage measurement but in the absence of the same, we do not see 

any oscillation.   
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(a) 
 (b) 

Figure 5.8: (a) and (b) Photocapacitance spectra measured at two different forward bias 

values; 0.326 V and 0.6 V, respectively. We observe a prominent excitonic peak at 0.326 V 

whereas we do not see clear excitonic peak at 0.6 V. However, we have seen earlier (figure 

5.7(a)) that the small forward voltage oscillation vanishes after 0.5 V. So, these observations 

apparently suggest that the presence of excitons are somehow related to the observed 

oscillation in the photocapacitance versus voltage measurement. 

 

 Besides, we also observed very systematic, periodic oscillation in the photocurrent and 

photo-G/𝜔 with respect to the applied voltage. In figure 5.9(a), we have compared both the 

oscillation. It is visible from the plot that photocurrent oscillation peaks are voltage-phase 

shifted to the photo-G/𝜔 peaks. However, we find that photocapacitance and photo-G/𝜔 peaks 

exactly coincide with each other, as shown in figure 5.9(b). The fundamental reasons behind 

this drastic disparity in the oscillation behaviour are yet to unfold, and the analysis is under 

progress. Moreover, we find the photo-G/𝜔 peaks are lying in the slope of the photocurrent 

oscillation data. Now, a derivative of this photocurrent data with respect to voltage (𝑑𝐼/𝑑𝑉) 

exactly reproduce the photo-G/𝜔 as plotted in figure 5.9(c). Also, it is quite evident from the 

photocurrent oscillation that the appearance of multiple peaks in the 𝐼 − 𝑉 certainly represent 

the multiple negative differential region (NDR). Usually, in a normal tunnel diode, we have 

single negative differential region whereas the presence of many NDR in a single device may 

be helpful in future to make complex high-frequency oscillators, multiple logic, and memory-

based devices10, etc. 
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(a) (b) (c) 

Figure 5.9: (a) We compare the oscillation of photocurrent and photo-G/𝜔 for reverse bias 

side. The peak positions are voltage shifted to each other. (b) However, Photocapacitance 

and photo-G/𝜔 fall exactly in line with each other. (c) The derivative of photocurrent with 

respect to voltage 𝑑𝐼/𝑑𝑉 replicate the photo-G/𝜔, implies that these are connected and have 

a similar origin. 

 

5.4  Conclusions  

In summary, we have observed systematic, prominent, periodic and reproducible 

oscillation in the electrical measurement, when an InAs QD inserted single barrier GaAs/AlAs 

quantum heterostructure p-i-n device is optically excited at 10 K. Multiple peaks in the 

oscillation are realized due to resonant tunnelling in between QD energy levels and TQWs 

energy levels. We further measured the photocapacitance spectra for different peaks and valley 

voltages. Importantly, we notice sharp excitonic peaks in the spectra, taken at peak oscillation 

voltages whereas we hardly see clear excitonic feature in the valley voltages. This investigation 

implies that the involvement of excitons plays crucial roles for the oscillation in 

photocapacitance. The blue shift of low energy indirect exciton peak is explained due to the 

evolvement of mostly n=1 electron energy level of TQW. Moreover, for the first time, we 

experimentally demonstrate the correlation between quantum capacitance and excitons. 

Estimated excitonic Bohr radius matches well with the sizes of indirect excitons within our 

device. Therefore, throughout this chapter, we aimed to explain the microscopic physics behind 

the interesting photo-induced quantum oscillation in this GaAs/AlAs/InAs complex p-i-n 

heterostructure device. At this stage, we hope that we are able to give the readers a brief 

microscopic overview of the underlying carrier dynamics in this quantum heterostructure. This 

work is now under thorough investigation and manuscript is in the preparation stage. Further 

experimental results and analysis require to comprehend the complete internal carrier 

movement.

-2.0 -1.5 -1.0 -0.5 0.0

-250

-225

-200

 

 

Voltage (V)

 Photocurrent

 Photo G/

P
h

o
to

c
u

r
e
n

t 
(n

A
)

-10

-5

0

5

10

15

 
 P

h
o

to
-G

/
 (

p
F

)

-2.0 -1.5 -1.0 -0.5 0.0
12.5

13.0

13.5

 

 

P
h

o
to

c
a
p

a
c
it

a
n

c
e
 (

p
F

)

Voltage (V)

-10

-5

0

5

10

 P
h

o
to

-G
/

 (
p

F
)

-2.0 -1.5 -1.0 -0.5 0.0

-10

-5

0

5

10

15

Voltage (V)

 

 

 

 P
h

o
to

-G
/

 (
p

F
)

-4

-2

0

2

4

P
h

o
to

-d
I/

d
V



 

 

Chapter 6 

Summary and future directions 

6.1   Conclusions 

In summary, we want to mention that studying the condensed matter physics of excitons 

and its experimental signatures are itself a vast and really diverse set of topics of research 

problems. There are different types of excitons and a large variety of excitonic complexes 

which are possible to form in semiconductor-based quantum heterostructures. Moreover, 

scattering of excitons with a variety of phonons, defect states, crystal potentials inside materials 

and quantum structures make the physics of excitons even more intriguing. Also, the lack of 

precise experimental signatures which can differentiate different types of excitons under the 

presence of light and electric field need rigorous understanding and analyses. Henceforth, there 

was always some scopes to explore hitherto unknown physical aspects of excitons in order to 

gain control over excitons inside semiconductors structures. We also understand that excitons 

play a crucial role in optical absorption and emission processes as well as in electrical transport 

properties of semiconductor heterostructure. Furthermore, due to their intrinsic dipolar nature, 

they are expected to respond in measurements which can sense the non-trivial dielectric 

polarization of these dipolar excitons. Therefore, in the research work presented in this thesis, 

we had always aimed to explore dipolar behaviour of excitons in III-V semiconductor 

heterostructures devices in various temperatures and frequency domains. We have explored 

some interesting insights and signatures of excitons which were not addressed previously. 

Photocapacitance based optoelectronic approaches are established by us as a sensitive 

technique to detect many-body physics of indirect excitons at the heterostructure interfaces, 

which is not possible using standard PL technique. 

Physics of spatially direct and indirect excitons have interesting dynamics and distinct 

features which allowed us to distinguish them based on the characteristic experimental 

signatures of their dielectric polarization behaviours. Normally, researchers generate a mixed 

population of indirect excitons by dissociating some of these direct excitons inside coupled 

quantum wells (CQWs) using high electric fields. Instead of CQWs, here we have created 

indirect excitons in single barrier heterostructure devices by photoexcitation and applied 

electric field. Therefore, we find this method of generating long-lived, indirect excitons much 

easier where the generic features of these indirect excitons remain intact due to the presence of 

a large potential barrier preventing them from recombining. However, indirect excitons are 
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important mainly due to their longer radiative lifetimes. Such long lifetimes may eventually 

help these indirect excitons to reach thermal equilibrium and thus allow phase transitions like 

excitonic Bose-Einstein condensations (BEC) and excitonic superconductivity, etc. 

Henceforth, we have extensively studied the physics of indirect excitons and demonstrated our 

unique approach to detect and investigate experimental signatures of these dipolar indirect 

excitons. 

It was also understood and reported previously, that inside quantum heterostructures, 

binding energy of excitonic states enhance due to strong quantum confinement effects. 

However, with the help of our sensitive experimental techniques to sense the overall dipolar 

polarization of excitonic dipoles, we have established that even a small fraction of excitons 

present in any system can be explicitly identified. Therefore, we were able to clearly establish 

that excitons can survive even at higher temperatures where the thermal energy is way more 

than the Coulombic binding energy of these excitonic states. Earlier, photocapacitance 

technique was used mainly to probe the sub-bandgap defect states, trap states of 

semiconductors. Whereas, there were only a few reports on detecting excitons using 

photocapacitance spectroscopy. However, we have clearly demonstrated and explained how 

photocapacitance spectroscopy could be used to detect the presence of excitons and excitonic 

complexes. Moreover, we have also estimated the dipole moments and polarizabilities of these 

excitonic dipoles form the shift of spectral peak energy with applied bias. 

In our first work, we intended to find a new dielectric signature of excitons in quantum 

confined laser structures at room temperature. Accordingly, we have established a novel 

electrical technique to identify the presence of excitons in GaInP/AlGaInP MQW and MBE 

grown InGaAs/GaAs QD laser diodes. Differential capacitance (𝑓𝑑𝐶/𝑑𝑓) measurements with 

frequency under different applied forward voltages bear the signature of excitons in these 

quantum confined structures. Presence of excitonic dipoles at the junctions of these light-

emitting diodes, certainly modify the junction capacitance depending upon applied modulation 

frequency. We conceived a phenomenological rate equation considering the effects of applied 

bias on the dynamics of various rate-limited processes. Formation of stable excitonic 

population inverts the usual negative Arrhenius slope to positive one which eventually appears 

as ‘negative activation energy’. We demonstrate that this ‘negative activation energy’ relates 

to the presence of transitional bound states, which was identified by us as excitons. That is 

because the calculated average energy of this bound transitional state matches well with the 

binding energy of the weakly confined excitons in these laser diodes. We emphasize that such 
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occurrence of ‘negative activation energy’ was not observed in ordinary Silicon diodes which 

do not emit light as electroluminescence and perhaps are non-excitonic in nature. Further 

increase in charge injection suppresses the differential capacitive response, which shows a 

gradual Mott transition of exciton states into electron-hole plasma in GaInP/AlGaInP MQW. 

This all-electrical, steady-state description of excitonic presence and its subsequent 

suppression is fully supported by standard optical spectroscopic signatures of excitonic Mott 

transition. We speculate that this work may lead to innovative applications based on efficient 

electrical modulation and control of excitonic light emitting devices. Further studies are 

required to make concrete applications and also to fully comprehend various analytical details 

of dipolar contributions of excitons through such dielectric polarization measurements using 

capacitive methods.  

We have also studied photocapacitance signature of bias driven, inverted dipoles of 2D 

indirect excitons formed across 8 nm thin AlAs tunnel barrier in  bands of GaAs/AlAs/GaAs 

heterostructure. We have argued that quantum confinements of photo-generated electrons and 

holes in triangular 2DEG and 2DHG structures enhance both the excitonic binding energy and 

the thermodynamic probability of these indirect excitons to survive even at room temperature. 

We have also analyzed characteristic differences in the electric field dependence of excitonic 

features in both photocapacitance and DC-photocurrent spectra. In particular, we have shown 

that large, tunable dipole moment along the growth direction can be engineered to selectively 

probe, control, and manipulate the indirect excitons by photocapacitance using applied bias 

and modulation frequency. Moreover, peak photocapacitance signal follows a reasonable upper 

limit of areal density of photo-generated indirect excitons. Remarkably, we could demonstrate 

that the photocapacitance technique which was rarely used in the past to detect excitons can be 

used to identify indirect excitons. 

Furthermore, we have used photocapacitance spectroscopy to detect the formation of 

spatially indirect, bias driven, dipoles of excitons as well as positively charged trions around 

the AlAs barrier in GaAs/AlAs/GaAs p-i-n heterostructure even at 100 K. Bias dependent 

spectral peak splitting of exciton and trions was also demonstrated. We also want to emphasize 

here that physics of these excitons and excitonic complexes are highly dependent on applied 

bias and happen mostly under photoexcitation. Additionally, in the higher density limit  

11011 cm-2, we have also identified the signatures of Fermi edge singularity and trions from 

photocapacitance spectra. Contrary to popular beliefs, the presence of trions at such a high 

temperature of ~100 K in these III-V materials is explained using the Saha’s ionization 
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equation. This analysis indicates that there is always a small but finite thermodynamic 

probability of the existence of excitonic complexes having binding energy lower than the 

thermal bath energy (kBT). Interestingly, we have shown that these small fractions of trions 

and excitons do respond to photocapacitance spectroscopy but not to conventional optical 

measurements like PL and DC-photocurrent spectra. Until now, researchers mostly used PL to 

study these excitons, trions, and FES in a variety of materials. Our work also explains why and 

how photocapacitance spectroscopy can efficiently probe these interacting dipoles of trions and 

FES, which ordinary luminescence spectroscopy fails to do so.  

Such electrical detection and manipulation of excitons and trions at such high enough 

temperature of 100 K were clearly unheard of in III-V materials. We predict this work opens 

up the possibility of experimental detection of indirect excitons and trions using 

photocapacitance in materials with higher excitonic binding energies.  This may provide a first 

concrete step towards any device-level experimental control of these excitonic complexes at 

higher temperatures. Significant differences between excitonic signatures of photocapacitance 

and photocurrent spectroscopies may also be used to address either indirect or direct excitons. 

This can further lead to future applications in next-generation optoelectronics, 

telecommunications, and excitonic devices, possibly even at room temperature, using similar 

heterostructures made with 2D monolayers of TMDC having high excitonic binding energies. 

Moreover, it is always difficult to directly probe the ‘dark excitons’ with standard optical 

emission-based spectroscopies. However, these kinds of capacitive techniques have the 

potential even to sense dipolar signatures of ‘dark’ excitons, which constitute the true ground 

state of any excitonic BEC in III-V semiconductors. Such indirect excitons in TMDC 

heterostructure are also predicted to display excitonic superconductivity, electro-optical 

spectral control of trion based lasing and optical modulation of ‘dipolar’ excitons. Therefore, 

our studies on frequency-dependent dipolar signatures of excitons, trions, and FES can provide 

significant impetus to explore simple photocapacitive spectral control of these excitonic 

complexes for future applications.   

Finally, we have also probed indirect excitons in coupled 0D-2D quantum structure 

where InAs QD were inserted inside single barrier GaAs/AlAs p-i-n quantum heterostructure 

and measured at 10 K. A prominent, periodic and reproducible quantum oscillation in the 

electrical measurement were observed when the sample is optically excited. Multiple peaks in 

the oscillation are realized due to resonant tunnelling between QD energy levels and TQWs 

energy levels. Photocapacitance oscillation with the applied reverse bias, was found more 
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informative about excitons as compared to photocurrent and photo-G/𝜔. We further measured 

the photocapacitance spectra for different peaks and valley voltages. Importantly, we have 

noticed sharp excitonic features in the spectra, taken at peak oscillation voltages whereas we 

hardly have seen sharper excitonic features in the valley voltages. This observation certainly 

established that the involvements of excitons are crucial for observing such coherent 

oscillations. The blue shift of low energy indirect exciton peak was explained due to the 

evolvement of n=1 electron energy level of TQW. Moreover, we experimentally demonstrated 

the correlation between quantum capacitance and excitons for the first time. The estimated 

excitonic Bohr radius from the quantum capacitance results fit well with our device 

dimensions.  

Moreover, one may apply a similar analysis to investigate the presence of condensed 

excitonic phases at low temperatures and other rate-limited transitions involving any bound 

states/quasiparticles in various materials/device structures intended for advanced functionality 

including ‘excitonics’. Specifically, there is increasing consensus about the role of dark 

excitons, in connection with still ‘elusive’, concrete experimental signature of excitonic BEC. 

It has been realized that standard optical tools, which indirectly, study such excitonic 

condensations by looking only at photons coming out once excitonic quasi-particles decay, 

might actually overlook the BEC altogether. At this point, we speculate that our dielectric 

experiments dealing with frequency-dependent dynamic signatures of dipolar excitons will be 

able to throw more light in that direction as these tools will also be sensitive to the presence of 

the dark excitons  

Therefore, throughout this thesis, we have tried to probe and explain interesting physics 

of excitonic complexes in p-i-n quantum heterostructure. Frequency and voltage-dependent 

dielectric measurements were carried out to trace the novel signature of direct excitons in 

quantum confined laser structures. We were able to establish that photocapacitance is a superior 

and sensitive experimental tool to investigate these types of spatially indirect, many-body 

excitonic complexes in such single barrier p-i-n heterostructures. At this stage, we hope that 

we were able to provide the readers with a brief outlook on how to study the vast and still 

unexplored condensed matter physics of excitons in these quantum heterostructures. Although, 

we understand that further experimental results and analyses will be required to comprehend 

some of the recent observations. 
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6.2   Future plans 

Importance of excitons has been utilized in various fields of research in the last few 

decades: from basic physics studies to semiconductor device applications including excitonic 

Mott transition, excitonic Bose-Einstein Condensation (BEC), exciton-polariton laser, 

excitonic solar cells, low-dimensional optoelectronic devices like photodetector, LEDs, non-

linear electro-optical effects of excitons, etc. Excitons usually have very low binding energy 

(few meV) in III-V semiconductors like GaAs, InAs, etc. As a result, till now most of the 

interesting physics of excitons were only observed and understood at very low temperatures 

around a few Kelvin or below. Although, there are few materials like copper oxides, zinc 

oxides, organic and inorganic lead halides perovskites and 2-dimensional transition metal di-

chalcogenides where excitons can have very high binding energies (~tens to hundreds of meV). 

However, many of these material systems still lack good quality epitaxial film growth 

techniques to make quantum heterostructures. Problems with material stability and difficulty 

in fabrication of large area, uniform quantum heterostructure devices become long-standing 

challenges for their applications. Whereas, epitaxial growth of good quality III-nitride 

semiconductor quantum heterostructures were already demonstrated in various laboratories. 

Also, the excitonic binding energy of these III-nitride semiconductors are sufficiently high 

(~tens of meV) to easily probe and explore their own excitonic physics even at room 

temperature.  

In the near future, I plan to study quantum materials with high excitonic binding energies. 

Recently, worldwide researchers are concerned and involved to explore the physics of a few 

emergents and promising optoelectronic materials namely, III-Nitride semiconductors, 

transition metal di-chalcogenides (TMDC), organic-inorganic perovskite, etc. These materials 

have the humongous potential for next-generation optoelectronic applications. These are also 

interesting because of their high excitonic binding energy which allows probing important and 

rich excitonic physics at room temperature. At this point, I hope that studying the many-body 

physics of excitons in these Nitride materials using opto-electrical techniques (mainly, 

photocapacitance and photocurrent spectroscopy) in both frequency and voltage regime may 

lead to some significant experimental outputs. Moreover, we found photocapacitance 

spectroscopy as an efficient and sensitive tool in comparison to standard photoluminescence to 

probe the exciting physics of indirect excitons in III-V heterostructure devices. Therefore, I 

want to extend our opto-electrical approach to study the dielectric polarization of excitonic 

complexes in III-nitride semiconductor as well as in layered TMDC heterostructure devices.  
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Off late, GaN is considered as a very important optoelectronic material with potential 

application in power electronics and high-speed devices. Microscopic understanding of the 

carrier dynamics and charge distribution inside any nitride-based heterostructures is a long-

standing research problem which needs to be addressed to improve the efficiency of any opto-

electronic devices. There are some technical difficulties like growing of high-quality p-GaN, 

high activation ratio of Mg as hole carriers, diffusion of Mg during high-temperature growth, 

etc. remain as debatable concerns in InGaN/GaN QW light-emitting diodes (LEDs), which 

limit their efficiency187. Moreover, these problems are hardly addressed analytically, rather 

dealt with by varying different growth parameters. Besides, there is a ‘green gap’ problem188 

in InGaN/GaN QW LEDs, which eventually restricts scientists and engineers to make more 

efficient white light source using combination of red, green and blue LEDs. The above-

mentioned challenges of drooping efficiency are due to the lack of thorough microscopic 

understanding of the carriers’ transport dynamics and control of defects distribution, non-

radiative centers inside the interface of these hetero layers. 

We propose that understanding the microscopic physics and distribution of excitons and 

their optical and electrical properties, lifetimes, etc. using opto-electronic based approach will 

be helpful to get a better overview of defects distribution, internal carrier dynamics in these 

excitonic materials. Moreover, there should be also some interesting excitonic physics at the 

interface of polar and non-polar InGaN/GaN QWs which will be important to understand the 

‘green gap’ problems in LEDs188. Later on, I plan to probe single InGaN/GaN QDs. At this 

point, I anticipate that a single quantum dot might sustain a single electron-hole pair or a few 

excitons in the time scale of their lifetimes. One can optically create the electron-hole pairs 

with selective photoexcitation and can simultaneously detect the tiny changes in dielectric 

polarization behaviours using capacitive techniques. This will also allow me to probe 

microscopic details of QD charging and Coulomb blockade physics even at room temperature. 

More importantly, at this point, I foresee that a single exciton might be a source of a single 

photon light emitter. So, getting the confirmative experimental signatures of such single photon 

emitter and simultaneously able to manipulate their energy states will be a great leap towards 

future technological applications. Overall, all these studies will facilitate researchers to 

understand better details of the underlying microscopic physics of excitons and charge carriers 

and grow high-quality quantum heterostructure devices using either III-nitride materials or 2D 

TMDC materials for next-generation optoelectronics applications. 
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