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Abstract

Active matter are systems whose individual units continuously extract energy from the
environment to do produce some mechanical output. Examples ranges from bacterial propulsion,
Janus particles to flocks of birds. Non-equilibrium properties of active matter have been
recently utilized to produce useful work and design systems to rectify the activity of the
bath, yet little is known about the work extraction from an active medium. In this thesis, we
carefully study the statistics of thermodynamic quantities of a non-linear oscillator, called
Adler oscillator, kept in presence of an active bath(Eg. bacterial bath), in particular we
compute the power and work inputted into the system. In the process, we also look at
the case of thermal bath, which occurs as low-correlation time limit of the active bath and
elaborate the effects of correlation time(activity) 7.In the presence of active bath, the effect
of the correlation time has been explored for the overdamped system near the bifurcation
point. The main results of the thesis are : (i) In the case of a thermal bath, we exactly derive
analytical expressions for the average power and variance in work at large times inputted
into the system in the overdamped limit.(ii) In the underdamped limit, we found that the
system has very high relaxation time to reach a unique steady state in the bistable region,and
hence one can see signs of hysteresis effects in the presence of bath for long computation
times O(107).(iii) Numerical studies have been done to show that unified colored noise
approximation doesn’t capture the steady state properties, whereas Fox’s approximation
converges for small correlation times until there isn’t significant deviation from Gaussian
distribution in the angular velocity. (iv)Control of the activity of the bath can be used to
regulate the power statistics. (v) Increased activity of the bath can be used to enhance the
diffusive behavior at the bifurcation point, more than in the thermal bath case. We also
found that the variance in the work inputted at large times increases with the activity of
the bath at the bifurcation point.(vi)Numerical studies suggest that for values above the
bifurcation point, there exists a finite critical correlation time 7. when the average power

inputted into the system is minimum, that can be below the deterministic case.

x1



xii



Contents

Abstract

1 Preliminaries
1.1 Non-linear dynamical systems . . . . . . . . ... .. ... ...
1.2 Stochastic Thermodynamics . . . . . . . . . . .. ... ... ... .. ....

1.3 Physics of Active Bath . . . . . . . ... oo

2 Adler oscillator in an Active Bath
2.1  Nonlinear deterministic driven oscillator . . . . . . . . . . . . . .. ... ..
2.2 Nonlinear stochastic driven oscillator in a thermal bath . . . . . . . . . . ..

2.3 Nonlinear stochastic driven oscillator in an active bath . . . . .. .. .. ..
3 Conclusions & Outlook
Appendices
A Functional Calculus
B Numerical Recipe for stochastic dynamics

C Chapman-Enskog Method for active bath

xiil

xi

13

25

26

30

46

59

66

67

69

71



Xiv



Introduction

The goal of statistical mechanics is to explain the macroscopic changes in nature, in a
probabilistic nature, with reduced macroscopic parameters, without keeping track of individual
degrees of freedom. Equilibrium statistical mechanics provides a microscopic description
for the empirical laws of thermodynamics. But in nature, most of the systems are out of
equilibrium, either in the process of relaxation to equilibrium or others maintained out of
equilibrium with a constant flux of energy. Active matter systems are examples of the latter
case. There is also a rich phenomenology associated with non-linear system that are kept
out of equilibrium, like spatio-temporal pattern formation in BZ reaction|[1], self-organized
criticality[2, 3] etc. In this thesis, we explore the role of fluctuations(both thermal and
active) in the statistics of the thermodynamic quantities of a non-linear oscillator in a non-
equilibrium steady state(NESS).
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Figure 1: Micro-sized asymmetric rotor can be used to extract work from homogeneous
medium of bacterial solution. Taken from [4]

Active Matter, systems with the individual particles continuously extracting energy from

the different sources to produce some mechanical output, has recently attracted much of



attention in developing models in understanding their unique phenomenology and experiments
to extract useful work. Examples of active matter range from biological systems to chemically
processing systems, from motile sperm cells[5], bacterial colonies[6] to Janus particles|7].
These systems are inherently out of equilibrium, as they don’t satisfy detailed balance, and
show phenomenology which cannot be explained using equilibrium statistical mechanics.
Some of the unique phenomenology includes motility-induced phase separation|8, 9, 10],
even in the absence of attractive interactions (sometimes even with repulsive interactions),
collective motion( flocking behaviour)[11], rectification phenomena[12, 4, 13] etc. Rectification
phenomena, rectifying the activity of the system to produce work, has been successfully
used to design micro-sized rotors to extract work from bacterial bath and also design spatial
structures(with broken spatial symmetry) to produce unidirectional transport. Recent advances
in optical tweezers, also led to the designing of highly efficient micro-sized heat engines in

bacterial baths[14].
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Figure 2: (1): Oscillatory Motion of the tip of hair bundle cells of Bullfrog, taken from [15],

(2): Synchronization in cilia to help in cellular propulsion, taken from [16]

Non-linear dynamical systems are ubiquitous in nature and contribute to the complex
structural and dynamical behaviour in nature. The dynamic nature of these systems is
highly sensitive to the values of different parameters and initial conditions, which makes the
study of such systems extremely interesting. Non-uniform oscillators are examples of such

dynamical systems, where the instantaneous angular velocity is not constant. The dynamics



of non-uniform oscillator, similar to dynamics in a tilted periodic potential[17], has wide
range applications in science and engineering. These are model systems used to study many
physical systems like phase locked loops, superconducting Josephson tunneling junctions,
motion of simple pendulum etc and biophysical processes like intra-cellular transport[18],
spontaneous oscillations in mechanosensory hair bundle cells[19, 20] etc. One of an important
application of such models is in understanding the phenomenon of synchronization[21],an
emergent behaviour in the system of many coupled oscillators. Kuramoto model[22] is the
"Ising model” of the analytical study of the dynamic transition of synchronization. Our

model in interest, Adler model, corresponds to the mean field limit of the Kuramoto model.

Stochastic thermodynamics/energetics is a recent theoretical development, which extends
the laws of macroscopic thermodynamics to mesoscopic scale, where fluctuations play an
important role. The major advances in this field is in establishing successful correspondence
of thermodynamic quantities to stochastic dynamics[23, 24, 25| and hence its application in
understanding far from equilibrium systems. In addition to reproducing the macroscopic laws
of thermodynamics, it extends these laws at the fluctuating level and one can deduce universal
inequalities called fluctuation relations[26], which can be used to estimate equilibrium properties

from a non-equilibrium protocols.
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Figure 3: Stochastic Energetics/thermodynamics provides the missing link between

stochastic dynamics and thermodynamics. Taken from [23].



The goal of this thesis was to understand the effect of fluctuations in the statistics of
thermodynamic quantities for a non-linear system, near the bifurcation point. Active bath
provides a great opportunity to study the role of non-equilibrium fluctuations in driving
the system out of equilibrium. Non-linear oscillators, which are driven systems, already
relaxes to non-equilibrium steady state in thermal bath. The role of active fluctuations in
determining the deviations in steady state is to be evaluated and stochastic thermodynamics

provides the tools needed to tackle the above questions.

In chapter 1, the preliminary theory and analytical tools developed in the thesis are
discussed. A brief introduction to non-linear dynamical systems and stochastic thermodynamics
is given. There is also section on the physics of active baths, where I review the literature on
different approximations and also elucidate the thermodynamic formalism for such systems.
In Chapter 2, I shift to our model of interest, the Adler oscillator. After a brief motivation for
the model and its behaviour in deterministic limit, I explain the different results obtained for
both overdamped and underdamped limit in the thermal bath. Finally, I explain the results
obtained for the active bath case and compare it with the thermal bath for the overdamped
case. In the last chapter, I briefly summarize the various results obtained through this study

and will I outline our future directions.



Chapter 1

Preliminaries

This chapter will cover the basic analytical tools needed to understand the different results

in this thesis.

1.1 Non-linear dynamical systems

In this section, I will review some of the basic dynamical features of non-linear systems under
periodic boundary conditions in 1-D and 2-D[27]. In general, the n-dimensional equation of

motion for a non-linear dynamical system is given by

& = fi(¥ = {wi}, 7= {r;}) (1.1)

where f;(x) can be non-linear function of instantaneous phase(Z)of the system and 7 is the

set of independent parameter such that ¢ € {1,2..,n} and j € {1,2..,m} .

Usually one is interested in the asymptotic behaviour of the dynamical system, i.e.
dynamics as ¢t — oo. The different asymptotic invariant structures depend on the form
of fi({x;},{r;}) and the dimension of the system. These invariant structures are given by
solving f;({z;},{r;}) = 0 and the stability of the different solutions depends on {r;}. The
stability of these invariant sets can be understood by linearizing the dynamics around these

invariant solution(with a few exceptions)[27]. This method, called as linear stability analysis,
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involves studying the properties of the Jacobian matrix J(z), defined as,
J(¥) = == (1.2)

where f = ({/:})

If the real part of all the eigenvalues of the J(Z*) are negative, the invariant solution is
stable. For a 1-d system, the only possible invariant solutions are fixed points, whereas in 2-
d systems, in addition to fixed points, there are also limit cycles. The fixed points are further
classified into nodes, spirals and centers based on the dynamic approach to the fixed point.
Limit cycles are signatures of driven-dissipative physical systems(non-linear), are isolated
closed orbits (different from periodic orbits which are not isolated). Based on the stability,
the system either falls into or out of the limit cycle asymptotically. Stable limit cycles are
found in many examples in nature, where the system has self-sustained oscillations, like
rhythmic behaviour of heart beat, neuron firing, circadian rhythm. Small perturbation in

these systems doesn’t disrupt the properties of the oscillatory behaviour of such systems.

One defines bifurcation as a point in parameter space, where the stability of solutions
change as one locally change the parameter values. Let us define invariant solutions, z*(7)
as the solution of the equation f;({z;},{r;}) = 0. One can then define bifurcation point(a
point in the parameter space), The key aspect of such points is that different set of non-
linear systems can categorized under the finite number of different bifurcations and, near the

bifurcation point, these different systems have universal behaviour.

In 1-d systems, there are mainly three different kinds of bifurcations : Saddle-node
bifurcation, Pitch-fork bifurcation(super- & sub-critical) and trans-critical bifurcation. Here,
I will mainly describe the properties of the saddle-node bifurcation. The normal form (local

behaviour near bifurcation point) for saddle-node bifurcation is given by
=17+’ (1.3)

For such systems, for » < 0, it has both stable and unstable fixed point, which converges
to become a saddle fixed point at » = 0 to no-stable solutions for » > 0. The presence
of dynamical bottleneck is a signature of system near this bifurcation, and has square-root

scaling law for the time taken to cross the bottleneck.



o 1 1
Thottieneck ~ de—— x — 14
bottleneck /_Oo xr+x20<\/F (1.4)

The behaviour of a dynamical systems near bifurcation point have similarities to statistical
behaviour near phase transition. The dynamic systems also follows power law(scaling)
nature near bifurcation point as similar to the universal behaviour in phase transitions
and different dynamical systems within the same bifurcation behaves similarly close to
the bifurcation point. As explained above, near the saddle-node bifurcation, the system
experiences a bottleneck, which is similar to the critical slow down. The key difference
between phase transition in statistical physics and bifurcation in the dynamical system is
that bifurcations occur for finite- dimensional systems whereas phase transition is defined
at thermodynamic limit. But the bifurcation behaviour is related to the properties of
asymptotic invariant solutions, which can be related to the idea of thermodynamic limit. One
can also notice the similarities between the bifurcation diagram for super-critical pitchfork
bifurcation(Fig.1.1) and the critical phase transition for magnetic systems with temperature.
But the addition of bath(canonical ensemble) into a finite dimensional dynamical system,
destroys the bifurcation behavior as fluctuations help explore the entire phase space even
at the asymptotic limit, but effect of fluctuation near bifurcation point can have interesting
applications as it can induce the system to have noise induced effects like noise-induced

chaos, stochastic resonance wtc. as the system can explore topologically different solutions.

In 2d systems, in addition to the above mentioned bifurcations, one also has global
bifurcations of the cycles- Hopf bifurcation, saddle-node bifurcation of cycles, infinite period
bifurcation and homoclinic bifurcations. Hopf bifurcation is the most common among these
bifurcations, which occurs when periodic orbit/limit cycles appears around a fixed point as
one vary the parameter. Saddle-node bifurcation of cycles is similar to 1-D case, where stable
and unstable limit cycles converge to become a saddle limit cycle at the bifurcation point.
In infinite period bifurcation[See Fig.1.2(a)], nearby stable and unstable node converge to
become a limit cycle above the bifurcation point. Finally, homoclinic bifurcation occurs
when limit cycle whose size grows with parameter, gets destroyed when it meets a saddle
node, through a homoclinic orbit. All of these bifurcations are mainly different from each
other on the different scaling behaviour for time period and amplitude of oscillations with

the dimensionless distance from the bifurcation point p[See Fig.1.2(b)].
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Figure 1.1: Examples of two kinds of bifurcations in 1-D dynamical system, where on the
left is the plot of & vs x(flow diagram) and on the right is Bifurcation diagram plotting the
asymptotic solutions for different parameter values : (a): Saddle-Node(SN) Bifurcation with
Bistability between r; and 7, . (b): Supercritical Pitchfork(SP) Bifurcation. Adapted from
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Figure 1.2:

cycle(stable solution for p > 1) gets destroyed as we change u, & = z(1 — 2?);9 = p — siny.

Flow diagram for infinite period bifurcation for system where limit

(b): The scaling behaviour of different globalgifurcations related to limit cycles.




1.2 Stochastic Thermodynamics

The laws of thermodynamics are set of empirical laws which explain the macroscopic energy
changes, even for system out of equilibrium. Even though equilibrium statistical mechanics
provides a microscopic derivation for these laws, there exists no such universal theory to
capture for out of equilibrium systems. The key step taken in this direction, was through
linear irreversible thermodynamics, a semi-empirical theory combining the ideas of linear
response theory to thermodynamic fluxes, which describes systems close to equilibrium.
Stochastic thermodynamics, thermodynamic description for stochastic systems, extends even
to systems far from equilibrium. It has been successfully used to describe the thermodynamic
exchanges and expand the idea of irreversibility and dissipation for non-equilibrium systems

in mesoscopic scale.
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Figure 1.3: Motion of a colloidal particle of mass M under the effect of collisions from solvent
molecules is well captured by Langevin dynamics. Taken from [29]

Langevin equation provides a coarse grained description of the motion of colloidal particle
in a solvent. Such a coarse graining works reliably for systems where there is separation of

time scales between the time-scale associated with motion of the colloidal particle and the



solvent particle. Consider, a colloidal particle of mass M, moving in solvent assumed to
be a thermal bath of temperature, T, where the one-dimensional projection of the position
is given by z(t) at time t. Moreover, the motion of the colloidal particle is determined by
time dependent conservative potential ¢(z,t), with an external time dependent protocol and
non-conservative force ,F,.(z,t) driving the system out of equilibrium. The coarse grained

dynamics (Langevin dynamics) of the particles is given by
My + iy = Foe(ay, t) — ¢ (x5 t) + 1y (1.5)

where ¢'(z4;t) = %’ is the instantaneous force due to conservative potential and
the effect of bath is captf;gtd in the two terms : —vyz relating the friction forces associated
with the colloidal motion in the solvent and 7, is a random force term, the coarse grained
force of many collision with the colloidal particle. In most cases, where the solvent particles
are considered to be in equilibrium, the statistics of the random force are described by a

Gaussian white noise with zero mean and auto-correlation function given by
() = 2vkpTo(t — t') (1.6)

where we have used the fact these noise follow fluctuation dissipation relation, i.e. strength
of the noise 02 = (n?) is given by o = \/2vkgT, where T is the temperature of the bath.

The thermodynamic quantities, then can be defined at the fluctuating trajectory level,
following Sekimoto’s definitions. The work done on the system on time interval ,[t,¢ + dt],
due to the forces controlled by an external agent, is given by

OP(z4;t)

o corresponds to Stratonovich convention of stochastic calculus. Stratonovich convention is
used as usual rules of calculus is applicable and first law of thermodynamics can be written in
recognizable fashion[23].The infinitesimal heat inputted into the system is due to the forces

associated with the thermal bath,and hence given by

M2

0Q; = (=& +m) oday = d [ } + @ha(xs;t) o dy (1.8)

where ¢o(7;t) = ¢(x;t)— Foo(x, t)x is the effective potential. The total energy of the system,
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given by the sum of kinetic and potential energy,is given by

m%w:%?+m%w (1.9)

Hence the total work done and heat inputted into the system until time t along a trajectory,

is given by,
Q) = [ (=bo ) o day (1.10)
(; /. t/ Tt
W@:/Q%%Jw+/}%@ﬂbmy (1.11)
0 x0

One key observation is that both work and heat are not in general state function and
dependent on the particular trajectory.
By simple rearrangement, one finds that first law of thermodynamics is obtained at the

fluctuating trajectory level,

The idea of entropy was extended to non-equilibrium system, by using Shanon’s definition

of information, given by
P(l‘t7 l'u t)

ol = B, T 0)

(1.13)

where P(x,#;;t) is the phase space probability density and ASgy is a state function, i.e.

depends only on the initial and final states.

Now, assuming local detailed balance, one can define the entropy produced in the bath,
as the log ratio of the conditional path probability of forwards trajectory to the conditional
path probability of time reversed trajectory in a time reversed experiment, given as,

Plz,, |70, o)

Sbath(t) = k?BlOg ~ =< (114)

P[gt,gt]xt,i’t]

where z, = {z(s)}:=h, 2, = {&}:Z] corresponds to the trajectory in the phase space for
the forward trajectory and 7, = :Ut,s,gcs = —a;_, corresponds to time reversed point in

phase space. The above definition of irreversibility(entropy production) can be related to

11



the dissipation in bath, by simple manipulations, as shown below,

aotlroil _ ., (=00) (15
P[It,£t|$t;$t] kBT
Hence the total entropy production is given by, AS;or = 6Sbatn + ASsys.
Ple. i
Ser(t) = ki log M (1.16)
Ty, a4

One observes that the above definition of total entropy production fulfills, integral fluctuation

<eXp {— %Btb =1 (1.17)

from which we can use Jensen’s inequality to obtain back the macroscopic 2" law of

relation, given by

thermodynamic, AS; > 0, which is satisfied only in average. In stochastic thermodynamics,
there can be trajectories where the total entropy production, but it can be shown that these
are exponentially less likely compared to the positive counterpart, which scales with size of

the system and hence, for a macroscopic system, ASi,; > 0.

With the above framework, now we can define the steady state averages for the average
power inputted into the system and average entropy production rate in the environment in

the absence of time independent protocols and constant non-conservative forces.
. 1 [T
(W) = /Ps(x,x')x'Fncdx = lim —/ Fcodx, (1.18)
T—oo T 0

(o) = — <%> _ Tli_{réo%, (% 82— 2] + /T O (1) 0 dxt> (1.19)

where we have assumed ergodicity.

Recently, there has been growing interest in understanding the existence of fundamental
trade-off between the precision and cost to keep a system in a non-equilibrium steady state,
known as thermodynamic uncertainty relations (TURs). Currently there are many known
such relations[30, 31, 32], which has been proven for Markovian systems in the steady state.

Let J; be the time-integrated current in the steady state till time ¢, then the finite time

12



TUR, is given by

Var(Jy) S 2
()2~ (ASu(1))

First passage properties have also been used to estimate the bounds for the entropy production

(1.20)

in the steady state. Edgar et.al[31] showed that the lower bound for the steady state entropy
production can be obtained using the mean first passage times for any suitable observable,
x. Let us define, T(A) = inf{t > 0/x(t) & [xst — A, X + A]} where z is obtained from

stationary distribution of the observable. The bound is given as,

D(A)
(T(A))

(Stot) = (1.21)
where (T (A)) is the mean first passage time to be absorbed in the any of the symmetric
absorbing boundaries at £A4 and D(A) is the function of probability to be absorbed in one
of the boundaries(error probability).

1.3 Physics of Active Bath

In this section, I will discuss the various analytical tools used to study the problem of
Langevin dynamics in active bath and thermodynamic approach to the problem|33, 34].
Here, I will describe the coarse grained equation of motion for a colloidal particle in an
active bath in the overdamped limit, i.e. time scale of observation is much more than the

momentum relaxation time, is given by

= f(zy) +& (1.22)

such that the stochastic force is of the form of Gaussian distribution with zero mean and

auto-correlation function given by

(&) = geXp (— L tl') (1.23)

where D is the strength of the noise and 7 is the correlation time associated with the activity
of the bath. This particular form is motivated by different experiments done on a colloidal

tracer in bacterial bath[35, 36]. Since this noise doesn’t satisfy fluctuation-dissipation
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relation, it has features of an out-of-equilibrium system. This represents an example of
non-Markovian Langevin equation of motion.Analytically, this problem is difficult to handle
exactly for most forms of driving force, due to the non-Markovian nature in the 1-dimensional

flow(Eqn(1.16)) or due to higher dimensional flow in Markovian regime (Eqn(1.26 — 27)).

The master equation corresponding to the above non-Markovian Langevin equation can

be derived by using functional calculus methods. Solving the above SDE gives,

t
w=ao+ [ dsl(e) 6 (124
0
Now taking functional differentiation,
51} t / Sxs /
& - L+ [pds[f'(zs)] s Sfort >t (1.25)
o () =11 iz (1.26)
Solving the above differential equation, with initial condition fszt,/ = 1. we get,
5 t
9%t _ exp [/ dsf’(xs)l (1.27)
5€t/ t/

One can map the above Langevin dynamics to a Master equation, to study the ensemble
properties of the system. Defining, P(x,t) = (6(x — x,)), where the average is over the
realizations of noise and initial conditions. Using the properties of conservation of probability,

one can derive the exact Master equation for P(x,t)[37],

oP(z,t) 0

0
TR [f(z)P(z,t)] — 7 [(&6(z — 2))] (1.28)

Now the quantity which we need to evaluate and approximate is (§0(z; — x)), for which
we will use Novikov’s theorem[Appendix A] and then using the properties of Dirac delta

function, we get

(&6(zy — 2))

/Ot dt'T(t, 1) <M> (1.29)

08
. t / 3 5[)’)t /
_ _/0 dta—x{égtl 5(:ct—a:)]F(t,t) (1.30)
14

Tr=x



Putting this back, we get,

OP(x,t) 0 9
ot o [f(z)P(z, t)] + 7

o [, n /] 0z .
%/0 th(t,t)<5§tl xt:j(xt )>] (1.31)

We can see that for active bath case, the master equation doesn’t not converge to Fokker
Planck equation for general correlation time, 7. The non-Markovian behaviour is captured
in the second term, as it cannot be written as single term of some higher order derivative
of the instantaneous probability density. This term leads to infinite terms with higher order
derivatives of instantaneous probability density if expanded in power series of correlation
time.Below, we will show examples of some approximations which truncates the expansion

at first order of expansion.

In many physical systems where the time scale separation is not sharp, the fluctuations
in the equations of motion are modelled using ”colored” noise, which introduces the effect of
memory in the fluctuations, 7[34]. Tt is also commonly used to study the velocity dynamics
of an active particle, like the motion of E.Coli., where 7 is the persistence time of particle[38].
Here, we will use the model of Active Ornstein-Uhlenbeck dynamics, as it provides reasonable
model for the motion of colloidal tracer in dense bacterial bath (not dense enough to give
collective phenomena[38]). So, the effective Markovian dynamics in the extended space

producing the above statistics is given by

T = flz) +& (1.32)
§ =—& 4 ¥V (1.33)

where 7, is Gaussian white noise with zero mean and unit variance.

The corresponding Fokker-Planck equation for the extended (z,&) space can be easily

derived to be given by

et =gl + P+ o [(E+ 2.2 7] (13

Therefore, to obtain the stationary marginal distribution, we integrate out &, to obtain,

pa)lf(x) + €] = Jo (1.35)
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where p(z) = [déP(x,€), & = ﬁ [ EPs(x,§)dE and where Jy is the constant current in
the steady state. The difficulty of handling such a equation analytically, is in computing &,
which requires the knowledge of the full density, Ps(x,&).

Next, I will discuss some of the Markovian approximations used to convert the non-
Markovian Master equation(Eqn.1.30) as as ”Effective Fokker-Planck equation”.
1. Sancho’s approximation

This approximation[37] is a perturbation method based on truncation of the expansion of

second term of master equation (Eqn. 1.30), upto first order in 7.In the vicinity of ¢ — t/,

(S,’Ij‘t §xt d 53715 / / 2
~ + —— vt —t)+0((t —t 1.36
e~ tww| € -9Ho -0 (1.36)
t=t t=t
From Eqn. 1.26, we get,
5$t d 5]}'15 ,
— — — 1.
5&/ . Td (5&/ . f (l’t) ( 37)

Putting back everything together with correlation function defined by Eqn. (1.22), assuming
(t—1t) ~ T, we get,

t (5$t
dt'T(t, 1) ( =~
f e <6§ﬂ

5 - x>> LS (1 (@)3(, - )
= [y d D22 (1 4 7 /() P2, t)
= D{1+7f"(x)} P(x,t)(1 —exp (—t/7))
So, the effective Fokker Planck equation upto O(72 exp (—t/7)) is given by

oP(xz,t) 0 02
i =~ 5 (@P(@.t) + 55 Ds(a) P(a, ) (1.38)

where Dg(z) = D{1+7f'(x)}.
One must notice that such an approximation does not have uniform convergence in entire
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domain of z, i.e., the approximation fails to converge for values of x where 1 + 7f'(z) <
O(negative diffusion coefficient). One may derive the same equation from another method
developed by Bonilla et.al[39], which is described in the Appendix C, which extends to derive

higher order terms in a more systematic way.

2. Fox’s approximation

This approximation[40] is based on functional calculus methods and produces uniform convergence
in the the entire domain of z.The explicit derivation is given below. Substituting Eqn(1.26)
into the second term of Eqn(1.30), and making variable change 6 = (¢t — t') /7, we get,

I=D /Ot/T df exp (—0) <5(xt — z) exp Utje dt’f(xtf)} >

Now taking the 7 — 0 limit, we get,

o D
[~ D/O dexp [0+ 70/ (0] (3(z = 2)) = T = Pla)
Therefore, the effective Fokker-Planck equation is given by
OP(x,t) 0 0?
LY 9 P ~D P 1.
) ()P 0) + o Di(2) Pl 1) (1.39
where Dioy(z) = %. One can easily show that the small 7 expansion corresponds

to Sancho’s approximation. But this is a better approximation for well-behaved(convex)
potential, f(x) = —¢'(z), as it uniformly converges for the entire domain of z[41]. But again
for more complicated potentials, there is a constraint in 7, 1 — 7f’(x) > 0 until which the

approximation is valid(same range of validity as Sancho’s approximation) .

3. Masoliver et.al. approximation

This approximation[42] is based on projection approach to Fokker-Planck equations, valid

for small D7. The generalized Master equation upto O(D7) for P, = P(x,t|x), where z
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from projector approach, is given by

% = LoP; + /0 ds(Ls(t)exp (Los)Ls(t — s)exp (—Los)) B[l + O(Dr)] (1.40)

such that the deterministic evolution operator is given by

0f ()
Lo(t) = ————— 1.41
o) = =L (141)
and the stochastic evolution operator is given by
0
Ly(t) = ~€(t) 5 (142

After some algebraic manipulations and using exponential identity for operators,exp(A)Bexp(—A) =

B+ [A, B] + 5[A, [A, B]] + ... we obtain,

OP(z,t) 0 02
T L )P, t) + —— Dytasoriver (2, £) P(, £ 1.43
) = L F@)P(20) + 5y Dasasir 2,1 P, ) (1.43)
where D(z,t) = fot dsT'(s) Yo7 ) Z-F,(z) such that each F, satisfies a recurrence relation
given by

Fu(2) = f'@)Fus — f(2)F)_y () (1.44)

with Fy(z) = 1. The key point in the approximation is to find a closed form solution of the
summation. The above method is also valid for any Gaussian noise statistics. For the case
of Gaussian colored noise, assuming that the time scale of observation is much larger than

T, we obtain a closed form for the D(z,t) ~ D(z), given by

Ditasotiver(z) = D |1+ %%} B (#ﬂx)) (1.45)

From the above form for Diffusion coefficient, we can obtain the above approximation by
ignoring the first term, with inverse of the derivative. So, even for small D7, we see that the
space dependent diffusion has higher order derivatives of the potential and the probability

density, which deviates from the usual Fokker-Plank equation.
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4. Unified Colored Noise Approximation(UCNA)

This approximation[43] converts the non-Markovian dynamics to Markovian dynamics at the
trajectory level, using adiabatic approximation to eliminate momentum degrees of freedom.
Working in the phase space of (z, &), one obtain the following Langevin equation with space
dependent friction, given by
. _ ) flz V2D
B+ (170 = () @ = fa) | — (1.46)
N————

i
y(z,7)

where the space dependent damping coefficient is given by (77! — f/(z)) and n(t) is white
noise with normal distribution.

Rescaling time, ¢ = t7~'/2, we obtain,

V2D

Ty + Yer (x4, T) T = fx1) + mm (1.47)
where the new damping coefficient is given by
Yeir (2, 7) = 72 4 72— f ()] (1.48)

Now, one may identify that the vog(x, 7) small limit, when the correlation time, 7 — 0 and
7 — oo. This implies that one can do an adiabatic approximation to eliminate the inertia

term, thus giving,

(1.49)

jft:

T 2D71/2)1/2
fie) | [DTPR)
’7(1},7’) ’7($t77—)

The corresponding Fokker-Planck equation,in the original time scale, for the above Langevin

equation is given by

o Oz

OP(z,t) 0 [ f(z)P(x,t) 0 1 0  P(x,t)
) or o0

Or (1 —7f"(x)) dx (1 —7f'(x))
Even though, the above approximation has different Fokker Planck equation compared to
the Fox’s approximation, the equilibrium distribution f(z) = —¢'(z) is the same. But, we
will see that, its not the case when there is non-zero current in the steady state. Since,
this approximation works for both small 7 as well as large 7 limit, it should be a better

approximation for intermediate 7 values.
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One of the important approximations that go into this system is that adiabatic approximation

works only when the damping coefficient is positive and large, i.e.y(z,7) > 0. Therefore,
one obtains a similar bound on the correlation time, 7 dependent on the system. Similarly,
the approximation holds only on time scales when ¢ > 7'/24~! and also the time scale should
be also that the drift forces are not varying appreciably over the characteristic length scale
associated with diffusion, i.e,

f'(z
f(z)

~—

y(z, ) > D/?

(1.51)

5. Interpolation Approximation

This approximation[44] can be considered an extension of UCNA, as it tries to form an
interpolation between the two limits. 7 — 0 and 7 — oo. Let us define an interpolation
"motility” function, 07 f'(x)], such that it satisfies the limits acquired in UCNA, i.e.,

lig(l)@[Tf’(x)] =1 (1.52)
and
tim [ (@) = ~ /()] (153)

Therefore the Interpolation Fokker-Planck equation will be given by

o Oz

OP(x,t) 0 [ f(x)P(x,t) 0 1 0  P(x,t)
EolRE o o

Or (1 —7f"(x)) 0x (1 —7f'(x))
For the case of UCNA, interpolation function takes the form, 0[rf'(x)] = [1 — 7f'(z)]~".
So,this approximation opens up the possibilty to have better Markovian approximations
compared to UCNA, with a system dependent interpolation function. One such family of

function, which also includes UCNA is given by

oo -

(1.55)

where ¢ and n are fitting parameters.

It can be also used to determine a better form of stationary distribution in the domain of
phase space where the damping is negative(accelerating), compared to UCNA where it fails.

This approximation has been successfully used to determine the stationary distribution for
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Langevin dynamics in symmetric double well potential driven by colored noise[44].

Stochastic thermodynamics in Active Baths

Considering the motion of a Brownian tracer in active bath in the overdamped limit, we
will define f(z) = %(F’nc — ¢'(x,t)), where F,. corresponds to a constant non-conservative

force[45]. Following the Sekimoto’s definition, the work done on the system is given by

Similar to the definition of heat in the thermal bath, one can consider active fluctuations to

be another source of fluctuations.Hence heat inputted into the system is given by
0Q¢ = (—yay + &) o day = (Fre — @' (2, 1)) o day (1.57)

The internal energy of the system is defined by U = ¢(x,t) and hence one can easily obtain

First Law of thermodynamics at the trajectory level, given by
dU =46Q + oW (1.58)

Probability P(z|xq) to observe a particular trajectory, z = {x(t') }o<¢ <7 with initial condition
at zo can be directly obtained by the extension of Onsager-Machlup path integral method

to non-Markovian Gaussian noise[46]. For a Gaussian colored noise,
- 1 .
PlElé] ocoxp |~ [ di [ dse(s)T e - 9)e(t)
where I'"! is the inverse of the auto-correlation function,I' ,defined as,
/dt’r—l(t —t"D(t' — 5) = §(t — ) (1.59)

5) = = (1 _ 72%> = §(t — s)G~(t), working

in the Fourier space and then inverting it back, which is local in time.

For the colored noise, one obtains I'"!(¢ —

After changing variables one can obtain the path probability, P[x|z,]|, assuming that noise
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is already in the stationary distribution, to be given by

Plefeo] o exp [—% [ [ st = s e = o) ste) - L - o= ) ] (1.60)

After some manipulation, we obtain,

Plajo] o exp [_ (/ [(1+ Tdt)(ﬁ;_ flx))P? f’(zl’t) %o —ngwo)]Q)} (1.61)

We can see that Lagrangian-like function, depends on # due to non-Markovian nature of the
bath. Now, to compute the amount of irreversiblity, we compute the path probability for
the time reversed trajectory, P[Ox|©z|, after dropping the last two terms from Eqn(1.59),
as they either contribute to boundary terms or can ignored changing convention(Ito or

Stratonovich) of defining the path integral, is given by

P[Oz|60) o exp {g / s / dt(—, — f(2))T(t = 8)(=d — f(21)) (1.62)

Here, we have implied that I'"! is even under time reversal transformation(TRT) ,© o (t) =

o(T —t), as the correlation matrix is even under TRT by definition.

Therefore, the entropy production of the environment,Span(7T), is given by
Soarn(T) = log prasiads = [dt [ ds [#T7(t — ) f(ws) + (@)Dt — s)i(s)]  (1.63)

where we have dropped the boundary terms, T ~'Z and fI'~'f and defining f * g(t) =
S0 f(t — s)g(s)ds, as the convolution operator, we get a simplified form for the time

dependent entropy production rate,

o(t) = & (I f(a)) () + flae) (U7 % 2) (1) (1.64)
= Di'y (Fncm't — %(t)) + 2;7 {:tgqb"’(t) i % (46 (1) (1.65)

The entropy production of the active bath cannot be easily mapped to the thermodynamic
quantities, due to the presence of memory, as in the case of the thermal bath. The first term
corresponds to the heat expelled by the system in the active bath. But, here we see that

there is also entropy production due to active nature of the bath.
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In the steady state, the entropy production rate can be obtained by averaging over the

stationary distribution, i.e. 7 — oo, and assuming ergodicity, we get,
Spatn(T) ~ T (o) = T/des(x)a(’T) (1.66)

Interestingly, for ”equilibrium” (zero current) systems, it can shown that the contributions
of average entropy production occur at the lowest order 72, i.e. (o) ~ T72{(¢")?) for small
7 [47]. So the system is effectively ”equilibrium” (non-thermal) system for small correlation

times.

To compute the dissipation in the active bath, one may extend the definition of Sekimoto,
i.e. the imbalance of power injected by drag force and power dissipated through the viscous

force, given by

I = il 'f(x) = —al i + a0 ¢ (1.67)
P(Fpe—¢) 7 [.d%¢ d%
— 1.
2D 202 [T T e (1.68)

For the ease of notation, I have dropped the time subscript and convolution operator. One

may also identify that the above dissipation can be related to entropy production via,

o=1+ 1Y (1.69)
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Chapter 2

Adler oscillator in an Active Bath

Let us consider the dynamics of a non-uniform oscillator in the presence of an active bath,
i.e. a large reservoir of active particles. The dynamics of the system can be captured by a

Langevin equation given below,

10, +~0, = f—ksin (2729t) + & (2.1)
(€)=0,(6t) = Tt )= 222 o (Lt —t)/m) 2.2

where 6, is the phase of the oscillator with periodic boundary conditions, 6;+ L = 6, such that
L is the periodicity of oscillator , I is the moment of inertia, ~ is the friction coefficient , f
is the external driving torque(non-conservative), k is the strength of the non-linear potential

and I'(t — t') is the auto-correlation function of the noise.

The choice of this non-linear potential is motivated by many physical and biological
systems. For example, in the case of Josephson junctions, Kirchoff’s law of current and
voltage balance gives the above equation in the presence of a capacitor and resistor. Similarly,
one finds the same equation for a pendulum under the effect of an external torque f
in the presence of gravitational force. One of the other key application corresponds to
the phenomenon of synchronization, which has many application in physical systems like
power grids[48], where AC frequency of generator has to be matched with the entire grid
for least power loss and biological systems like synchronization between cilia for cellular

propulsion[49]. One of the pragmatic models used to study this phenomenon is Kuramoto

25



model and Eqn. (2.1) corresponds to the mean field limit of the Kuramoto model in the
presence of inertia and noise. There are many other applications in biological systems like
intra-cellular transport (simplest model for Brownian motors), phase locking in hair bundles

in the hair cells to an external signal etc. ||

Some of the key assumptions that go into this model is that we would like to study the
system away from detailed balance, due to the presence of active bath. The above model
doesn’t satisfy fluctuation-dissipation theorem of second kind[50], T'(t — ') = kgT(|t —t'|),
which guarantees canonical distribution in bath with temperature T, as here we assume that

the viscosity kernel is a delta function, i.e., — ffoo vt —t)0pdt! —  —~b,.

We also assume that the effect of a thermal bath is negligible compared to the activity
of the active bath, which has been experimentally confirmed for some bacterial colonies in
pure water[35, 36]. The active collisions withe bacteria plays a stronger role in the dynamics

compared to the thermal collisions with the solvent.

We will consider the noise statistics due to the presence of active bath to be of Gaussian

distribution with the following form,
Lt—t)= —20 exp(—|t —¢|/7) (2.3)
T

where 7 is the correlation/persistence time of the active particles on the passive tracer and
C = 2vkgT, is the strength of strength of active noise. We have defined the strength in this
particular form to make easier connection with the case of thermal bath, where fluctuation-
dissipation relation holds. We can also identify that the noise statistics corresponds to the
active dynamics typically studied using Run & Tumble dynamics, Active Ornstein-Uhlenbeck

dynamics etc.

2.1 Nonlinear deterministic driven oscillator

Let us first consider the case where we neglect the fluctuation produced by the bath, i.e.
when C' = 0. In this case, the dynamics is well studied and known as the Adler dynamics, a

model used to study non-uniform oscillations.
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2.1.1 Overdamped Case:

Let us first case consider the simpler case of one dimensional flow with periodic boundary
conditions, i.e. neglecting the effect of inertia (Overdamped limit). This limit is usually
taken when the moment of inertia is very low or in a highly viscous, i.e. I/ > 1 The

corresponding equation of motion in adimensional form is given by
0 = a — sin () (2.4)

such that a = % and dimensionless time, ¢t — %t and phase, 0 — 27”8 :

Linear stability analysis on this system gives that for a < 1 the system has both a stable
fixed point, #* = arccos(y/1 — a?)and an unstable fixed point, #* = arccos(—+/1 — a2) for
0 < a < 1, where the both stable and unstable fixed points converge to become a saddle point
at 0* = 7/2. The dynamics asymptotically goes to a stable fixed point when 0 < a = % <1,
whereas when a > 1 the system just keeps on oscillating with non-uniform frequency based
on the phase of the oscillator, which we call the "running state”. The system undergoes

saddle-node bifurcation at 6* = 7/2, which is also the dynamical bottleneck.

NS

—-
/ i 0

slow passage
through here

{(bottleneck)

(a) a>1 ~ (b) a=1 (c) a<1

Figure 2.1: 1 dimensional flow for the overdamped Adler dynamics representing Saddle node
bifurcation at 6* = /2

Above the bifurcation point (i.e. f > k ), the system oscillates non-uniformly in the

phase space. The time period of the oscillator, time required to complete one oscillation,
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can be computed as follows,

2 dt 2 1
a er dt _de = —_— d@ 2.
d / / / a —siné (2:5)

— a2 — (2.6)

This implies in the usual dimension, the average frequency(averaged over a cycle) of the
system is given by

0 <k,

éa:
el (D=1 f>k

(2.7)
(2.8)

One can easily identify that as f — kT, the time period of the system diverges, which is the

reason for the dynamical bottleneck, and there exist the average frequency is non-analytic

at f = k.

2.1.2 Underdamped Case:

Now let us consider the original dynamical problem, with inertia(underdamped limit). The

corresponding equation of motion after non-dimensionalizing is given by
0, + GO, = a — sin 6, (2.9)

0 — 2.

where G = f a=y I and to non-dimensionalize, we use t — I L ,

We can therefore write the equation of motion as dynamics in 2 dimensional phase space
of (0,2 = 6’), which corresponds to motion in a cylinder (due to periodic boundary conditions

on 0), given by

(9.15 = Zt (2].0)
2y =a—sinf, — Gz (2.11)

Using linear stability analysis, one can find that for a < 1, there exist both stable and
unstable fixed points. The stable fixed point is a stable node if G? — 8%\/1 —a® > 0, else
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the fixed point is a stable spiral. Again, we have saddle-node bifurcation of fixed points at
a = % =1, i.e. the stable and unstable fixed point coalesce to saddle point at the bifurcation

point.

When a > 1, it can be easily shown that the system asymptotically converges to unique
stable limit cycle. So, for large values of G, i.e. high damping limit, there exists an infinite
period bifurcation, similar to the one in over-damped limit, where the near the bifurcation
point the time period of the limit cycle diverges, resulting in the formation of stable and
unstable node. Moreover, this system also has a bistable region for small damping and a < 1,
i.e. the system has asymptotically two stable regions in the phase space associated with a
stable node and stable limit cycle (Interestingly, with different topological features). The last
bifurcation that the system has is the homoclinic bifurcation, where the limit cycle expands
as one gets closer to the bifurcation point, when it finally gets destroyed when it crosses
saddle point, through a homoclinic orbit. The differences between all these bifurcations are
on the different scaling relations on the time period and amplitudes of the oscillations as

discussed in Sec. 1. The resulting bifurcation diagram of the system is shown below,

W7

15 F ]

— homoclinic

£ 1.0 o : infinite-period
K L | - — = saddle-node
© bistable ]
05 stable fixed point 7
O'O y i PR | TR L | I PR | P )
0.0 0.5 5 2.0

1.0 L.
/KT
Figure 2.2: Bifurcation Diagram for the underdamped Adler Dynamics.Taken from [27]

One of the interesting consequence of presence of bistability is the presence of hysteresis
effects when goes through bistability region from the different basin of attraction, at fixed
G=~/ VkI and f. Here, for example, for small damping cases, when one initially start from
the external torque from small values, the system is asymptotically found at the stable node.
When one changes adiabatically increase a, the system continues to be at the stable node

until it reaches the saddle node bifurcation point of fixed points at a = 1, after which the
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system suddenly jumps into the limit cycle solution and stays there with further increase of a.
Now, when one adiabatically decrease a, the system continues to stay in limit cycle solution
with decreasing frequency, even in the bistable region, until the homoclinic bifurcation point,

when it jumps back to stable node solution.

2.2 Nonlinear stochastic driven oscillator in a thermal
bath

In the limit of very small correlation time, i.e. 7 < At(observation time scale), the
system behaves as memory-less and one can identify that thermal(passive) bath is the zero

correlation time limit of the of the active bath, i.e.,

2vkpT,
liII(l)F(|t —t'|) = lim ZVEB et QB T exp(=|t — t'|/7) = 2vksTS(|t — t'|) (2.12)
T— T

T—0

where the effective temperature is the temperature of the bath itself.

Let us consider the above oscillator in the presence of the isothermal bath, ie. a
large reservoir of solvent(passive) particles with temperature T.The corresponding Langevin

equations is given by

10, +~6, = f—ksin (&%) 4+, (2.13)
() = 0, ey =Tt = 1) = 29kpTo(|t —t']) (2.14)

Figure 2.3: Adler Dynamics in a Thermal Bath
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The coarse grained effect of large number of collisions with the bath particles can be
captured by Gaussian white noise. The above system satisfies fluctuation-dissipation relation,
and hence Finstein relation, which relates the strength of the fluctuations to the coefficient
of viscosity. Hence, we can define diffusion coefficient which corresponds to the variance in

displacement in the absence of the potential, to be given by

_ kpT
—

D (2.15)

To compute the statistics of thermodynamic quantities, we use the formalism of stochastic
thermodynamics discussed in Sec. 1. Let us formally write the stochastic differential

equation(SDE) of the above model(underdamped) in the Stratonovich sense, given by

2
do = ?dt ,dp = (f — ksin %6) dt — ’y}%dt + /29kpT o dB, (2.16)

Even though the phase of the oscillator has periodic boundary conditions, for a proper
description of the thermodynamic quantities defined at the trajectory level, one has to work
with the real line extension of the phase variable, i.e. 6 € [0,27] — = € (—00,00). We have
to work in such variables, to make sure that heat and work are continuously defined when
the particle crosses the boundary. In the real line variables, the thermodynamic quantities

are given by

d/Wt = f o) dSCt (217)
/ _ p
dQr = (—yi + n(t)) o dz, (2.18)
2
TN
U = 5] ~ o5, 08 ( 7 ) (2.19)

which statisfy the first law at the trajectory level, i.e. dU; = d'W; + d'Q;

2.2.1 Overdamped limt

In the limit when the momentum relaxation time, I/v is very small compared to the
observational time scales, one can assume that the momentum to be relaxed to its stationary

distribution, and hence neglect the term, I 6. The corresponding one-dimensional stochastic
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differential equation(SDE) is given by,

210
~db, = <f ~ ksin (%)) dt + \/27ksT o dB, (2.20)

Since the above stochastic differential equation is non-linear, it is usually easier to work at the
level of ensemble to compute the statistics of different thermodynamic quantities, because
Fokker-Planck equation is linear partial differential equation with non-linear coefficients.

The Fokker-Planck equation for the overdamped dynamics is given by

%—f(e,t) _ —%% Kf _ ksin (?)) P(@,t)} + D%(G,t) . (2.21)

with boundary conditions P(6,t) = P(6+L,t) and the normalization condition fOL P(0,t)dd =
1.

We are interested in computing the steady state properties of the above system. So from
now on, all the statistics of different quantities are computed with respect to steady state

distribution, given by %—f = 0 and the probability current,J(6) is given by

J(0) = (a — bsin (?)) P(9) — %—g e (2.22)

J is constant and independent of phase in the steady state. We have also introduced new

notation for ease of calculations,

kL

f
——, b= 2.2
~vD’ 2wy D (2:23)

a

Since, the system is periodic in 0, we can impose periodic boundary condition along with

the normalization condition,
L
P(0,t) = P(0+ L,t), / P(0)do =1 (2.24)
0

A general solution for Eqn (2.21) with the above boundary conditions in the stationary state,

is given by

0 = Cro o= vus (22)] [ - (w0000 (Z2) ] a0 22
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where C} and () are the arbitrary constants.For satisfying the boundary conditions, we have

to take Cy = 0o or Cy = —o0. Here we will take former case,

P8+ L) = Cy exp [La] exp [a@ +beos (Q—Z‘)ﬂ [.OM exp {— (a¢ +beos (2L¢))} do
— Cy exp [La] exp [a@ + beos (QLLQH [: exp {— <a(¢’ + L) + beos (27;’5))1 e’

Now rearranging the above formula ,

0= Cuos et o s veos (2] [ (o0 e (29))] o o30
¢

— Oy exp [La] exp {a@ + beos (@)] [ QM exp {— (aqa + beos <2%))} dé
(2.27)

[ ()
:%exp [a9+bcos< )}/: exp {— <a¢+bcos (?))]dﬂﬁ (2.:29)

(2.30)

b(

where N is given by
(1 —exp[—Lal)

i

Let us fix (' by using the normalization condition,

L o+L 27H 2mH
N = /0 dQ/Q d¢ exp [a@ + bcos (T)} exp [— (a¢ + bcos (T))l (2.32)

N=— (2.31)
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Making a variable change v = ¢ — 6, we get,

9o [0 [ ey o0 e (20)] o a0 4 b (2059

— /OL do /OL dip exp {—w + 2bsin <2%¢/2) sin (2% (0 + W?))]

L2 2m
= — dy" exp|—a'y'|I5[2bsin ()’ /2)]

2 Jo

The last integral only converges when L = 2nm where n € {1,2,3...} .Now making another

variable change y = 1/2 % (7 — ') for 0 < ¢/ < 7 and y = 1/2(¢p — 7) for 7 <9’ < 27, and

' 2x, _ _Lf
@ =7a04=352D0

21,2 /2
N =—exp [—La/Z]/ dy cosh(2a'y) Io(2b cos(y)) (2.33)
7T 0

We will use a result from Handbook of Ryzhik and Gradstein[51] (Eqn. 6.681.3 ), which
gives us,

N = L*exp [—La/2] Lw (b)I_;u (b) (2.34)
where the I;,(b) is a'® order modified Bessel function of first kind with imaginary order and

real argument, b.

We derived the exact form for the steady state probability current, given by

D oD . [ Lf 2
G= N(l —exp|[—La]) = Fsmh (27_D> I

kL
i — 2.35
7D ( 2myD ) ( )

Now using the above results, we can also derive the exact form of average angular frequency

in steady state for L = 2nm,

@) = <§ - %sin (?) > (2.36)
_ /:W 0 [% — %Sin <¢) }P(e) (2.37)
_ /O% db [G(e) + D%} — LG (2.38)
= %smh <2’7_D) I%<27]:7LD> ‘_2 (2.39)



From the previous definitions, we can derive an exact form for the average power inputted

into the system for L = 2nm,given by

o) = 0y = 22 sinn (%)

—2

kL
I <W> (2.40)
where I;,(b) is n'* order modified Bessel function of first kind with imaginary order and real
argument, b. This is the first main result of our work and below we have compared it with the
numerical simulations done for the SDE given in Eqn(2.40), and it shows an excellent overlap
with the analytical result. As shown in Fig 2.4, with increase in temperature, the average
power is always more than the deterministic case, even though the noise is symmetric. This
is due to the presence of the external torque which creates an asymmetry in the dynamics,
i.e. the fluctuations in the direction of the torque causes the particles to cross the barrier
much easier compared to when the fluctuation is in the opposite direction. So, the power
(f=k)

inputted into the system could be improved by either increasing the ”effective torque”, ==

or decreasing the periodicity of the potential, L or increasing the strength of the noise, D.

In the limit of D — 0, the system approaches the deterministic limit thus we obtain the
non-analyticity at the bifurcation point for the average power. Using the properties of Bessel

function, one may obtain that the average power in D — 0 limit,

O 7f§k7

(W) = 5
AL =1 [ f>k

(2.41)

—2/3
For the limit, f — k and D — 0 (Specifically when ,% -1~ % (%) ), we can simplify
the Eqn.(2.40)[52],
3

-1
V=1 [131/3@3/2) + [31/3@3/2) + ]71/3(953/2)11/3@3/2) + lf/g(x?’/z)] (2.42)

k—f _ fL (W)L
(T) and y = (—6W7D> —fJ )

wn
W=

where x = <L>

6wy D
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Figure 2.4: The steady state average power inputted into the system with the driving
torque for different temperatures(y = 1). Here the curves correspond to Eqn.(2.40) and
the symbols correspond to numerical simulations. We find that the system has finite power
below bifurcation point which was 0 for the noiseless case.The inset shows the power law
scaling of the average power with the temperature at the critical point

Now, taking x = 0, i.e. f =k, we get,

y = %23 [r (g)r (2.43)
(W) = %2—3 {r (g)r@—i);(wﬁ (2.44)

where I'(z) is the gamma function. From this, we find that the average power has a scaling

form, i.e. <W> X D%, at the bifurcation and also explains its non-analytic behaviour when
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D — 0. We have also compared the above result with the numerical calculations in Fig(2.4).
We believe that such a scaling form with D depends on the kind of bifurcation and also on

the form of the potential near the dynamical bottleneck explained in Section 1.1.

Similarly, one can easily show that in the limit of strong noise, i.e. D — oo, the equation
goes to the limit,

(W) =~

Y

This means that in the presence of strong noise, the system can explore freely all the regions

(2.45)

of potential that effectively it doesn’t feel its presence and the effect of noise will be observed
only in its higher moments. It is also interesting that the average power is bounded from both

below and above when one increases the temperature of the bath from 7= 0 to T" — oc.

For the above system, Reimann et.al.[53], showed that the effective diffusion coefficient,i.e.,

B = qim 2= (@) (2.46)

t—o0 2t

where z is the real line extension of the phase. can be related to the moments of first passage

time and the final result, is given by

L dg 12
- FIL(
p—ph't fL iy x) (2.47)
where,
/ —Zexp [(Fkcost £ kcos (0 F0')—0f) /DA (2.48)

We compared the above result for our model given by Eqn.(2.20)and we got an excellent

match with the numerical simulations shown below,
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Figure 2.5: Fig 1.Scaled Effective diffusion coefficient,D/D versus the external torque(f) for
the Adler system with L = 27,k = 6,y = 1 for different temperatures

We can see that there is enhanced effective diffusion at the bifurcation point and enhancement
is much more for smaller temperatures. The above effect is due to high instability in
the dynamics near the saddle point in the deterministic case and there is high variation
compared to the deterministic case for small temperatures w.r.t. higher temperatures. This

phenomenon has been called "the giant acceleration” of free diffusion[18].

Now, we would also like to compute the variance in the work inputted into the system in

the steady state. Using the definition according to Eqn.(2.17), the variance is given by
Var[W,] = f2((x2) — (x;)?) (2.49)
Using the result Eqn. (2.47), for the variance in the displacement, we can easily derive that
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for large times, ¢t > 0, we get

L g2
LI2(0)I_(0
Var[Wis,o] ~ 2f2Dt 2L +(OL-(6)

- (2.50)
Ly 01.0)]
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Figure 2.6: Variance in the work inputted into the system at t=800 in the steady state
versus the external torque(f) for the Adler system with L = 27,k = 6,7 = 1 for different
temperatures. The curves corresponds to the numerical integration of Eqn.(2.50) for different

temperatures

We can see that the above result has good convergence with the numerical simulations(Fig.
2.6). We must identify that the variance in the work inputted into the system, has a peak near
the bifurcation point for small temperatures. We also see that with increasing temperatures,
the variance also increases as expected. Reimann et.al.[53] also derived a scaling form for
the Diffusion coefficient for small temperatures. One can easily deduce that Var[W;] also
has a similar scaling behaviour as average power, i.e. Var[W,] ~ D3 for small values
of D. Since, here we are working with fixed friction coefficient v, small D corresponds to

small temperatures T'. So energetically, for small temperatures, it is better to go above the

39



bifurcation point to have maximum output.

To quantify the above we can use the measure called Fano-Factor for the work done till

time ¢, defined as the ration of variance to the mean, given by

L
Fr, = VarWy] _ Jy 212(0)1_()

(W) [fOL %u(@)] (1 — exp[~Lf/DA))

(2.51)

We have used the fact that the average work done in the system at time ¢, (W;) = (W)t, since
the function is additive in time. We see that the system has highest degree of variation for
values below the bifurcation point, which goes towards bifurcation point as D — 0. Hence,

for precise input of work into the system, it is better to go far above the bifurcation point.

—D=0.01
---D=0.1

Fano Factor(FW)
N N
(&)} o
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o

4 4.5 5 55 6 6.5 7 7.5 8
Driving Torque(f)

Figure 2.7: Fano factor for the work inputted into the system at t=800 in the steady
state versus the external torque(f) for the Adler system with L = 27 k = 6,7 = 1 for
different temperatures. The curves corresponds to the numerical integration of Eqn. (2.51)

for different temperatures.
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2.2.2 Underdamped limit

The effect of inertia adds a new layer of complexity to the Adler system as discussed in Sec
1.1. The deterministic system is effectively a second order dynamical system with 3 different
bifurcations. The addition of thermal fluctuations adds another layer of complexity and
below I will discuss the effect on the energetics due to the fluctuations near the bifurcations.

The Langevin equation for the Adler dynamics in underdamped case is given by ,
10, +~0, = [ — ksin (22) +n(t) (2.52)
where (nny) = 2v2D4(t — t').(Using Einstein relation, D = kgT/7)

In this section, we will mainly focus on the Bi-stable region, where the phase space has
two stable regions, one for stable node and other for stable limit cycle. The key feature of
these two distinct stable solutions are that they are topologically distinct solutions. The
stable node solution is characterised by zero angular velocity whereas the stable limit cycle
solution is characterized by a finite angular velocity (can still be dependent on the phase).
I have below plotted the real line extension of the displacement(z) and angular velocity (v)

for a sample trajectory for the parameters in the bi-stable region,

D 100 200 300 400 500 0 100 200 300 400 500

Table 2.1: Left: Real line extension of 6(t), i.e. z(t) for f = 4.5,k = 6, D = 0.1(Bistable
region). Right: Angular velocity for same parameter for one of the trajectory(Green)

As you can see the thermal fluctuations help the system to get out of the stability basin
of both stable node and stable limit cycle, and hence the trajectories are a mix of the both

these trajectories. The key difference between the running state in the overdamped case and
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the limit cycle in the underdamped case, is in the stability of the solution from the dynamical
perspective. In the case of the overdamped case, the running state can suddenly shift to
the stable fixed point due to thermal fluctuations around the saddle-node bifurcation point.
Whereas in the underdamped case,the presence of bistability implies that one might need

bigger thermal fluctuations to move the system out of stability basin.

Stochastic thermodynamics is a tool to analyze the thermodynamic signatures of switching
in the trajectory level between the 2 stable solutions, in the thermodynamic quantities. We
looked at the average power inputted into the system at large times, to check the effect of
bistability, where the we could clearly see the signatures of the two solutions. Below I have
plotted the ”Hysteresis” plot of the average power with the driving torque. The ”Hysteresis”
protocol used was as follows: Let the system evolve according to the Langevin equation(Eqn.
2.52) for simulation time, Ty, for a value of external torque where the fixed point is the only
stable solution, then compute the ensemble average of power inputted into the system. We
then proceed to increase the external torque in the direction of bistable region and using the
final points as the initial conditions, we again compute the average after Ti,,.We proceed
to use this protocol to increase the external torque(to beyond the saddle-node bifurcation)
and then decrease it to cover the entire bistable region. This protocol is the usual ’adiabatic

way’ to capture Hysteresis behaviour.

As one can notice the hysteresis behaviour still exists in the presence of weak thermal
noise, even after large simulation times. This means the system hasn’t relaxed to the unique
steady state for such large simulation times(limited by the run time). The two averages
corresponds to the averages in the stability basin of the two stable solutions. As one can

see, the area under the hysteresis curve decreases with increasing temperature.

We can rationalize the hysteresis curve with the Kramer’s escape rate from the stability
region of both the solutions.We computed the escape time to go from the stability basin of
the stable node to the limit cycle solution, using the result derived by Buttiker et.al.[54] and
Kramer[55], for the escape rate for the underdamped case. It was derived for our system in
the case of titled washboard potential(The effective potential when one also considers the

effect of non-conservative force) with L = 27, given by

Peft = —g:c — %cos (7). (2.53)
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Figure 2.8: Hysteresis curve for average power for the underdamped system at ¢t = 10°, k =
6,7 = 1 for different temperatures.The arrow correspond to the direction of the change of
driving force. We see that the area under the hysteresis curve decreases with increasing
temperatures

The mean Kramer’s escape time for extremely low damping (G = \/LH < 1) derived by

Buttiker et.al. can be then computed as follows as,

(2.54)

ij < E, )[1+(4aDI/Ib)]1/2+1 [il

Te) = — €Xp
7<) kT ) [1 + (4aDI/L))"* —1 DI

where wa = |wy| = (%)1/2 (1-— fQ/k;2)1/4 is the frequency associated to motion of the particle
at the bottom/top of the well, Ej is the effective barrier height from well minimum, I, is
the action at the barrier peak and « is a fitting parameter relating to particle current at
the barrier peak which is of order unity. Similarly, the Kramer’s escape time for moderate

damping (G ~ O(1)) derived by Kramer in 1940, is given by

< > 27T|a)b| ( Eb ) 1
Te) = ——— €Xp
wA /{?BT 2 1/2
[(z? laf?) - —]

(2.55)

43



In Fig. (2.9), we show log,,((7.)) as a function of driving torque in the bistable region. We
find that for the parameter values used for the simulations in Fig. (2.8), the escape time,
computed from the Kramer’s formula Eqn. (2.54), is very high (increasing with increasing
values of Eb, which goes from finite value < 2k to 0 with increasing value of f). Since such
a similar behaviour is seen when decreasing the driving torque from above, we expect the

Kramer’s escape time from limit cycle to stable node to be very high too.

—D=0.01
—D=0.1 |

1 t
3 3.5 4 4.5 5 5.5 6
Driving Torque(f)

Figure 2.9: logy,((7.)) vs Driving torque(f) in the bi-stable region for k = 6,1 = 1,7y = 1.
High values of Kramer’s escape time corresponds to high stability of the potential well.

To utilize the effect of the meta-stability in the system, we also did numerical studies
on the above system with external periodic driving in addition to constant external torque.

The Langevin equation for the corresponding system is given by

. : 2nt 270
10, +~0; = fo + asin ) —kesin [ 2 4+ n(t) (2.56)
T L
Fper (1)
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where a and Tj is the amplitude and time period of the driving respectively. fy and a is
chosen such that it covers the entire bistable region and Tj is such that it is lower than the

Kramer’s escape time from the well around f.

2.0 —————1———————r————

15|
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Local Power

1.0 |

0 200 400 600 800 1000

05F

0.0

Local Power

0 200 400 600 800 1000

Figure 2.10: Left: Periodic driving in the Adler dynamics for the underdamped case in the
bistable region. Right: Trajectories(10 samples) for system with time period, 7y = 800(up)
and Ty = 400(down) .Parameters values: I=1, y=1, fo=4.5,k=6, kgT=0.1, a=2.5.

The trajectories for the above system has clear structure which depends on the value of
G =~/ VkI, fo and a and it seems independent of the time period of driving, Ty. Since,
we began the protocol with initial conditions for the system to be in the basin of attraction
of the stable node, the average power is almost 0, then suddenly spikes to the limit cycle
solution(corresponding to the saddle-node bifurcation), then increases due to further increase
of external torque.Now in the reverse protocol, the system stays in the limit cycle solution

even in the bistable region, until the homoclinic bifurcation.

We also computed the average work inputted into the system in a cycle(over a single
time period) and found a linear relationship with time period,Tj(shown below). This means

the specific structure of the trajectories only gets rescaled with time period on average.
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Figure 2.11: Average work inputted into the system per cycle vs time period of the driving
for k = 6, fy = 45,1 = 1,7 = 1 for different values of D. It shows a linear relationship
between them, which implies the structure of the instantaneous power only gets rescaled
with time period.The lines corresponds to the linear fit with goodness of fit, R?=0.999

2.3 Nonlinear stochastic driven oscillator in an active
bath

How does the non-equilibrium properties of the activity affect the thermodynamic quantities
near the bifurcation behavior of non-linear system? To answer this question, we study the
non-linear oscillator, the Adler oscillator, in the presence of active bath. In this section we
will discuss only the overdamped limit of the dynamics and the corresponding equations of

motion is given by



where we will define D = % (effective diffusion coefficient due to the bath).So, effective
strength of the active fluctuations at finite correlation time i given by (£2) = % Hence with
correlation, one expects a cooling effect (decrease in the ”effective” temperature, Te s = ,;’Ti)
with correlation time. But one must remember that the exponential correlation also plays
a key role, in controlling the different time scales in the system. As discussed in the above
section, increasing the correlation time 7 from 0 — oo, corresponds to go from thermal bath
limit to deterministic limit(i.e. infinitely correlated). Another interesting consequence of this
system is that steady state average power inputted into the system is equal to the average

heat dissipated in the active bath, i.e. (W) = —(Q). This is due the bounded nature of the

conservative potential,¢(6) = —% cos (QLLG)

To tackle the statistics of this model given by Eqn. (2.57), a non-Markovian problem,
an effective Markovian problem can be constructed by adding extra degrees to capture the
non-Markovian behaviour. The same statistics of the active fluctuations can be captured by

modelling it as an Ornstein-Ulhenbeck process, given by
7& = —& + V2D, (2.59)

where 7, is white noise with zero mean and unit variance. Thus the Markovian representation

of the original problem is 2-dimensional Langevin equation.

Taking the derivative of Eqn. (2.57), we can also describe the above system as an effective

underdamped problem with space dependent friction,y(z;7) (See. Sec. 1.3.4), given by

2rk (2%@)} e't _ f — ksin (27r—;t) 4 @nt (260)

é—i— 14 T cos
! [T v L L T T

After rescaling time, £ = t7~1/2, we obtain,

.. 3 2k 270 . f — ksin (2% V2D
Ht—l-[T 1/24—71/27[/ cos( Lt>} 0, = 7( L )—l— pyralll (2.61)
where the space dependent friction, yeg(d,7) = 7742 4 71/2 (T—f) cos (£2).  One may

notice that as correlation time,r increases (when 7 > %, the friction is also negative(i.e.
accelerating) for some values of the phase space (6 € [r/2,37/2] at 7 — 00). The negative

friction is essential for the spontaneous oscillations seen in hair bundle systems[56]
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Figure 2.12: Space dependent friction as function of 6 for different correlation times.
Parameters: k=6,L = 27,y = 1. One can see that for larger correlation times the friction is
negative for a part of the phase space.

First I will discuss the two approximation schemes, Fox’s approximation and UCNA,
which has previously been successfully used to describe the equilibrium system for small
correlation time (i.e. v/DT < Iy, where [y is the characteristic length of the system). We
would like to check the validity of these approximations to our driven non-linear system.

The Fokker-Plank equation for the Fox’s approximation for our model is given by

or@®,t) 10 (270
-2l )

In the steady state, one finds that the distribution can be computed during similar manipulations
to Sec. 2.2,

N Da_2 P(6,1)

o {1+ ZF cos (7))

(2.62)

P(0) =

NLX exp{—V(0)} /9 " eV () {1 + 2”2” cos (229)} (2.63)
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V(o) = 1 [—fL6 n kL? o8 216 k2Lt cos 4mh fkLt . (2m0
= - - sin [ —
DL| v " 2my L 42 L w2 M\
~ o |14 2kt cos 276
& L L)l

The first term is equivalent to the potential of the system for the steady state problem in

the Markovian regime.Given the probability distribution, the average power inputted into

the system in the steady state can be computed similar to Sec. 2.2.1, given by

fDL
Nfox

(Wiex) = (1 —exp[fL/yD]) (2.64)

Similarly, for UCNA, the Fokker-Planck equation is given by

{f — ksin (%)}P(e,t)

oP(0,) D p? 1 R G
at - 80 1 4 2mkT 27rkT cos (?) 89 [1 + 2mkT 27rk7' COS( )} a [ 27rk7' Cos (2[}9)}
(2.65)

The stationary distribution, is given by

exp{—V(0)} / " eV () [HQWL’” os(%f/)r (2.66)

So the only difference between these two approximations in the steady state is the extra

PY(9) =
St( ) NUCNA

factor, [1 + % coS (2”79/)] (space dependent friction), which wouldn’t have mattered in the

equilibrium case. The average power inputted into the system in the steady state according

to UCNA, is given by
fDL

Nyucna

<WUCNA> = (1 —exp[fL/yD]) (2.67)

The key quantity needed to evaluate the average steady state power is the normalization
constant, N, = fOL dOPL(0) and Nycna = fOL dOPY(9). The above quantities are further
evaluated by numerical integration of the above normalization condition. It must noted that

both Ni,, and Nycna are dependent on all the system parameters.

Both these approximations are only valid in the entire phase space, only when the space

dependent diffusivity and friction are positive. This imposes another restriction on the
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correlation time, 1 + N Cos( L) > 0 e, 7 < =,

issues for large 7. We first compared both the distributions for correlation times when

in addition to the convergence

these approximations are physical with the distribution obtained from the simulations.

One notices that there is significant deviation in the stationary distribution obtained from

0.7
—Fox's
UCNA
06+ * Simulations

P_(6)

Figure 2.13: Stationary distribution, Py(0) for f =7,k =6,D = 0.01 and v =1

UCNA compared to the simulations, whereas the ”Fox’s” approximation converges . UCNA
fails for this model due to the presence of driving torque, which drives the system out of
equilibrium(lack of detailed balance) independent of the noise. Whereas, Fox’s approximation
can be still derived independent of the detailed balance condition[57]. We will show below
that even Fox’s approximation’s validity is limited to parameter values where the velocity
distribution is close to Gaussian. So, for small correlation times, where the system soon
looses the memory of initial velocity and reaches a stationary distribution, which is close to
Gaussian. From the Chapman-Enskog calculation, we can show that the angular velocity
distribution takes the form of product of Gaussian and a polynomial in 7 (See Appendix C).
This implies there is further deviation from the Gaussian as one increases the correlation
time and deviations are also dependent on parameter values of the problem. Below, we will
show an example of this non-Gaussian behaviour, where even for small correlation times,
the Fox’s approximation does not capture the stationary distribution very well and one can

relate the cause to the velocity distributions.
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Figure 2.14: Up: Stationary distribution for the phase, Ps(#) for different values of 7, when
f =12,k =6,y = 1,D = 1 from simulations along with Fox’s approximation. One can
see that for 7 = 0.15, Fox’s approximation deviated a lot from the simulations. Down:
Stationary distribution for the velocity, P,0 for the same parameter values. One can see that
for 7 = 0.15, the velocity distribution deviates from the Gaussian.
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We then looked at the average power inputted into the system in the steady state for
different correlation times. Since the average power for the thermal bath case is always
more than the deterministic case, we expect the average power to decrease from the thermal
bath limit to the deterministic limit as one increases the activity,r, from 0 — oo. We have
also compared the results of the simulations with power computed from Fox’s approximation

(Eqn. (2.64)), for small correlation times, where the approximation is valid. But, numerically

40 ' '

30

Driving Torque(f)

Figure 2.15: Average power with driving torque(f) for D = 1,k = 6 for different correlation
times. Here the lines correspond to the average power(Eqn(!)) obtained from Fox’s
approximation( here only valid for 7 < 1/6). We can see that with increasing 7 corresponds
to going from thermal bath limit (7 = 0) to the deterministic case(rT = 00).

we observed that there is a distinction in the behaviour of average power inputted into the
system, for values of external driving torque, f, below and above the bifurcation point

(f = k). The average power below the bifurcation, behaves in the way we expect where
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increasing correlation, decreases the effective temperature of the bath, T,;; = Z'%. We know

from the thermal bath case that decreasing temperature, decreases the average power and
finally converging to the deterministic case ((W) = 0). So below the bifurcation point, the
increasing the correlation time of the bath, corresponds to effective cooling of the system.
Whereas, above the bifurcation point, where the deterministic case has running state (See

Sec. 2.2.1), the correlation time has more interesting implications (See Fig. 2.16(b)).
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Figure 2.16: Average power in the steady state vs correlation time(7), when k = 6,D =
1,7 = 1,L = 27 for values of external torque ,below the bifurcation point, f = 5,(Left) and
above the bifurcation point, f = 7 (Right). 7. corresponds to correlation time when the
system has minimum power. Dashed Horizontal line corresponds to the deterministic case
and Dotted line corresponds to the Thermal bath case with same parameters.

As we can see, the average power inputted into the system has a non-monotonous
behaviour with correlation time,r, above the bifurcation point(f = k). One key observation
is that the average power can go below the value in deterministic limit, which was not
possible for any finite temperature in the thermal bath limit. There also exists a critical
correlation time, 7., where the average power in minimum, i.e. the rate of dissipation of
heat into the bath at 7, is minimum. So, for small activity of the bath (7 < 7.), it has a
cooling effect on the system, whereas it has an heating for 7 > 7.. We believe such a non-
monotonous behaviour above the bifurcation point, is a combination of effect of persistence

in the running state and also the cooling effect of the active bath, D.s; = g.Even though,

93

25



stationary distribution of phase doesn’t show any clear change with correlation time, we
find that the above behaviour is well captured in the stationary distribution of the angular
velocity(Fig. 2.17). We can see that the angular velocity where the first peak occurs shows
such a non-monotonous behaviour. The presence of second peak in the velocity distribution
with correlation time corresponds to the peak in the velocity distribution(averaged over phase
distribution) in the deterministic case, Pdet(é =) X U\/ﬁ, where the variation in
the velocity is minimum. One can observe that the velocity distributions are in general non-
Gaussian(Fig. 2.17), even at small correlation times, implying that even Fox’s approximation
wouldn’t be able to capture this non-monotonous behaviour. We predict such a behaviour

in any non-linear driven systems(1-dimensional) under the effect of active fluctuations.

06 ' ' ' ' —=0.1
—7=0.5
=1
05 I~ —=5
—7=9
04k Deterministic

0.2 -
\.
01 -
0 ] - |
-5 0 15

Angular velocity(8)

Figure 2.17: Stationary distribution of angular velocity, 6 for different correlation times,
when f=7k=6,D=1,v=1,L=2n

We also investigated the effect of increasing the period of the non-linear potential, L. We
expect that for very large L > 1, the system will behave similar to drift-diffusion problem.
We plot below the above plot of average power for different periods. We can see that average
power seems to become constant independent of correlation times,r, for larger L. This is

due to the fact that for drift diffusion process, the average velocity, (#) is independent of the

form of correlation function of the noise, I'(t — #').
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Figure 2.18: Average power with correlation time 7 for D = 1,k = 6,f = 7,7 = 1 for
different periods of the potential.

First passage properties has been successfully used to produce lower bounds for the
estimation of entropy production in the system[31]. In the active bath case, the entropy
production has contributions from both the dissipation and non-equilibrium nature of the
bath, therefore the bounds cannot be directly related to the dissipation in the system. But
in the thermal bath case, one can find equalities relating moments of first passage and
moments of integrated current[53]. We found that one can use first passage properties to find
lower bounds for the average power inputted into the system. Let us define, (7 (A)) as the
mean first passage time to be absorbed in any of the two symmetric absorbing boundaries
at, t = £A, where z is the real line extension of the phase(d = = mod (27)) such that
T(A) = inf{t > 0/x(t) € [-A,A],x(0) = 0}. We can then define a lower bound for the

power inputted into the system, given by

. FA
W)= T

(2.68)

We see that the bound is sensitive to whether A = 2nm or A = (2n + 1)7, with better

bounds achieved for A = 2nm(where n is a positive integer). As expected, the bound is
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Figure 2.19: Estimated average power with correlation time 7 for D =1,k =6,f =7,7v=1
for different lengths for the boundary of the absorbing wall, A. The plot with no markers
correspond to the average power obtained from the simulations whereas the ones with marker
are the estimated power using Eqn. (2.68).

better for larger values of A, as there are fewer particles going against the external torque

and the mean first passage converges to the mean time period for the system.

We also looked at the variance in the work inputted into the system,a%,vt at large times

in the steady state for different correlation times. In the thermal bath limit(7 — 0), the
variance in work had a peak at the bifurcation point. With the increase in correlation time,
we found out that the variance in work done is further enhanced at the bifurcation point,
whereas the peak as function of external torque around the bifurcation point, sharpens with
correlation time. For correlation time 7 — oo, we reach the deterministic limit, where the
variance is zero for all values of external torque, except the bifurcation point. The increase
in variance at the bifurcation point with correlation time can be explained through the effect
of persistence(even though the strength decreases with 7).At the bifurcation point, which
is highly unstable, the persistence for values of & > 0 plays a positive role in enhancing
the displacement in the running state whereas when the persistence for values of ¢ < 0,

just falls into fixed point where variance is just governed by the strength of the noise(which
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vanishes with increasing 7). Since, the variance in work(at large times) is also related the
effective diffusion constant, as shown in Sec. 2.2.1, the diffusion can be further enhanced at

the bifurcation point with increasing correlation time.
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Figure 2.20: Variance in work inputted into the system in steady state for different correlation
time 7 with D = 0.01,k = 6,7y =1 at t=400.
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Chapter 3

Conclusions & Outlook

In this thesis, we have studied the statistics of thermodynamic quantities for a non-linear
oscillator in the presence of different baths, thermal and active baths, at the non-equilibrium
steady state using the framework of stochastic thermodynamics.Noise induced effects on the
thermodynamic quantities near the bifurcation point and the effects of active fluctuations in

the system were explored.

In the presence of thermal bath, we have derived analytical expressions for the average
power and variance in the work inputted into the system in the overdamped limit. We found
out that the presence of a thermal bath enhances the power inputted into the system and it
also follows a scaling law with temperature of the bath, (W> o T'/3 at the bifurcation point.
The variance of the work inputted into the system shows a peak at the bifurcation point
for low temperatures. So, for precise enhancement of power inputted into the system, one
must stay above the bifurcation point. Numerical studies on the underdamped limit in the
presence of thermal bath, suggests that the system takes significant time to relax to unique
steady state in the region of bistability. The signatures of metastability can be observed
in the thermodynamic quantities through hysteresis effects and the relaxation times to the
steady states has been estimated using Kramer’s escape rate analysis. One can also utilize
the metastability to design asymmetric input of power into the system, using symmetric

periodic driving the system, even in the presence of the bath.

In the presence of active bath, the system has much richer phenomenology due to the

non-equilibrium nature of the bath. An extensive study of two different approximations-
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Fox’s approximation and Unified color noise approximation (UCNA), used to study the
ensemble properties in the presence of active fluctuations was also conducted. We found
that UCNA doesn’t capture the steady state properties for any correlation time, whereas
Fox’s approximation is limited to correlation times until the velocity distributions are close
to Gaussian form. Controlling the correlation time(activity) of the bath, one finds that the
behaviour of the system goes from the one in presence of thermal bath to deterministic
case (absence of bath). Numerical studies of the average power in the steady state suggest
that above the bifurcation point, the activity has both cooling and heating effect on the
system and there is finite critical correlation time when the system dissipates the minimum.
The average power at the critical correlation time, 7., can also go below the deterministic
case, which is not possible for the thermal bath. The study on the different approximations
suggests that one must look at the higher order terms in correlation to capture the non-
monotonous behaviour in the power. The existence of minimum average power at finite
correlation time, is reminiscent of stalling forces in Brownian motors. We also found that the
diffusive behaviour can be much more enhanced at the bifurcation point for low temperatures
as compared to thermal bath case, by increasing the correlation time. The variance in the
work inputted also shows a peak at the bifurcation point which becomes sharper and higher

with correlation time.

The above study of effects of active fluctuations on driven non-linear systems opens
new theoretical avenues. Better Markovian approximations need to be developed for the
analytical study of the behaviour near critical correlation time, 7., to capture the higher
order currents. The above study also calls for experimental study for power regulation using
correlations in noise in Josephson junctions, power grids , hair bundles etc. Here, we have
looked only at the effect of active fluctuation for a single oscillator. It will also be really
interesting to study the influence of active fluctuations in coupled oscillators, particularly in

the phenomenon of synchronization.
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Appendix A

Functional Calculus

Consider a functional, F'[¢)], which maps from a vector space,V usually of continuous functions,
¥ — R, to real values R. An important example of functional in physics is the action

Slq(t)], where the input is the trajectory(a function of time ¢, ¢(t)),

Stato) = [ arLiae) a0, (A1)

Here I will discuss the simple calculus methods need for Functional analysis, mainly Functional
derivative. Consider a functional,F'[¢)] which has values for ¥ (t) and ¥(t) + d)y(t) where
do(t) # 0 within 7 — 6t <t < 7 + dt, then the functional derivative is then defined as

OF[) _ . FlY + o] — FIY] (A.2)

Su(T)  st=0 [, Obo(t)dt

Simplified way of looking at the above limit occurs when one consider the functional as
a continuous limit of a multi-variable function. Assuming the analytic behaviour of the
function, let the variable, ¢)(7) is perturbed slightly such that d¢o(7) = Ao(t — 7), then the
above limit,we can redefine the above limit as

OF[Y(t)] _ dF[ip(t) + Aot — 7)]

su(r) X (A.3)

A=0
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Using the above definition, we can easily deduce the below results

SEW] _ of
RO

) SF[(t) _ 0f 89
(i) FIv] = f(g(9)) > ) e

<t>]_ of  dof
/ 16, 9)d ) v drog

(A.4)
(A.5)

(A.6)

Now, we can also extend the Novikov theorem, for multi-variable Gaussian random variable,

to a functional,g[¢] of continuous stochastic process,&(t) with i.i.d. Gaussian distribution,

with first moment(£(t)) and second moment, C(t,t') = (£(¢)E(t)) — (£(t))(&(t)) is given by

(aleh = e@)ale) + [ arcwe) (525)
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Appendix B

Numerical Recipe for stochastic

dynamics

Numerical simulations provide a desk top method to model different system dynamics and
stochastic differential equations describe the motion of particles under the effect of fluctuating
environment. The key difference between numerical integration of deterministic equation of
motion and SDE is that SDE requires different numerical schemes for better convergence
based on the convention used to define SDE(mainly Ito or Stratonovich). Let us consider
the SDE, given by

dxy = a(ze, t)dt + b(xy, t) * dW; (B.1)

where dW; is infinitesimal increment in Wiener process and * is the notation for convention
used to define SDE(".” corresponds to Ito convention and ‘o’ corresponds to Stratonovich
convention). Usually, dWW; is generated from psuedo-random generator for Gaussian distribution

with 0 mean and variance dt.

The most basic integration scheme is called Euler-Mayurama method, where the next
step is just dependent on the slope of the previous step. The scheme for the above SDE is
given by

Tppar = T+ a(xy, )AL+ b(zy, t) x AW (B.2)

where At is the time step and AW is the increment in the Wiener process obtained from
X ~ N(0, VAt) . This method has strong convergence for upto O(At/2) converges well to

Ito convention for small At.
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One can improve the above Euler’s method by improving the estimate of the slope at the
previous step for future prediction. The simplest improvement is called Heun’s method or
predictor-corrector method, where the slope for the next step is the average of slope at the

previous step and the predicted step, given by

jt+At = I ‘l— CL([L‘t, t)At + b(fL‘t, t)AW
1
$t+At = I + 5 [(a($t7 t) + CL(jt—&-Ata t + At)At + (b(l’t, t) ‘I— b(jt-l—At) t + At)AW] (B4)

This method has stronger convergence to Stratonovich convention and hence to have higher
precision in the energetics(defined in the Stratonovich convention), one needs to use Heun’s
method or higher order Runge-Kutta method[58]

For a very few examples of SDE, one can find the exact solution to the differential equation
and then we can directly work with the solution for the evaluation of the trajectories. For

example, in the case of Ornstein-Ulhenbeck process, given by
d.Tt = —/{:xtdt + O'th (B5)

where k and o are constants.

In this case the exact updating formula[59] is given by
1/2

Tine = Teexp (—kAL) + %(1 —exp(—2kAt)| n (B.6)

where n is taken from normal distribution, X ~ N (0, 1).
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Appendix C

Chapman-Enskog Method for active
bath

In this section, I will review a systematic expansion of the reduced equation for any driven
system in an active bath case in the overdamped limit, extending a calculation done by
Bonilla[39]. The method is based on perturbation method used to derive hydrodynamic
equations from Boltzmann equation. Let us consider a Langevin dynamics of a driven

particle in an active bath(OU process), where the equation of motion is given by
iy =f—¢ (@) +& 76 =—&+ V2D, (C.1)

where f, is he constant external driving force,¢(x) is the conservative potential and 7, is
Gaussian white noise. Here we assumed the viscosity,y, to be constant and taken to be

unity(without loss of generality).

The adimensional form of Kramer’s equation in the (z,v = &) space with a constant
external driving, f, according to the units in Table 3.1, is given by

) oP 9P 0P d(vP)

0 oP "
%{vﬂL%]P(m,v,t):e[E-f—v%— %—Ff%—egb 5 (C.2)

where we have defined [ to be the characteristic length of the system and the pertubative

expansion is done on the parameter(assumed to be small) e = @ < 1.
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Table C.1: Non-dimensionalizing units for Kramer’s equation]]

The method of Champan-Enskog will be used to derive the equation for the marginal
distribution, R(z,t;€), for finite but small €. Let us consider the full density to be written

as :

Plx,v,t;e) = WR(M €) + ;eJP(J)(:L','U; R) (C.3)
% =Y dF0(R) (C.4)
j=1

The last equation is imposed based on the structure of the non-Markovian Master equation,
which is the key ingredient of Chapman-Enskog method. Assuming the existence of solutions,
one can obtain the functional, .#)(R), due to the structure of the adimensional Kramer’s
equation. One key observation, is that non-equilibrium steady state behaviour is not captured
in the adminesional units, but one will retain it once we go back to the original dimensions.

Integrating Eqn. (3.15) over v, we get

OR 0J
E + % = O, J(x,t, 6) = /'UP({I?,U,t,E)d'U (C5>

From the above structure, we can also get

| U |
F9ER) :_a;x o :/UP(J)(x’U;R)dU (C.6)

Putting Eqn.(3.16 — 17) in Eqn. (3.15), we get a hierarchy of equations,

0 0 exp[—v?/2] [, OR
expl—v2/2 " 8P(1) , ap(l)
2Pt = Pz 0 2R T (- (O
oP® or® O(wPW)  sPW
(3) _ Y o a (1)
ZP v +(f—¢") 5 o 7 + SR F(R) (C.9)
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etc. The hierarchy of equations has similar structure to the one computed by Bonilla[].
Hence, the solutions of the equations also have same structure, product of polynomial in v

and Gaussian in v, given by

. —2/2] & L
P2ite) 2,0 R) = exp[—v?/ g 2te 2ite C.10
( ) \/% ; 2i+e ( )
where € = 0,1. As the contributions from higher order terms become dominant, one would
observe higher deviations from the Gaussian distribution in the velocity. One can easily
deduce that J?) = 0 and we have only odd orders of current. Solving the above hierarchy

of equations we get

0

—(¢"R) (C.11)

0
(1) = — = — /_ _ (3) =
J PR (¢ f+ ax) R, J o

and the higher order currents as derived in [39], contains terms with 5 order derivative of

the potential and the marginal distribution. But upto O(€®),we have

OR 0
ox

#R— fR+ Q[u - eQ)R]) +O(€) (C.12)

In the orginial units, upto O(72), we get back the Sancho’s approximation, given by

OR ) . 0? "
v —%[(f—qﬁ)R] +D55 [(1—7¢")] R. (C.13)
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