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Synopsis 

Proteins interact with one another and other biomolecules to carry out their functions. 

These interactions are mediated via amino acids on the surface of proteins. In this thesis, 

we structurally characterized protein-protein and protein-small molecule interfaces and 

studied the residue environments at protein-protein interfaces. Characterization of these 

interface residues can help identify binding modes of proteins with one another and small 

molecules. 

To characterize the protein-protein interfaces structurally, we created a database of 

protein-protein/domain-domain interfaces in the PDB and clustered them by their 

geometric similarity. We examined how proteins belonging to the same fold can utilize the 

same/different interface geometries to interact with one another. Further analysis, on 

specific proteins, showed that the geometry at the interface could be structurally similar 

irrespective of the fold that the protein belongs to. Further characterization of the protein-

protein and domain-domain interfaces showed that though amino acid pairing across 

interface residues are similar, yet protein-protein interfaces have a higher self-amino acid 

pairing compared to domain-domain interfaces. 

While this library can be used to model protein complexes of varying geometry, in this 

thesis, we specifically explored coiled-coil interfaces. We built a random forest based 

scoring scheme to predict if two coiled-coils would interact in a particular orientation. This 

algorithm was used to identify native coiled-coil interactions at the interface from non-

native interactions. Along with scoring, we also predicted the interactions between the 

coiled-coiled domains of JC virus agnoprotein with Rab11B and p53 and built a model of 

agnoprotein with Rab11B. 

Further, we studied amino acid environments at protein-protein interfaces. We examined 

how different interface residues transition from one environment in a monomer to another 

in a complex. The residue environment was characterized using residue depth, which is 

the distance of the residue from the nearest bulk solvent. We noticed that the hydrophobic 

amino acids have higher propensities of getting buried on complex formation compared 

to hydrophilic ones. We developed a depth based scoring potential for protein-protein 

interface residues, which was used to distinguish near-native interfaces from non-native 

interfaces. 
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Along with the characterization of interfaces, we also identified hotspot residues, which 

are important for mediating the interactions. We compared three properties of the hotspot 

and non-hotspot residues ± depth change on complex formation, conservation and 

interaction potential (how favorable are the interactions of a residue with other residues 

from a different protein). These three properties were different for hotspot and non-

hotspot residues and were used to build an empirical decision tree based classifier. Our 

method was shown to be robust across the different tested datasets and comparable to 

if not better than other state of the art methods.  

Not only did we characterize protein-protein interfaces, we also studied protein-small 

molecule (drug molecule) interfaces. Small molecule drugs bind to target proteins based 

on structural and physicochemical complementarity. There is a likelihood that other 

proteins have binding sites structurally similar to the binding pocket of the target protein. 

We designed a general structural similarity based method to identify binding pockets of 

small molecules on proteins. We tested this methodology in identifying the alternate 

binding partners of a small molecule drug Nutlin, which is known to bind Mdm2. Our 

predictions were validated both computationally (molecular mechanics score, molecular 

dynamics simulations, docking scores) and experimentally (thermal shift assay for one of 

the predictions).  

Further, we used this method to identify alternate drug binding pockets, in experimentally 

validated off-target proteins, for several other known drugs. We noticed that several of 

the predicted off-target binding sites had a bound drug/ligand in the crystal structures. 

This provides higher confidence in our predictions as previous literature shows that a 

variety of ligands can bind to the same binding site in a protein. This methodology can be 

used for drug repurposing or predicting off-target effects of drugs. 

We also designed/predicted inhibitors against the different proteins of the Nipah virus and 

computationally analyzed their stability. To begin with, we modeled the proteome of the 

Nipah virus and designed 4 peptide inhibitors against 3 of its proteins. We then docked 

small drug like molecules onto Nipah proteins using Autodock and Dock. Using molecular 

dynamics simulations and molecular mechanics calculations, we analyzed the stability of 

protein-peptide/small drug like inhibitors. All the predicted/designed inhibitors will 

plausibly be effective against different strains of the Nipah virus. 
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While characterizing protein-protein and protein-small molecule interfaces, we 

characterized the different environments in proteins using residue depth. Different 

residues prefer to be at different depth levels. We calculated the effect of depth on residue 

substitutions and created three depth dependent amino acid substitution matrices. These 

matrices were then successfully used to predict deleterious mutations in proteins.  

To conclude, this thesis captures various aspects of protein-protein and protein-small 

molecule interfaces, which can be used for scoring protein-protein interfaces, modeling 

protein complexes, identification of coiled-coiled interfaces, prediction of hotspot 

residues, prediction of off-target effects of drugs, drug repurposing and other applications. 

Thesis Organization 

Chapter 1 ± Overview 
The synopsis to the thesis and thesis organization. 

Chapter 2 ± Introduction to techniques 
A brief introduction to various techniques used in the study ± residue depth, CLICK, 

structure modeling, docking, molecular dynamics simulations, molecular mechanics, 

knowledge based potential and measures of accuracy. 

Chapter 3 ± Structural study of protein-protein interfaces 
Created and structurally clustered a library of all known protein-protein and domain-

domain interfaces. Showed how interfaces can be structurally similar despite topological 

differences in the respective proteins.  

Chapter 4 ± Prediction and modeling of coiled-coil protein-protein interfaces 
Developed a scoring scheme to score coiled-coil interfaces, which was then used to 

identify binding partners of coiled-coil protein and also used to model coil-coil protein 

interfaces. 

Chapter 5 ± Study of residue environments at protein-protein interfaces to score 
protein complexes 
Developed a knowledge based statistical potential derived from the different tendencies 

of the amino acids to get buried on complex formation. Utilized these potentials to identify 

near-native binding mode of protein-protein complexes. 
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Chapter 6 ± Classification of interface residues into hotspot and non-hotspot 
residues 
Studied the properties of hotspot and non-hotspot residues and utilized these properties 

to classify the interface residues. 

Chapter 7 ± Structural study of protein-small molecule interfaces: prediction of off-
target effects of Nutlin 
Created a structural similarity based search method to predict off-target binding sites of 

the small molecule drug Nutlin. These predictions were analyzed both computationally 

and experimentally. 

Chapter 8 ± Prediction of binding sites of drugs on off-target proteins 
Utilized the methodology developed in the previous chapter to predict binding pockets of 

drugs on already known off-target proteins. 

Chapter 9 ± Predicting and designing therapeutics against the Nipah virus 
Modeled the Nipah proteome and utilized it to design peptide inhibitors and predict small 

drug like molecules against the viral proteins. 

Chapter 10 ± Characterizing residue environments in proteins to develop 
environment dependent substitution matrices 
Studied residue environments in proteins using depth. Created depth dependent amino 

acid substitution matrices and utilized it to predict deleterious mutations. 

Chapter 11 ± Conclusions and Future Prospects 
A summary of what has been achieved in this thesis and what can be explored in the 

future. A detailed analysis of the results has been provided in the respective chapters.  
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Chapter 2 - Introduction to techniques 

1. Residue environment and Residue Depth 
2. Binding site prediction 
3. CLICK 
4. Knowledge based potentials 
5. Machine learning 
6. Docking 
7. Molecular Dynamics simulations 
8. Binding free energy calculations 
9. Mathematical measures 
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1. Residue environment and Residue Depth 

Proteins are molecular machines that are made of amino acids, which fold in a particular 

3D shape. The environment of an amino acid depends on where it is located in a protein 

and the properties of the amino acid vary depending on its environment. For instance, the 

relative permittivity experienced by a polar chemical group in a solvent is 80, whereas in 

a protein surface it ranges between 20-30, whereas in the interior of the protein it is 

between 2-4 [1]. Besides, hydrogen bonds can be more than 1 kcal/mol stronger in non-

polar environments as compared to polar environments [2,3]. The hydrophobic 

interactions too play an important role in protein stability [4]. The hydrophobic interactions 

are predominant in the protein interior, and hence it becomes important to quantify the 

environment of the residue based on the degree of the burial of different amino acids. 

Traditionally, solvent accessible surface area (SASA) [5] was one of the ways in which 

the degree of burial was categorized. SASA values were classified into levels such as 

buried, intermediate and exposed. Residues in the hydrophobic core of a globular protein 

were typically buried while the polar residues that constituted the periphery of the protein 

were exposed. This classification, however, is rather coarse (Figure 2A) and does not 

stratify the interior of the protein adequately. Similarly, another way of quantifying residue 

environment is by calculating the number of atoms in contact within 4.5Å [6]. This 

parameter too has been used to predict the SASA of residues. A somewhat more concise 

description of the residue environment is provided by the depth measure [7]. Residue (or 

atom) depth is defined as the distance of a residue (or atom) to the closest molecule of 

bulk solvent (Figure 1). A solvent molecule is not defined as bulk if it has less than two 

neighboring water molecules in a sphere of radius 4.2Å (1.5 hydration shells). Hence any 

trapped water molecule or those present in cavities are not considered as the bulk solvent. 

DEPTH program for predicting residue depth also mimics solvent dynamics by repeatedly 

solvating the protein in different orientations [8]. The number of water molecules to define 

bulk solvent and the number of iterations for solvating a protein molecule can be changed 

based on the user. Residue depth offers a more stratified description of the protein interior 

(Figure 2B) and hence can be used to describe protein microenvironments. 
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Figure 1- A protein molecule (shown in yellow ribbon) in a box of solvent molecules 

(represented as blue dots). The residue depth (for the residue in red) being predicted as 

the one from the nearest bulk solvent (shown in red arrow), as compared to the one in 

black arrow. 

 
Figure 2- A cross-section of a protein (human dihydrofolate reductase, PDB- 1MVT) 

stratifying microenvironments by (a) SASA (b) Depth. All atoms of the protein are 

rendered in sphere representation and are colored according to SASA and depth using 

PyMol [9]. Blue represents exposed residues and red represents buried residues. 

 

Residue depth is an apt descriptor of protein microenvironments is further evidenced from 

the many uses of depth. Residue depth correlates better with hydrogen-deuterium 
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exchange data than SASA [7]. It is also a vital feature in the detection of post translational 

modification sites [10,11]. In conjunction with SASA, depth has been used to predict small 

molecule ligand binding sites and cavities in proteins [8,12]. Combining depth with SASA, 

electrostatic and hydrogen bonding interactions has been shown to effectively predict the 

pKa of ionizable groups in proteins [12]. Residue depth has been efficiently combined with 

hydrophobicity and hydrophobic moment derived from the primary sequence of the 

protein to predict temperature sensitive mutations [13]. In combination with evolutionary 

sequence profiles and SASA, depth could be used to recognize native protein folds 

[14,15]. In each of the applications mentioned above the key aspect has been the ability 

of depth to describe the immediate neighborhood of amino acid residues.  

2. Small molecule ligand binding site prediction 

 
Figure 3 – Schematic of a protein (shown in red sphere) in a box of solvent molecule 

(solvent molecules as blue spheres). A cavity though solvent accessible still has high 

depths as the water molecule do not qualify as bulk solvent 

Residue depth has been previously used for multiple applications [7,8,12], one is the 

prediction of small molecule ligand binding sites of proteins. The binding sites are 

accessible to water and hence have a high solvent accessible surface area, however 

because of the sizes of the binding site, the water in the binding sites does not qualify as 

bulk solvent (do not have 2 neighbors within 1.5 hydration shells) (Figure 3). Hence the 

residues at binding sites have a higher depth. Besides, binding site residues are more 
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conserved as compared to the rest of the protein surface [16,17]. Hence, DEPTH program 

predicts a region on the protein surface as a binding site if the residues have a high 

solvent accessible surface area, high depth and are conserved [12]. In addition, all 

residues with at least one atom within 6.5 Å of the cavity water were listed as binding site 

residues candidates. For details about the algorithm of binding site residue prediction 

please refer to Tan et al. [12]. 

3. CLICK 

Several computational tools have been developed for the identification of structural 

similarities between the 3-dimensional structures of proteins or parts of proteins [18±25]. 

The program CLICK [18] can be used to match 3-D structures of proteins. CLICK 

compares two constellations of points irrespective of their chain connectivity. The CLICK 

program creates small cliques of points (3-7 in number) from representative atoms (user 

defined criterion, CĮ atoms or combination of CĮ, Cβ atoms etc.) of spatially proximal 

amino acid residues (Figure 4). These cliques are then superimposed by a 3D least-

squares fit. To guide the matching of cliques, other features such as solvent accessibility, 

secondary structure and residue depth can also be used. 

 

 
Figure 4 – Structural alignment of the C-terminal domain of Arginine repressor (PDB-

1XXA) (red) and C-terminal domain of Translation Initiation Factor (PDB-1TIG) (blue). 

The left portion shows the representation of CĮ atoms which are superimposed on each 
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other even though the two proteins have different topologies (right). (Adapted from 

http://cospi.iiserpune.ac.in/click/Design/img/Click.png) 

The structural superimposition produced by CLICK is associated with two values - RMSD 

and structure overlap. RMSD is the root mean square deviation between the aligned 

representative atoms after the structures are superimposed on each other. Structure 

overlap is the percentage of representative atoms (of the smaller protein) that are within 

a cut-off distance of 2.5 Å from corresponding atoms of the other protein after structural 

superimposition. 

The functionality of a protein depends on the spatial orientation of the residues, 

irrespective of the topology of the overall protein [26±28]. Such functional matches will be 

missed if we match protein structures with constraints based on their connectivity. Hence 

a topology independent protein structure matching tool such as CLICK, can help in 

identifying such structural similarities. CLICK has been successfully used for multiple 

structural comparisons [18,29±31]. 

4. Knowledge based potentials 

Knowledge based potentials (or statistical potentials) are energy functions derived from 

analysis of already existing protein structures in the PDB [32]. These potentials rely on 

the assumption that the native structure generally has the lowest free energy as 

compared to other states [33,34]. These potentials involve statistical analysis of different 

features of proteins as seen in their high resolution crystal structures. Examples of such 

features involve amino acid pair preferences at protein interfaces [35], the distance 

between pairs of protein atoms [33], number of neighbors in contact with a residue [34] 

etc. Various knowledge based potentials have been developed for protein-protein, 

protein-ligand and protein-DNA interactions to predict either the binding free energy or 

feasibility of binding [36,37]. These potentials have also found applications in protein 

structure prediction and design [38,39]. 

Most of these potentials follow SipSO¶V fRUPXOaWiRQ [40]. The potential of a feature r under 

study is defined as 

𝑈ሺ𝑟ሻ ൌ െ𝑘𝑇 ሺ𝑁௥
௢௕௦ሻ/𝑁௥

௘௫௣ 

http://cospi.iiserpune.ac.in/click/Design/img/Click.png
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, where k is the Boltzmann constant, T is the absolute temperature NrObs is the number of 

observed events of the feature r in the PDB and Nrexp is the number of expected events 

of the feature r, under a random scenario. 

5. Machine Learning 

 
Figure 5 – Schematic showing random forest based classification. 6 decision trees shown 

in different colors make predictions as A or B. The decision making process made by 

each tree for an input has been highlighted. The box with red outline and red arrows show 

the flow of decision making process. Based on the voting, the prediction that gets the 

maximum vote is provided as the final prediction (here A). 

Machine learning is a set of computer algorithms that learns from patterns from a training 

set of parameters and utilizes these patterns to build a model to make a prediction [41]. 

Machine learning tools can be classified as supervised or unsupervised. Supervised 

machine learning tools build a mathematical model based on the training set that contains 

both the training parameters and the desired output [42]. Supervised machine learning 

can be carried out using various tools like support vector machine, neural network, 
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decision tree, random forest etc. A detailed review of supervised machine learning tools 

can be found elsewhere [42]. Unsupervised learning contains only the parameters of the 

dataset and does not have an output. These tools learn from the data and are used for 

the clustering of data points [43]. 

One example of a supervised machine learning tool is the Random forest, which creates 

several decision trees. Decision trees make predictions of a particular type based on 

recursive splitting of the dataset based on different sets of conditions [44]. The different 

decision trees make their own predictions. Random forest makes the final prediction 

taking the mode of the predictions made by its constituent decision tree (Figure 5) [45]. 

6. Docking 

Molecular docking refers to the prediction of the orientation of a biomolecule with respect 

to another. Docking can be done for protein-protein, protein-small molecule ligand, 

protein-nucleic acid complexes. The shape of the biomolecule and their interactions help 

predict their orientations. The Coulombic, hydrogen bonds and van der Waals interactions 

between the individual components are computed and used to score a conformation [46]. 

Depending on the computational resources various degrees of flexibility of the bonds are 

provided during docking, which allows it to sample various conformations before making 

a final prediction. Rigid body docking is a faster docking scheme (compared to ones 

where protein residues too are flexible) wherein the protein is considered as a rigid body 

and the small molecule ligand is allowed to sample all the 6 translational and rotational 

degrees of freedom. The docking tools may allow the user to mention the site on the 

protein where the docking simulation is to be carried out [46±48]. Some of the commonly 

used docking tools are - HADDOCK [49], pyDock [50], SwarmDock [51], ZDock [52], 

RossettaDock [53], Autodock [54] etc. A more detailed analysis of docking tools can be 

found elsewhere  [55±57]. 

7. Molecular dynamics simulations 

Proteins are dynamic molecules that undergo various kinds of motion, which are 

important for their functioning. These dynamics can be studied using molecular dynamics 
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simulations that predict the trajectory of atoms in biomolecules by solving NeZWRQ¶V 

equations of motions [58]. The forces between these atoms (or particles) are calculated 

by interatomic potentials or force fields, which can be of different types such as AMBER, 

CHARMM, OPLS, GROMOS etc. [59±62]. These force fields vary from each other in their 

description of the various parameters of atoms or the forces between them. Molecular 

dynamics simulations for non-membrane bound water soluble proteins involve solvating 

the biomolecule in a box of water, followed by neutralizing the system by the addition of 

counter ions. This is followed by the energy minimization of the system to get rid of steric 

clashes or inappropriate geometry. The solute-solvent system is then equilibrated by 

varying pressure till it reaches some pre-desired density and the temperature is stabilized. 

The next step involves the equilibration of the pressure. After stabilizing the temperature 

and the pressure, the system is ready for data collection regarding its trajectory. Details 

about various advances and applications of molecular dynamics simulations can be found 

elsewhere [58,63±66]. 

8. Binding free energy calculations 

Binding free energies are estimated as a combination of molecular mechanics energies 

with Poisson-Boltzmann (MM/PBSA) [67,68] or generalized Born and surface area 

continuum solvation (MM/GBSA) [67]. These estimates are typically based on molecular 

dynamics simulations. The binding free energy is calculated as  

𝐺 ൌ  𝐺௕௢௡ௗ ൅ 𝐺௘௟ ൅ 𝐺௩ௗௐ ൅ 𝐺௣௢௟ ൅ 𝐺௡௢௡ି௣௢௟ െ 𝑇𝑆 

, where Gbond is the molecular mechanic¶s energy term for bonded interactions (bond, 

angle, dihedral), Gel refers to the energy term for electrostatics, GvdW for the energy term 

for van der Waals interactions. Gpol and Gnon-pol are the polar and non-polar contributions 

to the solvation free energy. The Gpol can be calculated either by Poisson-Boltzmann or 

generalized Born and surface area continuum solvation. The Gnon-pol is calculated using 

linear regression to solvent accessible surface area. T refers to the temperature and S to 

the entropy. The entropy change upon ligand binding is considered to be negligible and 

hence not used for relative binding free energy calculations [69]. Details about binding 

free energy calculations can be found elsewhere [70±72]. 
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9. Mathematical measures 

The goodness of a binary classification system can be given by the following measures  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ൌ  
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑁
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 ൌ  
𝑇𝑁

𝑇𝑁 ൅ 𝐹𝑃
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ  
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑃
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ  
𝑇𝑃 ൅ 𝑇𝑁

𝑇𝑃 ൅ 𝑇𝑁 ൅ 𝐹𝑃 ൅ 𝐹𝑁
 

𝑓1 ൌ  
2 ∗ 𝑇𝑃

2 ∗ 𝑇𝑃 ൅ ൅𝐹𝑃 ൅ 𝐹𝑁
 

𝑀𝐶𝐶 ൌ
ሺ𝑇𝑃 ∗ 𝑇𝑁ሻ െ ሺ𝐹𝑃 ∗ 𝐹𝑁ሻ

ඥሺ𝑇𝑃 ൅ 𝐹𝑃ሻ ∗ ሺ𝑇𝑃 ൅ 𝐹𝑁ሻ ∗ ሺ𝑇𝑁 ൅ 𝐹𝑃ሻ ∗ ሺ𝑇𝑁 ൅ 𝐹𝑁ሻ
 

where, TP refers to true positive, TN to true negative, FP to false positive, FN to false 

negative. Out of all these measures, the Matthews Correlation coefficient (MCC) is the 

most balanced as it has all 4 terms ± TP, TN, FP and FN [73]. 

The linear dependence of 2 variables x and y belonging to a sample size of n, was 

caOcXOaWed XViQg Whe PeaUVRQ¶V cRUUeOaWiRQ cRefficieQW (RU cRUUeOaWiRQ coefficient- rx,y) 

𝑟௫,௬ ൌ
𝑛 ∑ 𝑥௜𝑦௜ െ ∑ 𝑥௜ ∑ 𝑦௜

ට𝑛 ∑ 𝑥௜
ଶ െ ሺ∑ 𝑥௜ሻଶ  ට𝑛 ∑ 𝑦௜

ଶ െ ሺ∑ 𝑦௜ሻଶ
 

We have also used percentile rank of a score, which refers to the percentage of score 

that is lesser than or equal to the score. In case multiple entries had the same score the 

average percentage ranking of the scores were assigned to all the entries. 
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Chapter 3 - Structural study of protein-protein interfaces 

1. Creation of chain-chain and domain-domain interface library 

2. Structure based clustering of the interface library 

3. Interfaces can be structurally similar irrespective of the fold of the proteins 

4. Amino acid pair preference at chain-chain and domain-domain interfaces 

5. Small molecule binding sites at chain-chain interfaces 
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1. Introduction 

Proteins are the workforce of the cell that interact with one another and other 

biomolecules to carry out its functions. It has been estimated that ~80% of the proteins 

work in complexes [74]. Protein-protein interactions play important role in various 

biological processes [75,76]. Identifying these interactions can help explain the 

functioning of various proteins and the basis of various diseases [77,78]. These 

interactions can be identified using high throughput proteomics based experimental 

procedures [79], but these experiments do not provide any structural information. Various 

databases like Database of Interacting Proteins (DIP) [80], Biomolecular Interaction 

Network Database (BIND) [81,82], Molecular Interaction Database (MINT) [83], 

Interactome3D [84] etc. contain a list of experimentally validated interactions. However 

most of these databases, except Interactome3D lack structural information.  

The 3D structure of these complexes can be identified by structural studies such as X-ray 

crystallography, NMR, cryo-EM. The 3D structure of these complexes can help explain 

its mechanism and functioning and is required to understand the repertoire of cellular 

pathways [85±88]. However, the experiments are costly, labor intensive and time 

consuming [89]. Though the number of structures of proteins are increasing over the 

years, still challenges are faced in crystallizing large protein (multi-domain proteins) or 

complexes [90]. Hence computational techniques can be used to model complexes of 

proteins [91±97]. These techniques face two challenges ± sampling and scoring. The 

sampling involves the construction of plausible models of the protein complexes, whereas 

the scoring involves scoring these complexes to identify near-native complexes from non-

native complexes. 

Large proteins contain multiple domains, which are defined as an independent folding, 

evolving and structural units in proteins. Two proteins chain can fuse because of gene 

fusion leading to the formation of two protein domains in a single protein. Similarly, two 

domains of the same protein can break during evolution into independent chains [98]. 

During these events, a chain-chain interface can convert to a domain-domain interface or 

vice versa. Hence the interface across different domains can be structurally similar to that 

between different chains. The domain definitions/boundaries of individual proteins have 



32 
 

been characterized in SCOP/SCOPe [99,100] or CATH [101±103], which can be utilized 

to identify interfaces between different protein domains. 

Multiple libraries have been developed in the past to characterize protein-protein/domain-

domain interfaces such as 3DID [104±106], PIBASE [107], SCOPPI [108], SNAPPI-DB 

[109], SCOWLP [110,111], ProtCID [112], QSbio [113]. A large number of these 

databases classify and cluster the interfaces to show similarities between different 

interfaces or study specific properties of the interfaces such as conservation, the 

importance of water etc. Techniques such as PRISM [91], InterComp [114] utilizes the 

interfaces as templates to model protein complexes.  

Multiple studies have characterized protein-protein interfaces based on structure, 

packing, chemical complementarity, conservation etc. [115±120]. The previous study by 

Aloy et al. suggests that close homologs interact in a similar manner [121]. However, 

another study by Mika et al. suggests that such protein interaction prediction based on 

sequence homology holds only when the sequences are ~80% similar and if they belong 

to the same species [122]. Protein interfaces across different families can also be 

topologically different within the same superfamily [123]. Close homologues sometimes 

utilize different interfaces for interaction as shown in lectins [124], ASSP proteins that 

regulate apoptosis [125], bacterial chemotaxis proteins [126] etc. However, recent 

literature indicates that the structural repertoire of protein interfaces are degenerate and 

close to complete [127,128] and nature reuses similar interfaces across different proteins. 

Hence a composite library of such observed protein-protein/domain-domain interfaces 

will be useful in understanding and modeling protein complexes. Another way of modeling 

protein complexes involves docking one protein onto another, however, template based 

modeling of protein complexes has been shown to improve the predictions as compared 

to docking [129±131]. 

We created a library of all known interfaces between different proteins (chain-chain 

interface) or domains (domain-domain interface). We combined domain-domain and 

chain-chain interfaces as protein domains might break into different chains or different 

protein chains might fuse to form domains in a protein. Hence the domain-domain and 

chain-chain interfaces may be similar. We compared the SCOPe and CATH based 



33 
 

domain definition during the process of library creation and utilized the CATH based 

definition because of its larger coverage of the PDB. We also compared the amino acid 

pair preference between the domain-domain and chain-chain interfaces. We clustered 

interfaces belonging to the same fold based on structural similarity, to identify how 

interfaces interact. Fold independent clustering was not possible given the volume of 

data. With certain examples, we showed how topologically different folds could have a 

structurally similar interface. Previous studies pointed towards the usage of a topologically 

independent structural match for a search of templates to model protein complexes [114]. 

In addition, previous and ongoing work in our lab has shown that proteins irrespective of 

their topology can be structurally similar at the small molecule ligand binding site [23] or 

DNA binding site (unpublished data). Hence a topology independent structural 

comparison (a structural match without taking into consideration the secondary structure) 

to identify templates for modeling protein complexes will help identify templates (to model 

protein complexes) for a larger number of proteins. However, the modeling of such 

complexes is beyond the scope of the study of this thesis and will be dealt with in the 

future. 

2. Methods  

2.1. Database of interfaces 

All multi-chain and multi-domain (based on CATH/SCOPe domain definition) complexes 

were extracted from the PDB. In order to remove protein-peptide interfaces, we only 

considered those interfaces whose individual chain had at least 50 residues. The 

accessible surface area for the individual protein chains/domains and all possible binary 

protein chain/domain complexes were calculated using MODELLER [132]. Interfaces with 

greater than 400 Å2 change in solvent accessible surface area were retained. The cut off 

was used to filter crystallographic artefacts from biologically relevant interfaces in lines 

with the PQS server [133±136]. There might be a few crystal artefacts with whose change 

in solvent accessibility >400 Å2 [137]. A higher cut off for change in solvent accessible 

surface area would have removed artefacts better, but it would have come at the cost of 

losing many true interfaces. A study by Zhu et al. [138] has shown that the percentage of 
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crystal artefacts reduce substantially (~30%) around 400-500 Å2. We hope that the 

misleading contributions due to these artefacts would eventually be picked by the scoring 

schemes during evaluations. All the residues having at least one atom within 8 Å of 

another atom from a different chain/domain were used to create the library of the residues 

at the interface. The interface library was created such that the number of chains/domains 

for a chain-chain/domain-domain interface was 2. In case of oligomeric interfaces (>2 

chains), all the possible combinations of homo/hetero-dimeric interfaces were created 

which follow the criterion for interface selection as described above. 

Both SCOPe and CATH were used to define the domain boundaries for domain-domain 

interfaces. However, unless otherwise mentioned a domain-domain interface refers to 

domains based on CATH domain definition. 

2.2. Clustering of interfaces 

 

Figure 1 – Flowchart explaining the clustering of the interface library. The different 

interfaces belonging to the same fold combination are shown in oval, triangle and 

rectangle in different colors. The resolution of the structure has been mentioned 
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alongside. The highest resolution structure i.e. grey rectangle is the first representative 

structure, all other interfaces are structurally aligned to it and considered a match based 

on a specific criterion. The interfaces, which did not structurally align forms the new set, 

from which the representative structure is selected, and the steps repeated till all 

interfaces have been clustered. 

An interface containing two chains A and B belonging to fold c and d respectively is said 

to belong to the fold combination c-d. All interfaces made of the same combination of 

folds (called fold combination) were clustered together hierarchically such that the first 

chosen representative had the highest resolution. All interfaces were compared to the 

representative using CLICK [18] (a topology independent structural superimposition tool) 

with CĮ and Cȕ atoms as representatives for the superimposition. The interface was 

clustered with the representative if the structure overlap was >80% and RMSD was <1.5 

Å. A new representative was chosen from the remaining unclustered interfaces and the 

same procedure was repeated. This was iterated till all the interfaces were assigned to a 

cluster or only one interface was left, which then forms the only member of its cluster. 

In cases where the number of PDBs in each fold combination was greater than 1000, 

then fold combination was broken into smaller sets of a maximum of 600 interfaces each, 

to reduce the number of structural comparisons to perform during clustering. 

2.3. Pair preferences of the amino acid residues at protein-protein 
verses domain-domain interfaces 

A residue-residue interaction profile was calculated for all side chain-side chain 

interactions using the same statistical potential developed for PIZSA [35,37]. For details 

about the methods used for calculation of these statistical potentials, refer to 

Dhawanjewar et al. [37] . The scoring scheme used was the ratio of the observed 

probability of the interface residue pair to that of the expected probability of the interface 

residue pair. To prevent overrepresentation of certain sequences, the PDBs were culled 

using PISCES [139] such that the maximum sequence identity was 40% and the 

resolution was 4 Å.  
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2.4. Prediction of the binding site at protein-protein interfaces 

The binding site for all the protein chains was calculated using DEPTH [12] such that the 

number of water molecules for bulk solvent description was at least 4. Evolutionary 

information too was used during the computation (Refer to Chapter 2 Section 2 for 

details).  

3. Results 

3.1. Comparison of SCOPe and CATH domain definition  

The number of folds in SCOPe (version ± SCOPe-2.07-stable) and CATH (version - 

b.20180915) are 1,457 and 1,391 respectively. Out of these 377 and 282 folds (for 

SCOPe and CATH respectively) have no other domain interacting partner in the PDB. 

Only 31,063 PDBs had domain definitions (other than C terminal tag defined by tag l.1.1) 

according to SCOPe, whereas 114,839 PDBs had domain definitions according to CATH. 

The number of assigned multidomain PDBs according to SCOP is 17,303 while that 

according to CATH is 43,784. SCOPe assigns 57 proteins wherein a single domain is 

defined such that it spans multiple chains, whereas CATH has no such anomalous cases. 

Out of 112,043 chain-chain interfaces as observed in the PDB, 49,888 chain-chain 

interfaces did not have a fold assigned to at least 1 chain according to SCOPe definition, 

while 22,110 chain-chain interfaces did not have a fold classification according to CATH. 

Hence, because of the larger coverage of the domain definition in CATH for the PDB as 

compared to SCOPe, the CATH domain definition has been used for all future purposes.  

3.2. Interface library 

The number of chain-chain interfaces are 112,043 (belonging to 42,254 PDBs) and that 

of domain-domain interfaces are 66,442 (belonging to 28,085 PDBs). Out of the 112,043 

chain-chain interfaces, 89,933 interfaces had the interacting residues assigned to 2,444 

fold combination. The remaining 22,110 chain-chain interfaces did not have one or both 

its chains assigned to a CATH fold. Out of these 89,933 chain-chain interfaces, 55,352 

(62%) interfaces are between chains belonging to the same fold, indicating a predominant 



37 
 

homo-oligomeric association between different chains. These 55,352 interfaces belonged 

to 514 CATH fold combinations. 

The 66,442 domain-domain interfaces interacted with each other in a 1,135 fold 

combination. Of these, 47,839 (72%) domain-domain interfaces were between domains 

belonging to different folds, indicating a predominant hetero-oligomeric association 

between different protein domains. The remaining 18,603 interfaces that belong to the 

same fold belongs to 107 CATH fold combinations.  

Domain-domain interfaces may either contain residues which belong to the junction 

between 2 domains (i.e. the C-terminal of a domain is sequential neighbor of the N-

terminal of another domain) or it may contain residues where they are not sequential 

neighbors (i.e the two interacting domains are either separated by other domain/s or 

separated by a stretch of residues with no domain annotation). The domains in the former 

case may come in contact because of the interface residues between the two domains 

being sequential neighbors. To check for the latter i.e. domains that have come in contact 

even though the constituent interface residues were not sequential neighbors we 

considered an empirical cut-off of 10 residues between the interfaces of the two 

constituent domains. Out of all the 66,442 domain-domain interfaces, only 6,684 

interfaces (~10%) followed this criterion. 

3.2.1. Number of interfaces per fold combination 

Both the chain-chain and domain-domain interfaces interacted with each other in 3,065 

unique fold combinations with 514 fold combinations containing both domain-domain and 

chain-chain interfaces. Out of the 3,065 fold combinations, 585 fold combinations had 

only 1 interface (1 chain-chain/domain-domain interface in 1 fold combination) and 2,502 

(82%) fold combinations had <=30 interfaces (Figure 2). However, 21 fold combinations 

had >1000 interfaces in it, which were broken into subsets of 600 interfaces or less. 

Rossmann fold had the maximum number of interfaces (14,844 interfaces), followed by 

Immunoglobulin-like fold (6,528 interfaces) and Glutamine 

Phosphoribosylpyrophosphate, subunit 1, domain 1 fold (6,318 interfaces). 
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Figure 2 – Histogram showing the number of fold combinations (y-axis) having a particular 

number of interfaces (x-axis). 

3.2.2. Interactions of a fold with other folds 

A CATH fold can interact with anything between 1 to 183 different CATH folds 

(considering the fold is interacting with 1 fold at an interface). According to the present 

representation in PDB, only 1109 folds (out of 1,391 CATH folds) interact with one 

another, of which 1092 folds interact with <30 other folds. Rossman fold (CATH ID- 

3.40.50), for instance, interacts with 283 folds in different orientations (Table 1). Single 

alpha-helices involved in interacting with coiled-coil or other helix-helix interfaces (CATH 

ID- 1.20.5) are seen to interact with 90 different folds. This can be because of the diversity 

of the sequences that can take up these particular folds [140]. However certain chain-

chain interfaces have more than 2 folds forming the interface. In such cases, a particular 

fold can be present in combinations with 1 to 388 other folds.   

Table 1 – Folds that interact with more than 30 other folds in a binary interaction 

CATH ID Fold Name Number of interacting folds in a 
binary interaction scenario 

3.40.50 Rossmann fold 283 

2.60.40 Immunoglobulin fold 93 
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1.20.5 Single alpha helix involved in coiled-

coil or other helix-helix interactions 

90 

3.30.70 Alpha-beta plaits 81 

1.10.287 Helix hairpins 79 

1.10.10 Arc-repressor mutants, subunit A 78 

3.20.20 TIM barrels 66 

2.60.120  Jelly rolls  57 

1.25.40  Ser-Thr protein phosphatase 5, 

Tetratricopeptide repeat  

54 

1.20.58 Methane monooxygenase 

hydrolase Chain G, Domain 1 

54 

2.40.50 

 

OB-fold (Dihydrolipoamide 

acetyltransferase. E2P) 

 

48 

1.20.120 

 

4 helix bundle (Hemierythrin Met 

Subunit A) 

40 

3.10.20 Ubiquitin like rolls 38 

3.30.420 Nucleotidyl transferase domain 5 37 

2.30.30 SH3 type barrel 37 

   

3.3. Clustering of the interface library 

All the 156,375 (89,933 chain-chain and 66,442 domain-domain) interfaces were 

clustered into 27,317 clusters, such that all the interfaces in a cluster have structure 

overlap >=80% and interface RMSD <=1.5 Å (unless otherwise mentioned RMSD in the 
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chapter refers to the interface RMSD) with respect to that of the representative PDB. Of 

these 27,317 clusters, 100 clusters had both chain-chain and domain-domain 

representatives. 12,877 (~47%) clusters only contain 1 PDB (Figure 3), which might be a 

result of the stringent RMSD and structure overlap criterion used during clustering. 25,951 

(~95%) clusters contain less than 20 PDB per cluster (Figure 3). Certain folds like 

hemagglutinin-ectodomain chain B had 484 out of 567 interfaces clustered together with 

cluster representative 4gxx_BD. The other interfaces fell into different clusters because 

of the stringent criterion used during clustering (Figure 4). The other PDBs that did not 

cluster with 4gxx_BD had a structural overlap ranging between 70-80% and RMSD 

between 1.5 Å ± 2.4 Å. 

 

Figure 3 – Histogram showing the frequency of clusters (y-axis) having a particular 

number of interface in each cluster (x-axis). 

 

Figure 4 – RMSD vs Structure Overlap of the interfaces that were not put in the same 

cluster as the cluster representative 4gxx_BD.  
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3.3.1. Number of interface clusters per fold combinations 

The number of clusters per fold combination ranges from 1 to 7,809. 1,623 fold 

combinations (out of 3,065 combinations) had only 1 cluster (585 fold combinations had 

only 1 interface and hence only had 1 cluster). 2,941 (96%) fold combinations had <20 

clusters (Figure 5). 3043 (99%) fold combinations were clustered into less than 100 

clusters. 

 

Figure 5 – Histogram showing the frequency of the number of clusters per fold 

combination. 

14,844 interfaces of the Rossmann fold clustered into 7,809 clusters, 6,528 interfaces of 

the immunoglobulin-like fold clustered into 1,675 clusters and 3,598 interfaces belonging 

to TIM barrel fold clustered into 984 clusters. The higher number of clusters in these fold 

combinations was because of the stringency used in cut off selected for clustering, the 

diverse ways the same fold could interact and because multiple non-homologous proteins 

taking up these folds [141]. This results in multiple modes of interactions. Most of the 

interfaces (73%) have a high RMSD (>2 Å) and low structure overlap (<70%) when 

compared to each other (Figure 6). Hence, they interact differently with different types of 

proteins even though they belong to the same fold combination.  
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Figure 6 – Structure overlap (%) vs RMSD (Å) of the structural match between different 

interfaces belonging to the Rossmann fold. Most of the interfaces have high RMSD and 

low structure overlap with each other indicating multiple ways of interactions between 

Rossmann folds. 

3.3.2. Certain chain-chain interfaces and domain-domain interfaces are structurally 
similar 

514 fold combinations had both chain-chain and domain-domain interfaces. Out of the 

66,442 domain-domain interfaces, 55,696 interfaces belong to these 514 folds. From 

these, 100 clusters had both chain-chain and domain-domain interface clustered 

together. One example is that of the domain-domain interface of Giardia dicer 

superimposed onto a chain-chain interface of the Nuclease domain of ribonuclease 3; 

with a structure overlap of 86% and an RMSD of 1.33 Å (Figure 7 A). The two proteins 

share a sequence identity of 23% and belong to the Ribonuclease iii N terminal 

endonuclease domain, Chain A fold. Another such example is that of the superimposition 

of the chain-chain interface of AVA_4353 protein onto the domain-domain interface of 

PhuS protein with a structure overlap of 91% and RMSD of 1.28 Å (Figure 7 B). The two 

proteins belong to the heme utilizing iron like fold and share no significant sequence 

similarity. Hence, sequentially unrelated proteins can have a structurally similar chain-

chain and domain-domain interface. 
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Figure 7 – (A) Chain-chain interface of Nuclease domain of ribonuclease3 (PDB – 

3o2r_CD) in grey ribbons superimposed on the domain-domain interface of Giardia dicer 

(PDB – 2qvw_B) in blue ribbons (B)Chain-chain interface of AVA_4353 protein (PDB – 

3FM2_AB) shown in blue ribbons superimposed on the domain-domain interface of PhuS 

protein (PDB – 4IMH_B) shown in grey ribbons 

3.4. Examples of structurally similar protein-protein interfaces from 
different folds  

The clustering of the interface library was limited to proteins belonging to the same fold 

combinations, as an all against all comparison of all the interfaces irrespective of their 

folds is computationally intensive and impossible with our present computation power. 

However, we compared few interfaces across different folds to check if there exists 

structural similarity of the interface irrespective of the fold the protein chains/domain 

belong to. 
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3.4.1. A fold interacting with different folds using the same geometry 

 

Figure 8 – (A) Complex of Nus G protein (PDB – 3LPE_G) (in orange ribbons) and DNA 

dependent RNA polymerase E (PDB – 3LPE_H) (in yellow ribbons) (B) Complex of SPT5 

(PDB – 3H7H_B) (in grey ribbons) and SPT5  and SPT4 (PDB – 3H7H_A) (in cyan 

ribbons) (C) Superimposition of the complex of Nus G protein and DNA dependent RNA 

polymerase E onto the complex of (D) The interface residues from the same complexes 

following the same color scheme shows the structural similarity of the interface residues. 

The NusG (Transcription antitermination protein) and the Transcription elongation factor 

SPT5 belong to the same fold of alpha-beta plaits and are 34% sequentially identical to 

each other. The NusG protein interacts with DNA dependent RNA polymerase E, which 

belongs to Ruberythrin Domain 2 fold whereas the SPT5 interacts with the Transcription 

elongation factor SPT4 belongs to Herpes Virus 1 fold. Even though, the interacting 
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proteins (DNA dependent RNA polymerase and SPT4) to the two proteins (NusG and 

SPT5 respectively) belong to different folds and are only 29% identical sequentially the 

interacting interface is similar with a structure overlap of 93% and RMSD of 1.72 Å (Figure 

8).  

3.4.2. Interfaces belonging to different folds utilize the same geometry 

 

Figure 9 – (A) Superimposition of the interface of vascular endothelial growth factor A 

(PDB – 1mkk_AB) (in a blue ball and stick model of the CĮ atoms) and AP1-c fos (PDB – 

1s9k_ED) (in a salmon ball and stick model of the CĮ atoms) (B) Superimposition of the 

two protein complexes (shown in ribbons) onto each other following the same color 

scheme. 

The vascular endothelial growth factor A belongs to the cysteine knot cytokine protein 

whereas the complex between Transcription factor AP1 and c-fos belongs to the single 

alpha-helices involved in coiled-coil or other helix-helix interface fold. The interacting 

interface of one involves ȕ-sheets (vascular endothelial growth factor A) whereas that of 



46 
 

others involves Į-helices (AP1-c fos). However, irrespective of the topology of the 

interface and 0% sequence identity, the two interfaces are structurally similar with a 

structure overlap of 78% and RMSD of 2.48 Å (Figure 9). In principle, we would want to 

learn about all such cases, but we are limited by computational resources. 

3.5. Pair preference of the amino acid residues at protein-protein vs 
domain-domain interfaces 

The amino acid preferences for a domain-domain interface, chain-chain interface, protein 

surface (residue depth<5) [137,142] were compared to each other (Figure 10). The 

protein surface has a higher preference for polar amino acids (Asp, Glu, Lys, Arg, Asn, 

Gln) while having a lower preference for non-polar amino acids (Phe, Met, Cys, Trp, Tyr, 

Ile, Leu) as compared to the chain-chain/domain-domain interface amino acid preference 

(Figure 10). The chain-chain and domain-domain interfaces have similar amino acid 

preferences (Figure 10). 

 

Figure 10 – Amino acid preference at domain-domain interfaces (blue bars), chain-chain 

interfaces (orange bars) and protein surface (grey bars) 
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Figure 11 – Statistical potential for the pairwise interaction between 2 amino acids from 

different chains for (A) chain-chain (B) domain-domain interfaces. Each of the pair 

preference is colored based on their pair preference score. 

Along with checking for the amino acid preferences at a chain-chain vs domain-domain 

interface, we also checked if the amino acid at the two types of interfaces had different 

pair preferences. The preference of an amino acid pair to interact with one another (such 

that each amino acid from a chain/domain has at least 1 atom within 4 Å of the interacting 

chain/domain) in a chain-chain and domain-domain interface was calculated and a 

statistical potential was computed using the same formulation as PIZSA (Figure 11). The 

main chain of Gly might form important main chain-main chain interactions or main chain 

(from Gly)-side chain (from interacting amino acid) interactions. A detailed study of these 

statistical potentials for chain-chain interfaces at 3 different distance cut-offs of 4 Å, 6 Å 

and 8 Å for side chain-side chain, side chain-main chain and main chain-main chain 
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interactions can be found at Dhawanjewar et al. [37]. However, for this study, we limited 

ourselves to studying side chain-side chain amino acid pair preferences. Since Gly lacks 

a side chain, no statistical potential values were computed for pairs containing Gly. For 

the calculation of the statistical potential for a chain-chain interface a total of 5,571 PDBs 

(forming 10,836 interfaces) were used, while for the domain-domain interface 2,241 PDBs 

(forming 2,839 interfaces) were used (sequence being culled at 40% identity). The 

pairwise statistical potential for a domain-domain interface ranges between -3.9 to 3.4 

whereas that of the chain-chain interface range between -2.1 to 3.8. A negative value 

indicates that the residue pair is noticed less than expected by random chance (indicating 

an undesirable interaction) whereas a positive value indicates that the residue pair is 

noticed greater than by random chance (indicating a favored interaction). The overall 

trends for the amino acid pair preferences at a chain-chain interface and domain-domain 

interface look similar (Figure 10), however, a Wilcox paired test show that the two 

substitution trends are dissimilar with a p-value of 2.2e-16. 

 

Figure 12 – Difference in amino acid pair potential (Domain domain interface score – 

Chain chain interface score) colored based on the difference. 

The difference between the domain-domain score and the chain-chain scores were 

computed (Figure 12). Self-pairs are seen to be preferred in chain-chain interfaces as 

compared to domain-domain interfaces. Such self amino acid pairing at chain-chain 
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interfaces are important for packing and its absence would lead to a hollow channel 

running through the 2 fold axis of the homodimer, leading to void between the interfaces 

[143]. We notice self-amino acid pairing (other than Cys, Asn, Phe and Trp) are not 

favored at the domain-domain interface i.e. have negative values. However, most self-

amino acid pairing other than Ala, Lys, Leu, Phe and Val (Glu and Ser to some extent) 

are favored at the chain-chain interface. This can predominantly be because ~62% of the 

chain-chain interfaces are homo-oligomers as compared to ~28% of the domain-domain 

interfaces being homo-oligomeric (Results Section 3.2). We notice that Cystine 

interactions in domain-domain interfaces have lesser scores than that of the chain-chain 

interfaces, probably because of its lower natural abundance, and fewer number of 

domain-domain interfaces (2839 domain-domain interfaces compared to 10836 chain-

chain interfaces). 

3.6. Small molecule binding site at protein-protein interfaces 

The small molecule binding site of the individual chains that form the protein-protein 

interfaces was predicted using DEPTH [12]. The overlap of the residues constituting the 

binding site and the interface was calculated (Figure 13). Out of the 112,043 chain-chain 

interfaces, 74,849 interfaces had at least one chain with a 30% overlap between the 

predicted binding site and the interface residue. The predicted binding site (using DEPTH) 

can be used to dock/predict small molecules that could bind at the interface, hence 

disrupting the formation of the complex [144±147]. 

The binding site on the Nipah virus glycoprotein had 30% overlap with that of the interface 

residues with the ephrin B2 receptor of human (PDB ± 2VSM). Autodock [47] and DOCK 

[48]  were used to predict the small drug like molecules that would go and bind the 

predicted binding site of the glycoprotein, hence preventing its interactions with ephrin-

B2 receptor. Details about the methods and the computational stability of this complex 

are mentioned in Chapter 9 Methods Section 2.2, 2.3 and Results section 3.3. Similarly, 

the interfaces that have an overlap with that of the predicted binding site can be targeted 

to prevent the association. 
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Figure 13 – Histogram showing the percentage overlap between the predicted small 

molecule binding sites with that of the interface residues 

3.7. Database  

The database containing the information about all the chain-chain and domain-domain 

interfaces can be accessed at - 

http://www.iiserpune.ac.in/~madhusudhan/Neeladri_Sen_Thesis/interface_library.tsv.gz 

This database contains the PDB ID, Chain ID(s), fold combination of the interface (CATH 

ID), residues at the interface, if it is a chain-chain or domain-domain interface. The last 

column contains the overlap between the interface and the binding site. It is set as NA for 

domain-domain interfaces (Figure 14). No analysis was done on chain-chain interfaces 

without any CATH definition, hence it has NA for fold combination and binding site 

columns in the table. 

 

Figure 14 – Snapshot of the table containing information about the various interfaces in 

the interface library. For a domain-domain interface the two chain IDs columns have the 

same chain ID, while for a chain-chain interface the two columns have different chain IDs. 

PDB_ID Chain1 Chain2 Fold Combination Interface 1 Interface 2 Binding Site
3tcg D D 3.10.105-3.40.190 D297,D298,D299,D328,D329,D330,D331,D332,D333,D334,D335,D336,D337,D343,D344,D345,D346,D347,D348,D349,D392,D393,D394,D395,D396,D397,D398,D399,D400,D401,D403,D421,D422,D423,D424,D425,D426,D427,D428,D430,D431,D441,D442,D443,D444,D445,D446,D447,D448,D451,D452,D461,D462,D463,D464,D509,D510,D511,D512,D45,D46,D47,D48,D49,D50,D51,D56,D57,D58,D59,D60,D61,D62,D63,D222,D224,D225,D251,D252,D253,D254,D255,D256,D257,D258,D259,D271,D272,D273,D274,D275,D276,D277,D278,D279,D280,D281,D283,D290,D291,D292,D293,D294,D295,D296,D513,D514,D515,D527,D528,D529,D530,D531,D532,NA
1b3f A A 3.10.105-3.40.190 A271,A272,A273,A302,A303,A304,A305,A306,A307,A308,A309,A310,A311,A317,A318,A319,A320,A321,A322,A323,A325,A366,A367,A368,A369,A370,A371,A372,A373,A374,A375,A377,A395,A396,A397,A398,A399,A400,A401,A402,A404,A405,A413,A415,A416,A417,A418,A419,A420,A421,A422,A425,A426,A429,A434,A435,A436,A437,A438,A483,A484,A485,A486,A19,A20,A21,A22,A23,A24,A25,A26,A30,A31,A32,A33,A34,A35,A36,A37,A196,A198,A199,A225,A226,A227,A228,A229,A230,A231,A232,A233,A234,A245,A246,A247,A248,A249,A250,A251,A252,A253,A254,A256,A257,A264,A265,A266,A267,A268,A269,A270,A487,A488,A489,A502,A503,A504,A505,A506,NA
3dp8 C C 3.10.105-3.40.190 C10,C11,C12,C13,C14,C22,C23,C24,C25,C26,C27,C31,C40,C41,C42,C44,C45,C46,C59,C60,C96,C97,C98,C99,C100,C101,C102,C103,C105,C106,C124,C125,C126,C127,C128,C129,C130,C131,C132,C134,C135,C136,C137,C138,C140,C173,C199,C200,C201,C202,C203,C205,C219,C220,C221,C222,C223,C224,C225,C226,C227,C228,C229,C230,C231,C233,C234,C241,C242,C243,C472,C473,C474,C485,C486,C487,C488,C489,C490,C491,C244,C245,C246,C247,C249,C278,C279,C281,C282,C283,C284,C285,C286,C287,C288,C299,C300,C347,C348,C349,C350,C351,C352,C353,C354,C355,C356,C377,C378,C379,C380,C381,C382,C383,C385,C386,C396,C397,C398,C399,C400,C401,C402,C403,C404,C405,C406,C407,C408,C409,C410,C411,C412,C413,C414,C415,C416,C435,C436,C437,C438,C439,C440,C441,C442,C443,C444,C447,C451,C468,C469,C470,C471,NA
5fdl A B 3.10.10-3.30.420-3.30.70 A7,A8,A9,A10,A11,A13,A14,A85,A86,A87,A88,A89,A90,A91,A92,A93,A94,A95,A96,A97,A98,A99,A100,A101,A103,A154,A155,A156,A157,A158,A159,A160,A161,A162,A163,A164,A165,A166,A168,A169,A179,A180,A181,A182,A183,A188,A229,A319,A321,A322,A354,A357,A366,A369,A370,A372,A373,A374,A376,A377,A378,A379,A380,A381,A382,A383,A384,A385,A386,A387,A389,A398,A399,A401,A402,A403,A404,A405,A406,A407,A408,A409,A410,A411,A412,A413,A431,A432,A433,A434,A435,A436,A437,A438,A439,A440,A441,A457,A458,A459,A460,A461,A462,A463,A464,A493,A494,A495,A496,A497,A498,A499,A500,A501,A503,A504,A505,A506,A507,A508,A532,A533,A534,A535,A536,A537,A538,A539,A540,A541,A542,A543,A544,A545,A546,A547,A548,B17,B19,B20,B21,B22,B23,B24,B25,B26,B27,B28,B29,B30,B31,B49,B50,B51,B52,B53,B54,B55,B56,B57,B58,B123,B126,B127,B129,B130,B131,B132,B133,B134,B135,B136,B137,B138,B139,B140,B141,B142,B143,B253,B254,B255,B256,B257,B258,B259,B260,B261,B262,B263,B264,B265,B266,B268,B269,B276,B277,B279,B280,B281,B282,B283,B284,B285,B286,B287,B288,B289,B290,B291,B329,B330,B331,B332,B333,B334,B335,B337,B361,B362,B363,B364,B365,B366,B367,B368,B369,B390,B391,B392,B393,B394,B395,B396,B397,B398,B399,B400,B401,B404,B405,B416,B417,B418,B419,B420,B421,B422,B424,B425,B426,A95,A97,A99,A100,A101,A103,A179,A180,A181,A182,A188,A229,A319,A321,A380,A381,A382,A383,A384,B266,B269,B369,B390,B405,B421,B426,
3ikr A C 3.10.100 A204,A205,A206,A207,A208,A209,A210,A211,A212,A213,A214,A215,A216,A217,A218,A219,A220,A221,A222,A223,A224,A225,A226,A227,A228,A229,A230,A231,A232,A233,A236,A237,A238,A239,A240,A241,A242,A243,A244,A245,A246,A247,A248,A249,A250,A252,A257,A259,A260,A261,A262,A263,A264,A265,A266,A267,A268,A351,A352,A353,A354,A355,C204,C206,C207,C208,C209,C210,C211,C212,C213,C214,C215,C216,C217,C218,C219,C220,C221,C222,C223,C224,C225,C226,C227,C228,C229,C230,C231,C232,C233,C234,C235,C236,C237,C238,C246,C282,C285,C286,C287,C288,A225,A228,A229,A230,A232,A233,A236,A237,A238,A239,A243,A244,A245,A246,A247,A248,A249,A250,A252,A257,A259,A260,A261,A262,A263,A264,A265,A351,A353,A354,A355,C218,C220,C221,C222,C223,C224,C225,C226,C227,C228,C229,C230,C231,C232,C233,C234,C235,C236,C237,C238,C246,C282,C287,
5hbm A B 3.10.10-3.30.420-3.30.70 A7,A8,A9,A10,A11,A13,A14,A85,A86,A87,A88,A89,A90,A91,A92,A93,A94,A95,A96,A97,A98,A99,A100,A101,A103,A154,A155,A157,A158,A159,A160,A161,A162,A163,A165,A166,A169,A179,A180,A181,A182,A229,A319,A321,A354,A356,A358,A366,A367,A369,A370,A371,A372,A373,A374,A376,A377,A378,A379,A380,A381,A382,A383,A384,A385,A386,A389,A401,A402,A403,A404,A405,A406,A407,A408,A409,A410,A411,A412,A413,A431,A432,A433,A434,A435,A436,A437,A438,A439,A440,A441,A457,A458,A459,A460,A461,A462,A463,A464,A493,A494,A495,A496,A497,A499,A500,A503,A504,A505,A507,A508,A532,A533,A534,A535,A536,A537,A538,A539,A540,A541,A542,A543,A544,A545,A546,A547,A548,B17,B19,B20,B21,B22,B23,B24,B25,B26,B27,B28,B29,B30,B31,B49,B50,B51,B52,B53,B54,B55,B56,B57,B58,B123,B126,B129,B130,B131,B132,B134,B135,B136,B137,B138,B139,B140,B141,B142,B143,B249,B253,B254,B255,B256,B257,B258,B259,B260,B261,B262,B263,B264,B265,B266,B268,B276,B277,B279,B280,B281,B282,B283,B284,B285,B286,B287,B288,B289,B290,B291,B329,B330,B331,B332,B333,B334,B335,B337,B359,B360,B361,B362,B363,B364,B365,B366,B367,B368,B369,B390,B391,B392,B393,B394,B395,B396,B397,B398,B399,B400,B401,B404,B405,B416,B417,B418,B419,B420,B421,B422,B423,B424,B425,B426,A95,A96,A97,A99,A100,A101,A103,A179,A180,A181,A229,A319,A358,A366,A370,A382,A401,A402,A403,A404,A405,A406,A407,A431,A503,A504,A505,A507,A508,B249,B255,B256,B259,B260,B263,B264,B266,B268,B329,B330,B337,B361,B366,B369,B390,B404,B405,B417,B419,B420,B421,B422,B423,B424,B425,B426,

http://www.iiserpune.ac.in/~madhusudhan/Neeladri_Sen_Thesis/interface_library.tsv.gz
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Interface 1 and 2 refers to the residues belonging to the individual component of the 

interface. The binding site residues were not applicable for domain-domain interfaces and 

hence depicted with NA. 

4. Discussions 

An interface library of interacting protein chains and domains were created from the 

crystal structures deposited in the PDB. The CATH definition of domains was used as it 

has four times larger coverage of PDB as compared to SCOPe domain definition. There 

was a total of 112,043 (88,933 interfaces had an assigned CATH domain definition) chain-

chain interfaces and 66,442 domain-domain interfaces interacting with each other. Out of 

the 1,391 folds, as defined by CATH, only 1109 folds had interacting partners (either with 

itself or other fold). 15 of these folds have interacting partners from 30 or more folds. 

Rossmann fold; for instance; interacts with 283 other folds. Besides, certain fold 

combiQaWiRQV VXch aV RRVVPaQQ fROd, IPPXQRgORbXOiQ fROd, Į heOiceV fROd haV >1000 

interfaces. These could be because of various non-homologous proteins folding into the 

same fold yet carrying out varied functions and interactions. Out of the 282 folds that do 

not interact with others ~38% of the folds belong to the orthogonal bundle (CATH ID ± 

1.10) or irregular architecture (CATH ID ± 4.10). ~29% belong to a 2-layer sandwich 

(CATH ID ± 3.10), alpha-beta complex (CATH ID ± 3.90) and up-down bundle (CATH ID 

-1.20) architecture. 

The protein data bank only has 3065 fold combinations from 1391 folds. A simple dimeric 

fold association between all folds would have a minimum of 966,745 fold associations, 

indicating either the fold combinations are either absent in the PDB or a large number of 

folds do not interact with each other. 

The 155,375 interfaces (88,933 chain-chain interfaces+66,442 domain-domain 

interfaces) with an assigned domain definition clustered into 27,317 clusters based on 

structural similarity of the interface. The Rossmann fold, TIM barrel and Immunoglobulin 

fold again had >900 clusters predominantly because of the various ways they can interact 

with each other because of the diversity of sequences making up the fold. Approximately 
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73% of the TIM barrel interfaces were dissimilar (Structure overlap <70% and RMSD>2 

Å) from each other as observed during clustering.  

100 clusters had both chain-chain and domain-domain interfaces together, irrespective 

of the sequence similarity. This can indicate gene fusion leading to the formation of a 

domain-domain interface from a chain-chain interface or gene splitting leading to the 

formation of a chain-chain interface from the domain-domain interface. Because domain-

domain interfaces and chain-chain interfaces are sometimes structurally similar, the 

library can provide an increased number of templates to model multi-domain protein 

whose individual domains have been crystallized separately. 

 

Figure 15 – Illustration of utilizing the interface library to model the protein complexes 

using a topology independent match as a template. The dimeric complex of vascular 

endothelial growth factor A (depicted in blue ribbons with surface representation) can be 

modeled using the interface between AP1 and c-fos (depicted in salmon ribbons and 

surface representation). A topology independent structural superimposition can be done 

utilizing CLICK. The two chains of vascular endothelial growth factor A interact in a 

structurally similar manner as c-fos with AP1. 
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Ideally, the clustering of the interface library should be done by an all against all structural 

superimposition, but it is computationally expensive and non-tractable with our present 

resources. In addition, we also did not utilize a non-redundant set for the library creation, 

as previous reports state that homologous proteins can interact with each other using 

structurally different interfaces as seen in lectins, bacterial chemotaxis proteins, ASPP 

proteins etc. However, structural comparisons showed how dissimilar folds can use the 

same geometry at the interface to interact with a certain protein fold. In addition, we 

noticed that irrespective of the topology of the interacting partners of a protein complex 

the interface can be structurally similar. Previous studies have pointed towards proteins 

utilizing similar geometry at the interfaces and the structural repertoire of the interface 

being close to complete [127]. Hence, the interface library can serve as a powerful tool to 

model protein complexes. 

The interface library can be used to model complexes of proteins using a topology 

independent structural match (Figure 15) using the tool CLICK. For example, if we wanted 

to predict the dimeric complex of vascular endothelial growth factor (consisting of beta 

sheets), we would compare all the interfaces with the protein of interest (here vascular 

endothelial growth factor A). Say we find a match with transcription factor AP1 (which is 

topologically dissimilar as it contains alpha helices while the target protein containing beta 

sheets). We can then superimpose the other protein chain (here vascular endothelial 

growth factor A) onto the binding partner of AP1 (here proto-oncogene c-fos). A model of 

the complex (here dimer of vascular endothelial growth factor A) can be further built using 

the complex of the interacting proteins (here AP1 and c-fos) as a template. A topology 

independent structural match might increase the number of plausible templates for protein 

complex modeling as compared to that of a topology dependent structural match. Hence, 

using a topology independent match, we might be able to model more protein complexes. 

We also computed the amino acid pair preference at a chain-chain and domain-domain 

interface to calculate a statistical potential. The amino acid pairs overall had a similar 

trend of being favored/unfavored at both the chain-chain/domain-domain interfaces. 

However self-amino acid pairs were generally favored at the chain-chain interface when 

compared to the domain-domain interface. This could be because ~62% of chain-chain 
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interfaces are homo-oligomers whereas only ~28% of the domain-domain interfaces are 

homo-oligomers. 

Approximately 67% of the protein-protein interfaces had at least a 30% overlap between 

the interface residues and predicted small molecule binding site residues. This resource 

can become helpful in docking/predicting small molecules that would bind at the interface 

region, hence inhibiting complex formation.  

In conclusion, we have created a library of protein-protein and domain-domain interfaces, 

which in the future can be utilized to model complexes of proteins with each other and 

model multi-domain proteins whose individual domains have been crystallized separately. 

However, we chose to study coiled-coil interfaces to identify and model complexes of 

coiled-coil proteins, which have been described in the next chapter.  
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Chapter 4 - Prediction and modeling of coiled-coil protein-
protein interfaces 

1. Coiled-coil interfaces in the database of protein-protein interfaces 

2. Sequence based scoring scheme to detect coiled-coil interfaces 

3. Prediction accuracy of the scoring scheme 

This study was in collaboration with Dr. Neelesh Soni, who helped in developing the 

scoring scheme. 
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1. Introduction 

Coiled-coil is structural motifs formed by alpha helices winding around each other forming 

a supercoil [148]. Around 10% of all proteins contain coiled-coil motifs and these motifs 

help facilitate various functions such as molecular transport, structural rigidity, DNA 

binding, cell growth etc. [149±151]. In addition, they also facilitate protein-protein 

interactions [152]. Identification of accurate coiled-coil partners can help in protein-protein 

interaction predictions and design. 

Coiled-coil motifs contain 2-7 helices (homo/hetero oligomer) arranged in parallel/anti-

parallel orientation [153]. These motifs are made up of sequential repeats of amino acids 

that follow a canonical heptad or non-canonical hendecad repeat [154]. Heptad repeats 

are labeled from a to g in the protein sequence (Figure 1A). Hydrophobic residues are 

predominantly present in a and d positions that form the hydrophobic core of the coiled-

coil whereas e and g positions are occupied by charged groups that helps in forming inter 

helical salt bridge interactions (Figure 1A). For a coiled-coil dimer, the positions b, c and 

f are also occupied by polar residues to interact with solvent molecules. These coiled-coil 

motifs are stabilized by hydrophobic contacts at heptad positions a/d, 

stabilized/destabilized by electrostatic attraction/repulsion at positions e and g and by 

interactions of water with polar groups at positions b, c and f [155]. The specificity, 

orientation and oligomerization are determined by the variants of these interactions. 

Since coiled-coils follow a regular pattern, it makes it a perfect system to study structure-

sequence relations [156,157], and hence many computational methods can be developed 

to predict coiled-coil properties from the sequence. Hence, we studied the properties of 

coiled-coil interfaces (a subset from the interface library explained in the previous chapter) 

to score and model coiled-coil proteins. Several sequence based prediction tools such as 

LOGICOIL [158], Multicoil2 [159], SCORER2 [160], RFCoil [161] etc. aim to predict the 

oligomerization state of the coiled-coils. Other sequence based coiled-coil domain 

prediction tools such as COILS [162], PCOILS [163], MARCOIL [164], MULTICOIL2 

[159], CCHMM_PROF [165] has also been developed. Deepcoil is the latest technique 

based on neural networks that predict coiled-coil motifs based on a sequence or 

sequence profile [166]. A structure based coiled-coil prediction tool SOCKET [152] uses 



57 
 

a knob into a hole packing to identify coiled coils [167,168]. The knob is formed by 1st and 

4th residue that fiWV iQWR a ³hROe´ cUeaWed b\ 4 UeVides on another helix. 3 out of 4 residues 

Rf Whe ³hROe´ fXQcWiRQ aV ³NQRbV´ WhePVeOYeV, UeVXOWiQg iQ aQ iQWeUORcNiQg VWUXcWXUe Rf 

coiled-coils.  

 

Figure 1 – (A) Schematic representation of heptad geometry in coiled-coils. The residues 

are labeled from a to g or a¶ to g¶; for the complimentary helix. The green straight lines 

indicate the covalent bond between the sequences. The purple curved line indicates salt 

bridge interactions. Heptad repeat alignment showing the amino acid pairing as seen in 

(B) parallel coiled-coil dimer (C) antiparallel coiled-coil dimers. The N and the C termini 

of the sequence have been mentioned in red by the letters N and C respectively. 

Prediction of viable interactions between two helices that form a coiled-coil protein can 

help in understanding their function and to design coiled-coils. To the best of our 

knowledge, there are no known tools that predict if two protein sequences would interact 

in a coiled-coil geometry. In this chapter, we describe a sequence based scoring scheme 

that can be used to predict if two coiled-coil proteins would interact with one another in a 

particular orientation. The features involved in the scoring scheme are the amino acid pair 

preference at a-a¶, d-d¶, a-g¶ and d-e¶ positions (¶ deSicWV aPiQR heSWad SRViWiRQ fURP 

complementary strand) for parallel dimers and a-d¶, a-e¶ and d-g¶ for antiparallel dimers. 
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These sequence derived features were used to train a random forest model to predict if 

two sequences would interact with one another in a particular orientation. The trained 

model was then used to score coiled-coil interfaces. The input for the random forest 

involves the two aligned sequences and their associated heptad pairing. The random 

forest scores the pairs of the amino acids in the input based on the amino acid pair 

preferences. The scoring scheme was also used to check the rank of a native coiled-coil 

interaction among non-native coiled-coil interactions. Besides, the scoring scheme was 

used to predict coiled-coil binding mode of JC virus agnoprotein with Rab11B and p53 

proteins. 

2. Methods 

2.1. Datasets 

2.1.1. Dataset for the training of random forest model for coiled-coil motif 
prediction 

The coiled-coil dimers were identified from the PDB using the structure based coiled-coil 

predictor SOCKET [152]. The dataset for developing a random forest model (to predict if 

two sequences would interact in a coiled-coil geometry - described in Section2.3) 

consisted of the coiled-coil dimers from the PDB (as predicted by SOCKET) such that ± 

(a) sequence redundancy was at 50% (b) heptad register from both the interacting coiled-

coils are of equal leQgWh (c) Whe aPiQR acid iQ QeiWheU Rf Whe VWUaQd ZaV deSicWed ZiWh µX¶ 

(X indicated the amino acid type was not determined) (d) the sequence length was at 

least 12 amino acids. The resultant dataset (as obtained from the PDB) had 2002 dimers 

of which 445 were parallel and 1557 were antiparallel. The resultant dataset was broken 

randomly into training and testing set such that the training set had 400 parallel and 1401 

antiparallel dimers whereas the testing set had 45 parallel and 156 antiparallel dimers. 10 

fold cross-validation was done using this dataset by varying the training and testing sets. 
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2.1.2. Coiled-coil interfaces 

Coiled-coil geometry was predicted for the proteins that were already a part of the 

interface library (as mentioned in the previous chapter) using SOCKET. We restricted our 

studies to coiled-coil dimers. The total number of interfaces having a dimeric coiled-coil 

geometry was 2201 from 1251 proteins. There were a total of 1179 parallel coiled-coil 

interfaces and 1022 anti-parallel coiled-coil interfaces. 

2.1.3. Creation of decoy set of coiled-coil interfaces 

A random forest based scoring scheme was created to predict if two coiled-coils would 

interact with each other (described in Section 2.3). Decoy sets containing native coiled-

coil dimer and non-native dimers were created. These decoy sets can help check if the 

score of the native binding partner of a coiled-coil interface helix is higher than non-native 

binding partners (that we presume would not bind). The decoy sets of coiled-coil 

interfaces (containing a native coiled-coil interface) was created such that ± sequence 

identity <20%; the length of the heptad register is at least 12 residues long; amino acid 

sequence has QR UeVidXe µX¶ (µX¶ iV XVXaOO\ SUeVeQW iQ UeVidXe SRViWiRQV Rf a PDB file where 

the identity of the residue is unknown); each of the decoy set should have native coiled-

coil interface and at least 1 non-native coiled-coil interface. For a single helix of a coiled-

coil interface, the non-native interactor(s) was/were chosen such that it - belongs to the 

set of observed coiled-coil helix belonging to a 20% redundant dataset with no amino acid 

OabeOed aV µX¶; does not have the same sequence as the native interactor; has the same 

heptad register as the native interactor. This creates a stringent decoy set as the non-

native interactions were from coiled-coil proteins that have a heptad repeat, as compared 

to a decoy set created by random amino acid sequences. 

2.2. Features for scoring scheme 

The heptad positions a/d form the hydrophobic core of the coiled-coil and is important in 

keeping the helices together [148,155,169,170]. All dimeric helices from the CC+ 

database [171] (a database of coiled-coil proteins from PDB) were used to generate a 

pairwise distribution of amino acids at a-a¶ and d-d¶ for parallel coiled-coils and a-d¶ fRU 
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anti-parallel coiled-coils. In addition, the interactions between a-g¶ and d-e¶ for parallel 

coiled-coils and a-e¶ and d-g¶ have also been shown to help maintain the stability of the 

coiled-coils [148]. Hence these amino acid pair frequencies were calculated and used as 

a feature set to train a random forest model for the prediction and scoring of coiled-coil 

proteins. 

2.3 Random forest based scoring of the training set 

During the training (dataset mentioned in section 2.1.1.), the input contains the dimer 

sequences that interact with one another, its heptad register and the orientation of 

interaction (parallel or anti-parallel). Depending on the pairing of the amino acids and the 

orientation, the model is trained based on the features described in Section 2.2 (amino 

acid pair preferences). The random forest module of the scikit-learn package [172] of 

python was used to train the model (mentioned in Section 2.1.1) to predict if the interaction 

and orientation are feasible. Each of the random forest models contains 100 decision 

trees, where each tree node partitions the data using the entropy criterion. The parallel 

dimers were weighted 3.5 times higher than the antiparallel dimers to compensate for the 

imbalanced dataset (anti-parallel dimers were ~3.5 times more than parallel dimers). The 

model outputs a probability of how feasible the interaction is in the specific orientation. 

The output probability is dependent on the outputs predicted from each of the decision 

trees. The trained model was used to predict on a testing set (mentioned in section 2.1.1.) 

if the two amino acid sequence dimers (along with the heptad register) would interact or 

not in the mentioned orientation. A 10 fold cross-validation was done for the same and a 

ROC curve plotted.  

2.4. Test case for prediction of coiled-coil interfaces 

Human polyomavirus 2 (JC virus) is a type of human polyomavirus, that contains a protein 

called agnoprotein, which plays a role in the viral replication cycle. The agnoprotein 

interacts with a large number of proteins that contain a coiled-coil motif [173]. For the 

study, we restricted ourselves to two of the interacting partners of angiogenin ± p53 and 

Rab11b. We predicted the coiled-coil domains of the agnoprotein and p53 and Rab11b 
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using Deepcoil [166]. We then predicted if it was feasible for the 2 proteins to form coiled-

coil interactions based on our scoring scheme. All possible modes of parallel and 

antiparallel interactions between the partners were created (by sliding one protein over 

another in both directions to capture both parallel and antiparallel binding modes) and 

scored. A model of Rab11b interacting with angiogenin was modeled using MODELLER. 

3. Results 

3.1. Features for the scoring scheme  

 

Figure 2 – Amino acid pair preference for parallel coiled-coil for (A) a-a¶ (B) d-d¶ (C) a-g¶ 

(D) d-e¶ positions. All the amino acid pair preference sum to 1. The color code is based 

on the calculated probability of the amino acid pairing. The reddish-yellow shades show 

higher probability compared to bluish-black shade. 

The amino acid pair preferences were calculated for a-a¶, d-d¶, a-g¶ and d-e¶ positions for 

parallel coiled-coils. Leu-Leu pair was most preferred for a-a¶ aQd d-d¶ SaiUiQg. IQ addiWiRQ, 

self-amino acid pairing involving hydrophobic amino acids or polar amino acids with a 

long hydrophobic chain such as Ile, Val, Asn, Ala, Lys Arg, Tyr, Phe pairing were favored 
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at a-a¶ position. Also, the hydrophobic pairing between Leu-Ile and Val-Leu was favored 

at a-a¶ position. Similarly, a self-amino acid pairing of Ala, Tyr, Val, Thr, Ser, Ile, Glu, Gln, 

Met, Lys are favored at d-d¶ positions. These amino acids (expect Ser and Thr) are either 

hydrophobic or have a long hydrophobic chain. The general trend of preferred residue 

pairs at a-a¶ and d-d¶ seem to be similar. For the a-g pairing the predominant pairs involve 

hydrophobic amino acids such as Leu, Ile, Val and Asn at heptad position a, with residues 

Leu, Lys, Gln, Arg, Glu, Asp, Ile at g¶ position, which are either hydrophobic or have a 

long hydrophobic chain. For the d-e¶ SaiUiQg heSWad SRViWiRQ d is occupied by Leu, Ile and 

Val (all three of which are hydrophobic) whereas position e¶ contain residues Lys, Leu, 

Gln, Arg, Glu (either hydrophobic or have a long hydrophobic chain). These amino acid 

preferences were used for scoring parallel orientations of coiled-coil helices. 

 

Figure 3 – Amino acid pair preference for antiparallel coiled-coil at (A) a-d¶ (B) a-e¶ (C) d-

g¶ positions. All the amino acid pair preference sum to 1. The color code is based on the 

calculated probability of the amino acid pairing. The reddish-yellow shades show higher 

probability compared to bluish-black shade. 
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The parallel and antiparallel orientations of coiled-coils have different amino acid pairing 

as shown in Figure 1B (for parallel coiled-coil dimers) and Figure 1C (for antiparallel 

coiled-coil dimers). Hence, for antiparallel coiled coils the a-d¶, a-e¶ and d-g¶ pair 

preferences were calculated as they form the interacting pairs. The d-g¶, a-e¶ (for 

antiparallel) and d-e¶, a-g¶ (for parallel) interactions are between the hydrophobic residues 

at a and d heptad positions with amino acids having long hydrophobic side chains at e 

and g heptad positions of the complementary chain. The a-d¶ pairing predominantly 

involved pairing between hydrophobic amino acids such as Leu-Leu, Ile-Leu, Leu-Ala, 

Lys-Leu, Val-Ala, Leu-Val, Ile-Ala, Val-Leu amino acid pairs. The a-e¶ pairing contains 

Leu and Ile at heptad position a, with residues Glu, Ile, Lys, Leu, Gln, Arg, Ser, Val, Ala 

at e¶ positions. The same hold true for d-g¶ pairing with d position containing hydrophobic 

amino acids and g position containing hydrophilic amino acids with a long chain. The d-

g¶ pairing involves Leu, Ile at d position with residues Glu, Ala, Ile, Lys, Leu, Gln, Arg at 

g¶ positions.  

3.2. ROC characteristics of the random forest model during 10 fold 
cross-validation 

 

Figure 4 – ROC curve during 10 fold cross-validation. The blue curve is the mean value 

of ROC and the red dashed line indicate the ROC for a random chance event. The ROC 
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during the individual runs have been indicated by different colors as denoted by the 

legend in the graph. 

The random forest model to predict if a coiled-coil interaction is feasible or not in a 

particular orientation was used to generate Receiver Operating Characteristic (ROC) 

curves [174] during a 10 fold cross-validation (mentioned in Section 2.1.1. and 2.3). The 

coiled-coil dimeric sequences were converted to the pair preferences for the heptad 

positions (as mentioned in Section3.1) and the random forest scoring scheme was used 

to make the prediction. The average area under the curve (AUC) during the cross-

validation was 0.99+/-0.00 (Figure 4). The MCC across the 10 models is 0.9 and the 

prediction accuracy is 96%. 

3.3. Prediction accuracy for coiled-coil interface decoy set 

215 decoy sets of coiled-coil interfaces were created each containing between 1 to 49 

decoys each (Figure 5). The 215 decoy sets contain decoys for 138 parallel dimers and 

77 antiparallel dimers. The number of residues in the decoy set varied between 12 to 61 

(Figure 6). 

 

Figure 5 – Histogram showing the number of datasets (y-axis) each containing a particular 

number of decoys (x-axis). 
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The trained random forest model was used to predict the native interactor of coiled-coil 

interface helix from the non-native interactors (using the decoy set as explained in 2.1.3). 

The input for the predictions were 2 sequences of amino acid (to be predicted as 

interacting or not) along with the register of heptad repeat and the orientation. The amino 

acid sequence and its register are used by the random forest model to calculate 

probabilities of interaction, in a specific orientation, to be feasible. For each of the decoy 

set (containing multiple interactions ± native/non-native), the probability score for each of 

the interaction is converted into a percentile score. The percentile scores for the native 

dimers is higher than that of the non-native dimers in most cases (Figure 7). Only 9% of 

non-native parallel dimers and 10% of non-native antiparallel dimers had a percentile rank 

of >=90. 109 out of 138 parallel dimers (78%) were predicted in the top 90 percentile 

ranks. Out of 77 antiparallel dimers, 56 (74%) were predicted in the top 90 percentile 

ranks.  

 

Figure 6 – Histogram showing the number of sequences (y axis) having a particular length 

of heptad repeats (number of residues) (x-axis) for the coiled-coil interface decoy set. 

Most interfaces is of length 12. 

The coiled-coil interface decoy sets were created from proteins in the PDB. The interface 

can hence entirely be coiled-coil, or the coiled-coil might just be a part of a larger protein-

protein interface. For the parallel decoy sets, that we failed to predict in the top 90 

percentile the mean percentage of the total interface that was coiled-coil is 38%. 
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Whereas, the ones that were predicted in the top 90 percentile had a mean percentage 

of 57% (Figure 8B). However, the antiparallel decoy sets both the ones that we predicted 

in the top 90 percentile and those which we failed to predict only had an average of ~35% 

of the coiled-coil region forming the interface (Figure 8B).  

 

Figure 7 – Percentile score of (A) parallel (B) antiparallel coiled-coils, where green 

represents the scores for native dimers and red represents the score for non-native 

dimers. 

  

Figure 8 – Percentage of the interface that follows the coiled-coil geometry for (A) parallel 

(B) anti-parallel coiled-coils. The green bars represent the coiled-coils that were predicted 

in the top 90% percentile, while the remaining not predicted are represented in red bars. 

3.4. Test case for prediction of coiled-coil interface 

Along with scoring coiled-coil motifs in proteins and protein-protein interfaces, we also 

predicted coiled-coil interactions between proteins that are known to interact with each 

other. For this study, we predicted the interactions of JC virus agnoprotein with its 

interacting partners ± p53 and Rab11B. JC virus infects humans, affecting the central 
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nervous system causing progressive multifocal leukoencephalopathy [175] and granule 

cell neuropathy [176]. The virus encodes proteins namely large T antigen, small T 

antigeQ, T¶, agnoprotein, VP1, VP2 and VP3 [176,177]. Among these proteins, the 71 

residue long agnoprotein plays an important role in the viral life cycle [178], such as 

transcription, replication [179], virion formation [180], functioning as viroprotein [181] and 

deregulation of cell cycle progression [182]. The agnoprotein contains 2 helices namely 

minor helix (residue no. 7-12) and major helix (residue no. 22-39) with a loop connecting 

the two. Most of the molecular targets of agnoprotein, as revealed by proteomics data 

[173], showed coiled-coil motifs. The agnoprotein itself undergoes dimerization using its 

major alpha-helix [183]. The prediction of the coiled-coil region using Deepcoil [166] on 

agnoprotein predicts the region of the helix 29-37 as a coiled-coil (according to their 

probability threshold of 0.5). However, the regions 22-39 had a higher coiled-coil 

probability (>0.05) than the rest of the protein (Figure 9A), and hence for further 

predictions the entire stretch of residue no 22-39 was assigned with heptad repeats. We 

used our scoring scheme to predict viable interactions between 2 monomers of 

agnoprotein following the coiled-coil geometry. 

Two proteins Rab11B and p53 were predicted to bind to agnoprotein. We used Deepcoil 

to predict the coiled-coil regions of both these proteins. For Rab11B the residues 161-

188 forms a helix, with the residues 164-171 being predicted as coiled-coil (with 

probability >0.5). However, the entire stretch (residue no. 161-188) has a coiled-coil 

forming propensity (Figure 9B). For p53 the region between the residues 335-355 exists 

in the form of a helix with a propensity to form coiled-coil (0.02-0.3) (Figure 9C). In 

addition, it was shown that residue number 1-36 of agnoprotein is important for 

interactions with p53 [182], of which residue number 22-36 have propensities of coiled-

coil formation. 

We then predicted the feasibility of the interactions between Agno with Rab11B and p53 

using a coiled-coil motif. The heptad repeats for all 3 proteins were manually assigned. 

Alternate heptad assignments were also done for the sequences of agnoprotein and p53 

(Figure 9). 
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All possible parallel and antiparallel orientations of Agno-Agno, Agno-Rab11b, Agno-p53 

were created and scored by the random forest model. Our scoring scheme predicted that 

Agno homodimer could interact in an antiparallel orientation (Figure 10A) (Score = 0.975). 

The Agno-Rab11b oligomer was predicted to bind in an antiparallel conformation (Score 

= 0.97). 2 alternate antiparallel coiled-coil modes of binding were predicted with the same 

score (Figure 10B). The interactions of p53 with Agno was also predicted by an 

antiparallel coiled-coil binding mode with a score of 0.99 (Figure 9C). 

 

 

Figure 9 – The prediction of the coiled-coil propensity by Deepcoil for (A) agnoprotein (B) 

Rab11B (C) p53. The red line indicates the threshold of 0.5 above which Deepcoil predicts 

the region as coiled-coil. The sequence that is used as coiled-coil and the assigned 

heptad repeat is mentioned below each plot. 



69 
 

Figure 10 – Heptad pairing for the best predicted model of (A) agnoprotein homodimer 

(B) agnoprotein-Rab11B (C) agnoprotein-p53. The amino acid sequence is shown in red 

and the assigned heptad register in black. 

 

Figure 11 – Model of Agno (blue ribbon) with Rab11B (salmon ribbon) based on the 

prediction of their interacting interface. 

The model of the agnoprotein-Rab11B complex (Figure 11) was modeled using 

MODELLER using Aicar Transfomylase-IMP Cyclohydrase (PDB - 1G8M_AB) as a 

template. The template was chosen such that the heptad register of both the interacting 

domains was the same as that predicted interface. The sequence alignment was 

manually done to ensure appropriate matching of the heptad register between the target 

(agnoprotein-Rab11B) and template (PDB ± 1GMP_AB). Of the two interacting modes, 
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the model was built using the interaction between the residues ILTEYIRIVSQKQIADRA 

(from Rab11B) and CDFLLFELLFILIRQARK (from agnoprotein). 

4. Discussions 

Coiled-coil motifs are found in about 10% of all proteins and these play important roles in 

cell growth, DNA binding etc. These motifs have also been seen in protein-protein 

interfaces. Prediction of the viability of such coiled-coil geometry between sequences that 

can take up coiled-coil architecture can help identify interacting partners of proteins. To 

the best of our knowledge, there are no tools that predict if two protein sequences having 

a heptad repeat would interact with one another in a particular orientation. Here, we build 

a random forest based model to predict if two sequences having a heptad repeat would 

interact with each other to form coiled-coils in a specific orientation (parallel/anti-parallel).  

The input for the random forest model is two sequences with their assigned heptad 

repeats along with the orientation. The sequences and heptad information are converted 

into amino acid pair frequency scores for the heptad pairings a-a¶, d-d¶, a-g¶, d-e¶ (for 

parallel dimers) and a-d¶, a-e¶, d-g¶ (for antiparallel dimers). The output of the random 

forest model is the probability of the sequence to form a parallel/antiparallel dimer. The 

AUC for the predictions during 10-fold cross-validation was 0.99+/-0, with an MCC of 0.9 

and an accuracy of 96%. 

We then used the trained random forest model to predict if two sequences at a protein 

interface following a heptad architecture would interact with each other or not. For each 

of the 215 native interfaces, we created non-native decoys that most probably would not 

interact with one another. Each of the 215 decoy sets was scored using the above 

mentioned model and the percentile score for each dimer sequence in the decoy set was 

determined. The model predicted 78% and 74% of parallel and antiparallel coiled coils 

respectively in the top 90 percentile. We might have predicted more parallel cases as 

compared to antiparallel ones because in antiparallel dimers the dipole moment of the 

helix is in the opposite direction. Hence, providing additional stability to the interface, in 

addition to that of the amino acid pairwise interactions. The parallel coiled coils that were 

not predicted in the top 90 percentile had a mean of 38% of the interface as coiled-coil, 
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whereas the ones predicted in the top 90 percentile had a mean of 57%. Hence, indicating 

that there might be interactions (that might come from the non-coiled-coil part of the 

interface) other than the coiled-coil interactions for the protein-protein interfaces, which 

failed to be predicted in the top 90 percentile. For the antiparallel coiled-coil interface 

there was no difference (both had ~35% of the interface as coiled-coils) between the 

cases that were predicted in the top 90 percentile verses that were not predicted. Overall, 

the parallel coiled-coils formed had a mean of 54% of the interface as coiled coils, 

whereas the antiparallel coiled-coils had a mean of 35% of the interface as coiled coils. 

This indicates that the antiparallel coiled-coil interfaces mostly had additional interactions 

(belonging to non-coiled-coil regions of the interface) stabilizing the interface that was not 

considered while making the prediction.  

Along with utilizing the model to score and rank coiled-coils, we also used it to predict 

homo and hetero-oligomeric coiled-coil complexes of agnoprotein with Rab11B and p53. 

Agnoprotein undergoes homodimerization and is seen to interact with proteins containing 

a coiled-coil motif. The plausible coiled-coil regions for agnoprotein, Rab11B and p53 

were predicted using Deepcoil and the heptad repeats were manually assigned. All 

possible binding modes of agnoprotein with itself and other proteins were scored. The 

model predicted all 3 complexes to form stable antiparallel coiled-coils. The model of 

agnoprotein with Rab11B was further modeled using MODELLER. 

In the future, sequence based coiled-coil motif predictor such as Deepcoil [166] can be 

used to annotate coiled-coil regions in all proteins. This can be followed by the assignment 

of heptad repeats to the ones on the surface of the protein (surface residues will be 

involved in interactions). Following this, all possible parallel or antiparallel modes of 

interactions between these proteins can be scored by the random forest based scoring 

schemes. We might over-predict the actual number of feasible interactions (~9% of the 

non-native interactions were given scores higher than native interactors in the decoy set). 

However, building a model of the complex, using a coiled-coil template would get rid of 

the unfeasible interactions because of steric clashes. 

To conclude, we have developed a random forest based tool that predicts if two 

sequences with a heptad repeat will interact using a coiled-coil motif in a particular 
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orientation (parallel or antiparallel). This resource can be developed into a web server 

that can be of broader help to the scientific community to predict and model complexes 

of proteins that interact with each other using a coiled-coil motif. 

In this chapter, we scored and predicted coiled-coil protein complexes. In the upcoming 

chapter, we shall describe how we can use residues environments at protein-protein 

interfaces to score protein complexes. 
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Chapter 5 - Study of residue environments at protein-protein 
interfaces to score protein complexes 

1. Creation of depth dependent scoring potentials for protein-protein interface 

2. Validation of the scoring scheme on different decoy sets 

3. Comparison of the technique to other technique - PIZSA 

This study was done by a collaboration with Prof. Maya Topf, Birkbeck. One of the decoy 

sets used in this study was developed in collaboration with Dr. Bullock frRP PURf. TRSf¶V 

lab. 
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1. Introduction 

Various computational methods have been developed to predict structures of protein 

complexes [86,95±97]. These methods face two challenges ± sampling and scoring. 

Sampling involves the construction of the plausible models for these protein complexes 

[95] (discussed in Chapter 3), which is followed by scoring techniques that identify the 

near-native complexes from all the sampled conformations.  

The scoring schemes are of three types - physics based, knowledge based and machine 

learning based [184]. Physics based energy functions involve a weighted combination of 

various energy terms like van der walls interactions, hydrogen bonds, Lennard Jones 

potential etc. Various docking schemes such as HADDOCK [49], pyDock [50], 

SwarmDock [51], ZDock [52], RossettaDock [53] etc. utilize these physics based energy 

calculations to score and identify protein complexes. The knowledge based potentials 

extract information from known structures such as residue-residue/atom-atom contacts 

to score protein complexes [185,186]. Tools such as PIZSA [35], CIPS[187] etc. utilize 

these potentials to score complexes. Certain scoring schemes combine both physics 

based and knowledge based potentials [188,189]. The machine learning based schemes 

involve a non-linear combination of various energy terms, physicochemical and geometric 

features to score protein complexes [190±192]. iScore is one such scheme that utilizes a 

machine learning based scoring scheme to identify protein complexes [193].  

Most knowledge based scoring schemes involve a ratio of the observed number of 

interactions to that of the expected number of interactions. A higher value of this ratio 

indicates a favored interaction in nature over what is expected from a random sample 

[40]. These knowledge based potentials (PIZSA, CIPS etc.) usually utilize the contact 

propensities of the residues with each other for scoring protein complexes, to identify 

near-native protein complexes [35,185±187]. Along with the utilization of 

observed/expected ratios, currently developed potentials employ various other features 

such as Lennar-Jones potentials, solvation effects, number of atoms in contact, 

conservation etc. [35,194,195], to score protein complexes [196±198]. 
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The blind prediction experiment, Critical Assessment of Prediction of Interactions (CAPRI) 

[199±202] for identification of interactions between proteins provides the competitors 

(tools that score protein complexes) with the structures of protein complexes (native, 

near-native and non-native) to evaluate and rank them. Despite the progress made in 

scoring protein complexes, CAPRI experiments have shown there is a need for the 

development of better schemes for the scoring of the protein complexes [203]. 

In Chapter 2 Section 1, we have explained how residue depth (the distance of the residue 

from the nearest bulk solvent) can be used to characterize microenvironments in proteins. 

Depth has also been used for the prediction of binding sites in proteins, cavity, pKa, 

temperature sensitive and deleterious mutations etc. [12,142]. In this chapter, we utilized 

depth to characterize the residue microenvironments at protein-protein interfaces. The 

residues present at the interface between proteins get buried upon complex formation i.e. 

there is a change in depth from their monomeric form to their oligomeric form. Burial of 

polar amino acids is destabilizing as compared to non-polar amino acids and the extent 

of instability depends on the amino acid type [204,205]. Hence, an interface should be 

enriched in residues that can undergo burial. The probability of a residue to transition 

from one depth in a monomer to another in a complex (as seen in the PDB), was used to 

develop a scoring scheme, called MODP to distinguish near-native complexes from non-

native complexes. The utility of the scoring scheme was accessed on 3 different datasets 

(Refer to Section 2.5) to rank native structure and identify near-native structures.  

2. Methods 

2.1. Dataset for scoring scheme 

The dataset for the creation of the depth based potentials involved structures from the 

PDB such that (a) sequences were non-redundant at 30% sequence identity, (b) 

resolution was <3 Å (c) R-factor < 0.3 (d) had more than 1 protein chains. These resulted 

in 8,498 structures.  
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2.2. Identification of interface residues 

Any residue having at least 1 atom within 4 Å [37] from another atom belonging to a 

different chain is identified as an interface residue. A total of 1,395,179 residues were 

identified as interface residues from 8,498 PDBs.  

2.3. Calculation of residue depth 

Residue depth was calculated with the DEPTH program using default parameters (2 

water molecules for bulk solvent definition and 25 iterations). The depth of the proteins in 

both their complex and monomeric forms were calculated. The oligomeric depth of the 

residues was computed using the protein complex. To calculate the depth of the residues 

in an individual monomer, the protein complex was separated into their chains, and their 

depths calculated. This was done under the assumption, that there was no induced-fit 

during the complex formation (the conformational changes during the complex formation 

was within the standard deviation of depth). 

2.4. Computation of knowledge based statistical potentials 

From the protein complexes, we computed the probability (Pୖୈ୧→ୈ୤) where Di is initial 

depth, Df is the depth in the complex and R is one of the 20 naturally occurring amino 

acids. This probability was calculated based on the dataset described in Section 2.1. The 

probability value was computed the number of residues. The probability value was 

computed using the number of residues of type R at a depth Di in a monomeric form (NDiR) 

and calculating how many of these residues (residues at depth Di in a monomer) had 

moved to a depth Df in a protein complex (NDiÆDfR) (equation below) (Figure 1). The 

residue depths were binned at 0.5 Å bins. For each of the 20 amino acids the values of 

Di range between 2.5 to 10 Å, while that of Df range between 2.5 to 20 Å. For each of the 

amino acids, the probabilities for all combinations of Di and Df was calculated using the 

formulae shown below. 
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Figure 1 – Schematic showing 2 monomers (monomer 1 in green and 2 in yellow), with 

monomer 2 having a residue R (shown in blue, enclosed with a red circle) at Di, which 

undergoes a depth change to Df upon complex formation. The interface regions are 

shown in purple. 

2.5. Monomer Oligomer Depth Potential (MODP) 

The protein complexes were scored to identify near-native complexes from non-native 

complexes. The scoring scheme is called Monomer Oligomer Depth Potential (MODP). 

We computed the interface residues and calculated the residue depths in a monomer and 

the protein complex. We then retrieved the scores of the probability of the residues at the 

interface to move from a monomeric depth to complex depth (as computed in Section 

2.4). The interface was scored as the summation of all the probability scores of all the 

interface residues. 
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஽௜→஽௙

௡
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The z-score of the interface was then computed by comparing the score of the interface 

to a random background of 1000 scrambled interfaces. The z-score is computed using 

the mean (μ) and standard deviation (σ) of the 1000 scrambled interface scores. These 

scramble interfaces during each score computation were created by randomly scrambling 

the interface residues, keeping the amino acid composition for a protein interface 

conserved. These random decoys hence generated retained the monomeric and complex 

depth for the position but had a different (or same) amino acid. Sequence randomization 

has been shown to compare well with a physical model involving structure sampling as 

seen for fold assessment [206]. Sequence randomization has been previously used to 

calculate z-scores for protein interfaces [134]. 

𝑍 െ 𝑠𝑐𝑜𝑟𝑒 ൌ  
𝑥 െ 𝜇

𝜎
 

2.6. Datasets of decoys of protein-protein complexes 

These depth based scoring potentials were trained and tested on different decoy sets 

containing near-native and non-native models of protein complexes. The definition of 

near-native and non-native was used as defined by the dataset. Throughout the chapter, 

near-native complex would also include native conformation unless otherwise mentioned. 

Bullock¶s dataset - The dataset mentioned in Bullock et al. [207] will be called Bullock¶V 

dataset. It contained 76 protein decoy sets each containing 101 decoys (near-native/non-

native) each. The decoy set contained 75 dimeric and 1 oligomeric protein complex. The 

decoy set was broken into 2 parts ± a training and testing set (60 proteins) and a validation 

set (16 proteins) for computation of z-score cut off to distinguish between near-native and 

non-native structures. The training and testing set had 48 proteins for training and 12 

proteins for testing. 5 fold cross-validation was done on the training and testing set to 

optimize the z-score cut off for prediction. The decoys were defined as near-native or non-

native based on mean RMSD and fnat. For the mean RMSD calculation, each chain of 
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the decoy is iteratively superimposed on the native structure chain and the CĮ RMSD is 

computed. The mean RMSD is the average of all the RMSDs calculated. The mean 

RMSD values that were provided in the dataset were used. Fnat refers to the fraction of 

the native contacts. It is computed as the ratio of the number of contacts in the decoy that 

are present in the native structure and the total number of contacts in the native structure. 

Near-native decoy structures are those that have a mean RMSD of <=4Å and fnat >=0.3. 

53 out of 77 protein decoy set have 15 near-native structures each. The other decoy sets 

have around 5 to 45 decoys each (Table 1A). The ratio of near-native structures to non-

native structures is 0.17. 

Dockground dataset 1 - The dockground decoy set 1 contains 61 protein complexes 

each containing 100 non-native decoys and between 2-11 near-native decoys [208] 

(Table 1B). The near-natives are defined as the decoys that have an L-RMSD <=5Å. L-

RMSD is defined as the RMSD of the ligand (smaller protein) after superimposing the 

receptor (larger protein). Even though the decoy set contained oligomers, the decoys 

were constructed such that 1 or more chains are clubbed together as a receptor and the 

remaining chains (mostly 1) are defined as a ligand. The L-RMSD values as indicated in 

the dataset was used in the study. The dataset contains 566 near-native and 6100 non-

native structures. The total number of decoys (including the native structure) is 6666. The 

ratio of near-native structures to the non-native structure is 0.09. 

CAPRI score_set - The CAPRI score_set [209] contained 13 complexes, 11 of which are 

dimers. The number of decoys in each set ranges between 600 to 2146. The classification 

of the decoys was based on fnat and i-RMSD, which is the RMSD of the interface residues 

[201]. The decoys were considered as incorrect (non-native) if the i-RMSD>4Å and 

fnat<0.1, acceptable if 2Å<i-RMSD<=4Å and fnat>=0.1, medium if 1Å<i-RMSD<=2Å and 

fnat>=0.1 and high if i-RMSD<=1Å and fnat>=0.5. A decoy was considered as a near-

native if the decoy was acceptable/medium/high. For the study, we used the classification 

as mentioned in the dataset. The number of near natives ranges between 1 and 592 

(Table 1). The dataset contains 1465 near-native and 16311 non-native structures. The 
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total number of decoys (including the native structure) is 17776. The ratio of near-native 

structures to non-native structures is 0.09. 

Table 1 – Number of near-native and non-native decoys for (A) BULLOCK¶s decoy set 

(B) Dockground decoy set 1 (C) CAPRI Score_set. The near-native count also contains 

the native structure. If the near native column has 1 for any complex it means, that the 

set only has a native structure. 

(A) PDB 
Near-
native 

Non-
native (B) PDB 

Near-
native 

Non-
native (C) PDB 

Near-
native 

Non-
native 

 1AVX 15 62  1a2k_AB:C 3 100  Target29 98 1919 

 1BUH 15 59  1a2y_AB:C 11 100  Target30 1 1119 

 1CLV 15 66  1akj_AB:DE 11 100  Target32 4 596 

 1D6R 15 62  1avw_A:B 11 100  Target37 64 1432 

 1DFJ 15 78  1bth_LH:P 2 100  Target38 1 888 

 1E6E 15 73  1bui_A:C 11 100  Target39 4 1383 

 1E96 15 63  1bui_B:C 11 100  Target40 440 1706 

 1EWY 14 68  1bvn_P:T 11 100  Target41 174 1006 

 1F05 5 97  1cho_E:I 11 100  Target46 1 1640 

 1FFW 14 63  1dfj_E:I 10 100  Target47 592 460 

 1FQJ 15 57  1e96_A:B 11 100  Target50 45 1403 

 1GHQ 15 44  1ewy_A:C 11 100  Target53 39 1362 

 1GL1 15 66  1ezu_AB:C 11 100  Target54 2 1397 

 1GLA 13 51  1f51_AB:E 11 100     
 1GPW 15 59  1f6m_A:C 11 100     
 1GXD 15 51  1fm9_A:D 11 100     
 1H9D 14 54  1g20_AB:EF 11 100     
 1HE1 15 68  1g6v_A:K 9 100     
 1IRI 22 63  1gpq_A:D 11 100     
 1J2J 13 60  1gpw_A:B 11 100     
 1JEQ 45 57  1he1_A:C 11 100     
 1JTG 15 62  1he8_A:B 2 100     
 1KAC 13 62  1hxy_AB:D 3 100     
 1KTZ 14 52  1jps_LH:T 11 100     
 1KXP 15 76  1ku6_A:B 11 100     
 1KXQ 14 59  1l9b_LMH:C 11 100     
 1MAH 15 69  1ma9_A:B 11 100     
 1OC0 15 59  1nbf_A:D 11 100     
 1OPH 15 48  1ook_AB:G 5 100     
 1OYV 14 70  1oph_A:B 11 100     
 1PPE 15 61  1p7q_AB:D 5 100     
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 1PVH 14 55  1ppf_E:I 11 100     
 1QA9 15 64  1r0r_E:I 11 100     
 1R0R 15 61  1r4m_AB:I 2 100     
 1S1Q 15 59  1s6v_A:B 5 100     
 1SBB 14 50  1t6g_A:C 11 100     
 1T6B 15 55  1tmq_A:B 11 100     
 1U8F 22 79  1tx6_A:I 11 100     
 1UDI 15 65  1u7f_A:B 11 100     
 1UJZ 15 88  1uex_AB:C 2 100     
 1US7 15 46  1ugh_E:I 11 100     
 1XD3 15 78  1w1i_A:F 5 100     
 1Z0K 15 57  1wej_LH:F 11 100     
 1Z5Y 15 54  1wq1_R:G 11 100     
 1ZHH 15 63  1xd3_A:B 11 100     
 1ZHI 15 63  1xx9_A:CD 3 100     
 2A1A 14 68  1yvb_A:I 11 100     
 2A5T 15 54  1zy8_AB:K1 11 100     
 2A9K 15 61  1zy8_AB:K2 11 100     
 2AJF 14 55  2a5t_A:B 2 100     
 2AYO 15 83  2bkr_A:B 11 100     
 2B42 14 69  2bnq_AB:DE 2 100     
 2BTF 15 59  2btf_A:P 11 100     
 2FJU 15 51  2ckh_A:B 11 100     
 2GTP 14 54  2fi4_E:I 11 100     
 2HLE 15 66  2goo_A:C 11 100     
 2HQS 15 65  2kai_AB:I 11 100     
 2I25 15 60  2sni_E:I 11 100     
 2O8V 15 61  3fap_A:B 11 100     
 2OOB 15 59  3pro_A:C 11 100     
 2PSN 15 84  3sic_E:I 11 100     
 2UUY 15 72         
 2VDB 15 60         
 2X9A 15 62         
 2YVJ 15 67         
 3A4S 15 67         
 3BIW 15 54         
 3D5S 14 59         
 3DFQ 23 80         
 3H2V 15 61         
 3K75 15 43         
 3Q6M 16 87         
 3VLB 15 66         
 4H03 14 61         
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 4M76 15 52         
 7CEI 15 65         

 

2.7. Identification of near-native complexes 

MODP was trained on the training set (Section 2.6 Bullock¶V dataset), by varying the z-

scores between 0.8 to 3.0 in steps of 0.2. The z-score having the maximum MCC (in case 

of a tie in MCC, the one having the max f1 is chosen) for the 5 iterations was used to 

compute the average optimal MCC value. The same z-score was used on the testing and 

validation sets, Dockground decoy set 2 and CAPRI score_set to make the predictions.  

3. Results 

3.1. Construction of depth based scoring scheme ± Monomer Oligomer 
Depth Potential (MODP) 

In a monomer, the hydrophilic amino acids (Lys, Arg, Asp, Glu, Asn, Gln, Pro) prefer to 

be on the surface (~94% of the residues have depth<5), whereas the hydrophobic amino 

acids (Val, Ile, Leu, Met, Phe, Trp, Cys, Tyr) can be buried (compared to hydrophilic 

residues only 81-88% of the residues have depth <5) (Figure 2). In an oligomeric form, 

the distribution of the amino acids across different depths change, however, the peak of 

the distribution remains on the lower depth levels. The hydrophobic amino acids (Val, Ile, 

Leu, Met, Phe, Trp, Cys, Tyr) at the interface of an oligomeric complex gets buried (24-

28% of the residues have depth<5) (Figure 2). However, the hydrophilic amino acids (Lys, 

Arg, Asp, Glu, Asn, Gln) and Pro seldom get buried (48-66% of the residues have 

depth<5) (Figure 2). Ala though has 93% of the residues with depth<5 in a monomer but 

in an oligomer it gets buried (35% residues having depth<5). The other amino acids (Gly, 

Ser, Thr, His) have 92-95% of the residues with depth <5, when in a monomer, wherein 

in an oligomer these residues have 40-43% with depth<5. (Figure 2). 
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Figure 2 – Depth (in Å) distribution of the amino acids in monomeric form (green bars) 

and oligomeric form (red bars). 
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Figure 3 – The probability of the different residues to change depth (Å) upon complex 
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formation. The x-axis represents the depth of the residue in a complex and y-axis the 

depth of the residue in a monomer. The color code is based on the probability of the 

amino acid to transition from a monomeric depth to oligomeric depth upon complex 

formation. The reddish-yellow shades show higher probability compared to bluish-black 

shade. 

Depending on the hydrophobicity of the residues, they have different propensities of 

movement from one depth in a monomer to another in a protein complex. The 

hydrophobic amino acids (such as Val, Leu, Ile, Trp, Met, Phe, Ala, Cys) undergoes larger 

changes in depth upon complex formation when compared with hydrophilic amino acids 

(such as Glu, Asp, Lys, His, Gln, Arg, Ser) (Figure 2). Ala and Gly allows higher changes 

in depth upon complex formation as compared to all other amino acids (Figure 3). These 

probability values are used to score protein-protein interfaces (Section 2.5). Hence, a true 

interface would predominantly contain residues that are more susceptible to getting 

buried upon complex formation. 

3.2. Classification of the different decoys sets into near-native and non-
native decoys and comparison to PIZSA 

The ability of the technique MODP to predict native and non-native structures were 

analysed by 3 tests on 3 decoy sets. MODP was compared to PIZSA [37], which has itself 

compared to other techniques as CIPS [187], iScore [193] and was shown to be either at 

par or outperform the other techniques. The ranking of the decoys was done using the z-

score (Section 3.2.1 and 3.2.2). The z-score cut off as determined from the training set 

was only used for the classification between near-native and non-native structure (Section 

3.2.3). 

3.2.1. The rank of the native structure among all its decoys 

Bullock¶s dataset - On Bullock¶V daWaVeW, MODP predicted 26, 42 and 59 native 

structures, whereas PIZSA predicted 16, 54 and 76 native structures in the top 5, 10 and 

20 predictions respectively (Table 2A). Out of the 76 complexes, PIZSA ranked the native 

better than MODP in 37 complexes, while MODP ranked the native better than PIZSA in 
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33 complexes. In 6 of the decoy sets both the techniques had the same rank. The decoy 

sets where MODP outperformed PIZSA the difference in the rank was a maximum of 15. 

However, in 14 out of the 37 decoys where PIZSA outperformed MODP, the difference in 

rank between the 2 techniques was greater than 15. 

 

Figure 3 – Native PDBs in Bullock¶s decoy set with the rank of native >50. 

4 of the native structures, PDB 3DFQ, 2AYO,3VLB and 2AS4 predicted by MODP had 

the native rank of >50 (Figure 3). PDBs 2AYO and 3VBL had a pocket like structure where 

another chain fits in. Hence, the structural complementarity of the pocket might be 

stabilizing the interface. PDB 2AS4 had a very small interface to score (23 residues as 

compared to an average of ~41 interfaces in other PDBs). One of the subunits (Chain A) 

has only 8 residues at the interface, hence the scrambled interfaces do not have 

differences in score w.r.t. that chain (Chain A) (the difference between the score of the 

native and mean score of the scrambled interface is 1 for the complex), resulting in low 

standard deviations of 1.3, hence the z-score of the interface is low. In the case of PDB 
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3DFQ, which is a homotetramer, the standard deviation of the score is 3.7, whereas the 

difference with the mean score of the scrambled interfaces is 0.8. The high standard 

deviation might be because the interface across the 4 chains contains 226 residues, 

leading to large variations in the scrambled interface, resulting in a low z-score.  

Dockground decoy set 1 - MODP predicted 13, 22 and 30 native structures, whereas 

PIZSA predicted 55, 57 and 59 out of 61 native structures in the top 5, 10 and 20 ranks 

respectively (Table 2B). In 56 of the decoy sets PIZSA outperformed MODP, whereas 

MODP outperformed in only 3 decoy sets. 2 of the decoy sets had the same rank for the 

native structure by both the techniques. The cases where MODP outperformed PIZSA, 

the maximum difference in rank was 25.  

CAPRI Score_set - CAPRI score set contains 13 decoy sets each containing 600 to 2146 

decoys each. The rank in the case of this set was normalized to 100. MODP predicted 3, 

4 and 9 native structures, whereas PIZSA predicted 6, 7 and 12 native structures in the 

top 5%, 10% and 20% ranks (Table 2C). PIZSA outperformed in the ranking in 8 of the 

decoy sets whereas MODP outperformed the ranking in 5 of the sets. All the cases where 

MODP outperformed PIZSA, the difference in rank was not greater than 16. However, in 

2 cases where PIZSA outperformed MODP, the difference in rank was greater than 30 

and 58.  

Table 2 – Rank of the native structure among all the decoys in (A) BULLOCK¶s dataset 

(B) Dockground decoy set 1. Lower the rank, the better is the prediction. (C) Rank out of 

100 for native structure among all structures in CAPRI Score_set.  

(A) PDB MODP PIZSA (B) PDB MODP PIZSA (C) Target MODP Pizsa 

 1F05 13 3  1a2k_AB:C 32 1  Target29 23 22 

 1JEQ 5 2  1a2y_AB:C 12 1  Target30 62 4 

 1UJZ 6 3  1akj_AB:DE 25 1  Target32 3 2 

 2PSN 7 9  1avw_A:B 12 1  Target37 31 1 

 3Q6M 4 5  1bth_LH:P 23 19  Target38 13 5 

 3DFQ 85 2  1bui_A:C 47 1  Target39 11 3 

 1IRI 4 6  1bui_B:C 6 1  Target40 22 6 

 1U8F 4 4  1bvn_P:T 93 1  Target41 4 20 

 1AVX 12 12  1cho_E:I 82 1  Target46 17 19 

 1BUH 10 10  1dfj_E:I 8 1  Target47 12 16 
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 1CLV 15 6  1e96_A:B 22 1  Target50 5 20 

 1D6R 19 4  1ewy_A:C 5 1  Target53 20 16 

 1DFJ 4 6  1ezu_AB:C 10 1  Target54 7 18 

 1E6E 5 9  1f51_AB:E 11 36     
 1E96 9 9  1f6m_A:C 88 1     
 1EWY 7 11  1fm9_A:D 6 1     
 1FFW 5 11  1g20_AB:EF 3 1     
 1FQJ 10 8  1g6v_A:K 15 1     
 1GHQ 5 10  1gpq_A:D 6 1     
 1GL1 33 5  1gpw_A:B 27 1     
 1GLA 4 9  1he1_A:C 6 1     
 1GPW 8 7  1he8_A:B 3 1     
 1GXD 2 17  1hxy_AB:D 16 9     
 1H9D 7 9  1jps_LH:T 73 1     
 1HE1 4 4  1ku6_A:B 15 1     
 1J2J 15 8  1l9b_LMH:C 5 1     
 1JTG 2 6  1ma9_A:B 45 1     
 1KAC 18 9  1nbf_A:D 7 1     
 1KTZ 1 9  1ook_AB:G 6 19     
 1KXP 11 4  1oph_A:B 63 2     
 1KXQ 3 13  1p7q_AB:D 23 8     
 1MAH 15 15  1ppf_E:I 3 1     
 1OC0 34 7  1r0r_E:I 38 1     
 1OPH 25 12  1r4m_AB:I 2 1     
 1OYV 4 12  1s6v_A:B 19 1     
 1PPE 40 10  1t6g_A:C 53 1     
 1PVH 8 6  1tmq_A:B 3 1     
 1QA9 7 20  1tx6_A:I 22 1     
 1R0R 25 5  1u7f_A:B 2 1     
 1S1Q 3 4  1uex_AB:C 26 29     
 1SBB 17 9  1ugh_E:I 70 1     
 1T6B 13 8  1w1i_A:F 71 1     
 1UDI 17 9  1wej_LH:F 103 1     
 1US7 2 7  1wq1_R:G 80 1     
 1XD3 4 8  1xd3_A:B 1 1     
 1Z0K 2 6  1xx9_A:CD 16 1     
 1Z5Y 2 14  1yvb_A:I 25 1     
 1ZHH 1 3  1zy8_AB:K1 52 1     
 1ZHI 21 11  1zy8_AB:K2 38 1     
 2A1A 6 13  2a5t_A:B 4 1     
 2A5T 4 8  2bkr_A:B 5 1     
 2A9K 12 13  2bnq_AB:DE 25 1     
 2AJF 38 7  2btf_A:P 5 1     
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 2AYO 69 15  2ckh_A:B 29 3     
 2B42 29 4  2fi4_E:I 34 1     
 2BTF 6 8  2goo_A:C 1 1     
 2FJU 8 9  2kai_AB:I 24 4     
 2GTP 7 11  2sni_E:I 30 1     
 2HLE 11 7  3fap_A:B 94 4     
 2HQS 20 7  3pro_A:C 24 1     
 2I25 3 7  3sic_E:I 9 1     
 2O8V 25 8         
 2OOB 7 6         
 2UUY 14 9         
 2VDB 2 10         
 2X9A 15 5         
 2YVJ 24 17         
 3A4S 63 15         
 3BIW 6 11         
 3D5S 5 6         
 3H2V 2 11         
 3K75 19 12         
 3VLB 54 14         
 4H03 38 11         
 4M76 33 10         
 7CEI 35 5         

 

3.2.2. Identification of native/near-native in top 10 predictions 

The prediction ability of the MODP to identify native/near-native structure was evaluated 

based on CAPRI protocols i.e. the number of decoy sets having at least one near-native 

structure in the top 10 predictions. We also computed the number of near-native 

predictions in the top 10 predictions. 

Bullock¶s deco\ set - 70 predictions by MODP and 72 predictions by PIZSA on 

BULLOCK¶V decR\ VeWV had aW OeaVW 1 SUedicWiRQ iQ Whe WRS 10 SUedicWiRQs for the decoy 

set (Table 3A). In the top 10 predictions by MODP, at least 5 near-native structures were 

present in 45 decoy sets. However, PIZSA had only 10 decoy sets with at least 5 near-

native structures.  
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10 of the decoy sets had an equal number of near-native structures in the top 10 

predictions by both techniques. 51 decoy sets had MODP having a larger number of near-

native predictions as compared to PIZSA, whereas 22 sets had a larger number of near-

native predictions by PIZSA as compared to MODP in the top 10 predictions. 

Dockground decoy set 1 - 40 predictions by MODP and 59 predictions by PIZSA on 

Dockground decoy set 1 had at least 1 prediction in the top 10 predictions for the decoy 

set (Table 3B). The top 10 predictions by MODP and PIZSA had 11 and 12 decoy sets 

(out of 61) respectively with at least 5 near-native structures.  

9 of the decoy sets had an equal number of near-native predictions in the top 10 

predictions. 19 decoy sets had MODP having a larger number of near-native predictions 

as compared to PIZSA, whereas 33 sets had a larger number of near-native predictions 

by PIZSA as compared to MODP in the top 10 predictions. 

CAPRI Score_set - Both PIZSA and MODP predicted 4 decoy sets (out of 13) with at 

least 1 near-native structure in the top 10 predictions (Table 3C). 1 of these decoy sets 

had 5 near-native structures predicted by MODP in the top 10 predictions. However, for 

the top 10 predictions by PIZSA on these decoy sets, there were 2 decoy sets with at 

least 5 near-native structures. There were 3 decoy sets each where MODP had a larger 

number of near-native structures in the top 10 scores compared to PIZSA and vice versa. 

Table 3 – Number of near-native structures in the top 10 predictions for (A) Bullock¶s 

decoy set (B) Dockground decoy set 1 (C) CAPRI score_set. 

(A) PDB MODP PIZSA (B) PDB MODP PIZSA (C) PDB MODP PIZSA 

 1F05 2 1  1a2k_AB:C 0 2  Target29 1 0 

 1JEQ 10 4  1a2y_AB:C 1 7  Target30 0 0 

 1UJZ 4 4  1akj_AB:DE 5 8  Target32 0 1 

 2PSN 10 4  1avw_A:B 0 3  Target37 0 1 

 3Q6M 6 6  1bth_LH:P 0 0  Target38 0 0 

 3DFQ 0 5  1bui_A:C 0 4  Target39 0 0 

 1IRI 9 2  1bui_B:C 2 3  Target40 1 5 

 1U8F 10 6  1bvn_P:T 0 1  Target41 2 0 

 1AVX 2 1  1cho_E:I 0 2  Target46 0 0 

 1BUH 6 4  1dfj_E:I 5 1  Target47 7 5 

 1BVN 0 2  1e96_A:B 6 2  Target50 0 0 
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 1CLV 1 3  1ewy_A:C 6 5  Target53 0 0 

 1D6R 2 5  1ezu_AB:C 10 3  Target54 0 0 

 1DFJ 6 3  1f51_AB:E 1 4     
 1E6E 5 3  1f6m_A:C 0 2     
 1E96 4 4  1fm9_A:D 5 2     
 1EFN 3 4  1g20_AB:EF 3 6     
 1EWY 5 4  1g6v_A:K 2 2     
 1F34 2 0  1gpq_A:D 3 2     
 1FFW 6 3  1gpw_A:B 0 4     
 1FQJ 4 4  1he1_A:C 1 2     
 1GCQ 2 5  1he8_A:B 2 2     
 1GHQ 7 3  1hxy_AB:D 0 3     
 1GL1 2 3  1jps_LH:T 0 5     
 1GLA 5 3  1ku6_A:B 2 3     
 1GPW 7 4  1l9b_LMH:C 3 8     
 1GXD 7 2  1ma9_A:B 5 4     
 1H9D 9 3  1nbf_A:D 3 7     
 1HE1 8 4  1ook_AB:G 3 1     
 1J2J 4 4  1oph_A:B 2 2     
 1JTG 5 3  1p7q_AB:D 0 4     
 1KAC 2 4  1ppf_E:I 4 3     
 1KTZ 8 3  1r0r_E:I 2 1     
 1KXP 1 3  1r4m_AB:I 2 1     
 1KXQ 9 1  1s6v_A:B 2 2     
 1MAH 3 1  1t6g_A:C 2 1     
 1OC0 2 3  1tmq_A:B 2 3     
 1OPH 0 1  1tx6_A:I 0 2     
 1OYV 7 0  1u7f_A:B 4 2     
 1PPE 1 2  1uex_AB:C 0 0     
 1PVH 6 4  1ugh_E:I 0 2     
 1QA9 6 3  1w1i_A:F 1 1     
 1R0R 0 3  1wej_LH:F 0 9     
 1S1Q 8 4  1wq1_R:G 0 1     
 1SBB 7 2  1xd3_A:B 7 2     
 1T6B 4 3  1xx9_A:CD 2 1     
 1UDI 1 2  1yvb_A:I 0 6     
 1US7 7 3  1zy8_AB:K1 2 6     
 1XD3 7 2  1zy8_AB:K2 0 5     
 1Z0K 5 5  2a5t_A:B 1 1     
 1Z5Y 7 3  2bkr_A:B 1 3     
 1ZHH 7 4  2bnq_AB:DE 0 2     
 1ZHI 6 1  2btf_A:P 7 4     
 2A1A 9 2  2ckh_A:B 6 7     
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 2A5T 6 2  2fi4_E:I 0 3     
 2A9K 9 0  2goo_A:C 3 1     
 2AJF 1 3  2kai_AB:I 0 4     
 2AYO 1 3  2sni_E:I 1 1     
 2B42 3 3  3fap_A:B 0 2     
 2BTF 8 3  3pro_A:C 3 1     
 2FJU 6 2  3sic_E:I 8 2     
 2GTP 5 3         
 2HLE 3 2         
 2HQS 2 3         
 2I25 5 3         
 2O8V 3 3         
 2OOB 7 5         
 2OUL 8 1         
 2UUY 1 3         
 2VDB 7 2         
 2X9A 5 4         
 2YVJ 7 1         
 3A4S 0 0         
 3BIW 5 2         
 3D5S 6 4         
 3H2V 8 5         
 3K75 4 2         
 3PC8 4 3         
 3SGQ 3 3         
 3VLB 0 2         
 4H03 1 2         
 4M76 3 5         
 7CEI 1 5         

 

3.2.3. Accuracy of classification of near-native structures from non-
native structures 

Bullock¶s deco\ set - The training and the testing set contain 60 decoy sets (48 for 

training and 12 for testing). The validation set contain 16 decoy set (1GXD, 7CEI, 1DFJ, 

2X9A, 1CLV, 2PSN, 2B42, 1KAC, 1KXP, 1FFW, 1EWY, 1JEQ, 2AYO, 2GTP, 2UUY, 

1ZHI). A grid search was done in the range of 0.8 to 3 in an interval of 0.2. The optimal 

z-score was calculated as the average z-score (corresponding to the maximum MCC) 

over 5 iterations. All 5 iterations had the maximum MCC at a z-score cut off of 1.4. Hence, 
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the average z-score cutoff, used on the testing and the validation sets, Dockground decoy 

set 1 and CAPRI Score_set was 1.4. The average MCC of MODP on the training, testing 

and validation sets are 0.36+/-0.01, 0.36+/-0.06 and 0.32 respectively (Table 3). The 

average MCC of PIZSA is 0.17+/-0.01, 0.16+/-0.03 and 0.16 on the training, testing and 

validation sets respectively (Table 4).  

Dockground decoy set 1 ± The MCC of MODP is 0.16 whereas that of PIZSA is 0.07 

(Table 4) on dockground decoy set 1.  

CAPRI Score_set - The MCC of MODP is 0.18 whereas that of PIZSA is 0.06 (Table 4). 

Across the different decoy sets, MODP has a higher sensitivity, precision and f1 as 

compared to PIZSA. PIZSA though has a better specificity as compared to MODP 

Table 4 – Measures of the accuracy of MODP and PIZSA in the classification of near-

native from non-native structures in the different datasets. The cell having the higher 

value among the two techniques have been highlighted in red. 

Dataset Sensitivity Specificity Precision Accuracy F1 MCC 

MODP PIZSA MODP PIZSA MODP PIZSA MODP PIZSA MODP PIZSA MODP PIZSA 

Bullock¶V 

dataset - 

Training 

0.56 

+/- 

0.03 

0.29 

+/- 

0.01 

0.85 

+/-

0.01 

0.87 

+/- 

0.00 

0.41 

+/- 

0.01 

0.30 

+/-

0.01 

0.80 

+/- 

0.01 

0.78 

+/- 

0.01 

0.48 

+/- 

0.01 

0.30 

+/-

0.01 

0.36 

+/- 

0.01 

0.17 

+/- 

0.01 

Bullock¶V 

dataset - 

Testing 

0.56 

+/- 

0.10 

0.29 

+/- 

0.03 

0.85 

+/-

0.02 

0.87 

+/- 

0.02 

0.41 

+/- 

0.03 

0.30 

+/- 

0.04 

0.80 

+/- 

0.02 

0.77 

+/- 

0.01 

0.48 

+/- 

0.05 

0.29 

+/- 

0.03 

0.36 

+/- 

0.06 

0.16 

+/- 

0.03 

Bullock¶V 

dataset - 

Validation 

0.55 0.25 0.81 0.89 0.37 0.32 0.77 0.79 0.45 0.28 0.32 0.16 

Dockground 

decoy set 1 

0.49 0.31 0.76 0.80 0.16 0.12 0.74 0.76 0.24 0.18 0.16 0.07 
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CAPRI 

Score_set 

0.74 0.50 0.58 0.60 0.14 0.10 0.59 0.60 0.23 0.17 0.18 0.06 

4. Discussions 

Different amino acids have different propensities to be in different protein environments 

[142]. The polar amino acids prefer to be on the surface, whereas non-polar amino acids 

prefer to be buried. The amino acids that are at the protein-protein interface, are 

predominantly solvent exposed in their monomeric form and get buried upon complex 

formation. These amino acids have different propensities to get buried on complex 

formation. The hydrophilic amino acids (Asp, Glu, Asn, Gln, Lys etc.) at the interface have 

lower propensity to get buried upon complex formation. However, the hydrophobic amino 

acids (Phe, Val, Ile, Leu, Met, Cys etc.) have a higher propensity to get buried upon 

complex formation. We used the probability of the different amino acids to shift from one 

depth in a monomer to another in a complex to score protein complex models. We 

calculated how different is the computed score against a random background of 

scrambled interface scores, called the z-score. We used these z-scores to classify the 

near-native structures from non-native structures. 

We tested these z-scores to identify and classify near-native interfaces from non-native 

interfaces on 3 different datasets ± Bullock¶V daWaVeW, DRcNgURXQd decR\ VeW 1 aQd CAPRI 

Score_set. Bullock¶V decR\ VeW had ~15% of the decoys as near-native whereas the other 

two decoy sets had ~8% (0-56%) of the decoys as near-native on average. Across all the 

decoy sets PIZSA outperformed MODP in identifying the native structure. This can be 

because of PIZSA being a fine-grained scoring scheme developed to identify near-native 

structures. PIZSA involves both the residue pairing preference at the protein-protein 

interface along with a preferred number of shared atomic contacts. Hence the scoring 

scheme goes to an atomic level granularity, which makes it ideal for the identification of 

native structures. MODP, however, is a coarse-grained scheme with the usage of the 

probability of the amino acid to undergo depth changes upon complex formation.  

Both the techniques had a similar number of decoy sets with at least 1 near-native 

structure prediction in the top 10 decoys for Bullock¶V aQd CAPRI decR\ VeW. HRZeYeU, 
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PIZSA outperformed MODP (59 predictions by PIZSA vs 40 predictions by MODP) in 

Dockground decoy set 1. We could not attribute any specific reason for PIZSA 

outperforming MODP in Dockground decoy set 1. MODP outperformed PIZSA in having 

a larger number of near-native structures in the top 10 predictions in Bullock¶V decR\ VeW, 

whereas both of them had similar performance in CAPRI Score_set.  

We compared MODP to PIZSA in classifying near-native structures from non-native 

structures. Across all the 3 datasets MODP outperformed PIZSA with higher f1 and MCC 

values. The accuracy and specificity of both the techniques are similar, however, MODP 

has a higher sensitivity and precision as compared to PIZSA. This indicates a large 

number of true positives were predicted by MODP without increasing the number of false 

positives. Hence, MODP was able to predict a larger number of near-native configurations 

as binders as compared to PIZSA. This again could be attributed to the fact that PIZSA 

contains residue and atomic propensity terms making the scoring scheme fine-grained as 

compared to MODP. Hence PIZSA, identifies native structures well, but MODP identifies 

a larger number of near-native structures from the decoy sets. Hence the two techniques 

can serve as complementary to one another and a scoring scheme involving both these 

techniques may outperform the individual scoring schemes. 

Various changes can be made to MODP, to check for improvement in the ranking of the 

native structure. We can redefine the way z-score is computed i.e. instead of scrambling 

the interface, the entire protein could be scrambled. In the present technique, the residues 

at the interface are scrambled, which are the ones that will get buried at the interface. 

Hence a better scrambled interface might be one where the entire protein is scrambled, 

hence removing the bias towards residues that would get buried at the interface. The 

interface residues can also be weighted based on the type of amino acids or based on 

the depth change of the residue in an oligomer. This would involve giving greater weights 

to the residues that undergo burial on the complex formation or the ones whose depth 

has changed more compared to others (say depth change>1 Å). These might help identify 

the patch of the residues that form the core of the interface. 
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To conclude, we developed a depth based scoring scheme to identify near-native 

structures from among non-native decoys. This technique was shown to outperform the 

state of art technique PIZSA. However, PIZSA outperforms MODP in the identification of 

native from the decoy sets. PIZSA can hence be useful in the identification of native 

structures, whereas MODP can be used in the identification of near-native structures, a 

key towards the identification of protein complex models. The depth dependent potential 

can in the future be modified suitably to predict patches on the surface of the protein that 

are suitable to undergo oligomerization. This would involve identification of regions on the 

protein surface that contain residues that allow changes in depth upon complex formation. 

This chapter described the characterization of protein-protein interfaces based on residue 

environments and scoring of poses of protein complexes. The next chapter will describe 

the identification of interface residues that are important for binding (hotspot residues).  
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Chapter 6 - Classification of interface residues into hotspot 
and non-hotspot residues 

1. Parameters to differentiate between hotspot and non-hotspot residues 

2. Creation of a measure to predict hotspot residues 

3. Comparison to pre-existing techniques  

. 
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1. Introduction 

The interface residues do not contribute equally to the binding free energy of the 

interactions between proteins [210]. A small subset of the interface residues called 

hotspot residues contributes predominantly to the binding free energy of proteins [211±

214]. A hotspot residue is precisely defined as residue whose mutation to alanine reduces 

the binding free energy by at least 2 kcal/mol [215]. The hotspot residues are 

experimentally determined by alanine scanning wherein the interface residues are 

mutated to alanine, one residue mutation at a time, and the change in binding free energy 

is calculated. An alanine mutation is conjectured to retain the secondary structure of the 

region of the interface while disrupting the interactions with the binding partner [216], 

hence determining the contribution of the residue in the binding event. Hotspots from 

experimental alanine scanning mutagenesis experiments are deposited in Alanaine 

Scanning Energetics Database (ASEdb) [215]. Another database, Binding Interface 

Database (BID) [217] contains the experimentally verified interface hotspot residues from 

literature. However experimental alanine scanning is time consuming and expensive, 

hence computational determination of hotspot residues is a viable alternative. 

Computational methods for prediction of hotspot residues are of three types ± molecular 

dynamics based methods, physical/knowledge based methods and machine learning 

based methods. Molecular dynamics based methods [218±220] estimate the change in 

binding free energy by simulating alanine mutations. But these methods cannot be used 

on a large scale as they are time consuming and computationally intensive. Empirical 

energy functions that are calibrated using experimental data can be used to detect 

hotspots. One such energy function, Robetta [221] provides a simple physical model for 

the prediction of hotspot residues using solvation, hydrogen bonds and packing of 

residues. The energetic contribution of the residues at the interface can also be estimated 

using non-covalent interactions and can be used to predict hotspot residues [222]. 

Hotspot residues can also be predicted utilizing knowledge based interaction potentials 

and solvation of residues [223]. Various machine learning tools (such as neural network, 

decision trees support vector machine, Bayesian network etc.) have been developed, 

which learn various features related to the properties of amino acid, conservation 
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patterns, solvation etc. from a training set of hotspot and non-hotspot residues [224±231]. 

These machine learning tools can then be used to predict hotspot residues. However, a 

lot of machine learning approaches overfit data, wherein the machine learning tools have 

a high accuracy for their datasets but fail in other datasets [232]. Besides, the datasets 

are imbalanced as the number of non-hotspot residues is much more than the hotspot 

residues, adding to the disadvantage of using machine learning based methods [233].  

Certain residues like Tyr, Arg and Trp predominantly occur as hotspot residues because 

it can form both hydrogen bonding and hydrophobic interactions [211]. Solvent occlusion 

serves as an important factor for the energetics of interactions [234,235], hence hotspot 

residues are surrounded by residues that shield them from bulk solvent. As a result, 

hotspot residues are buried compared to other interface residues. Previously, it has been 

shown that the change in depth upon complex formation can be used to identify residues 

that have the largest contribution to the binding free energy [7]. Depth change can also 

be XVed WR TXaQWif\ Whe µO UiQg¶ PRdeO Rf BRgaQ aQd ThRUQ [211]. Also, protein interfaces 

are found to be more conserved as compared to the rest of the protein [118,236±238]. 

Conservation of residues at the protein interfaces can hence be used to identify hotspot 

residues in protein interfaces [237]. In addition to conservation and burial of residues, the 

pair-potential of residues (the propensity of an interface to interact with another residue) 

were found to be important determinants for predicting hotspot residues [35,239]. 

Knowledge based pair potentials are extracted from frequencies of contact between the 

residues as seen on the protein interface. These pair potentials can hence be used as a 

feature to identify hotspot residues. 

We developed a technique, DepthCon for prediction of hotspot residues using an 

empirical decision tree based approach using the residue depth, conservation and 

residue pair potential. Various combinations of one or more of these properties were 

empirically used to predict hotspot residues. We compared our technique with existing 

techniques such as Hotpoint, KFC2 [228] and PredHS [231]. Hotpoint is a tool similar to 

our prediction scheme, which makes use of contact potential and solvent accessible 

surface area to predict hotspot residues. The other two tools KFC and PredHS use 

machine learning. These tools performed well in their own training/testing sets but their 
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MCC and f1 (for a definition of MCC and f1 refer to Chapter 2 Section 9) dropped when 

utilized to make predictions on different datasets, whereas our prediction scheme 

provided a stable MCC and f1 values across different training and testing sets. 

2. Methods 

2.1. Dataset of hotspot residues 

2.1.1 Training set 

The Hotpoint test set was used as a training set for the prediction scheme named 

DepthCon. It consisted of 112 residues (belonging to 19 PDBs) on 25 monomers 

containing 54 hotspot and 58 non-hotspot residues. This dataset was created from the 

BID database with sequences at a redundancy of <35%. The ones labeled with ³VWURQg´ 

interactions were called hotspot residues while others were called non-hotspot residues. 

2.1.2. Testing set 

Test set 1 ± This testing set was the Hotpoint training set containing 150 residues (from 

23 interfaces belonging to 14 PDBs) of which 58 were hotspot and the remaining 92 non-

hotspot residues. The set was created from the ASEdb with a sequence identity <35%. 

The UeVidXeV ZiWh biQdiQg fUee eQeUg\ � 2 NcaO/PRO ZeUe WeUPed hRWVSRW UeVidues. 

Residues with binding free energy < 0.4 kcal/mol were termed non-hotspot residues. 

Test set 2 ± This testing dataset was created from protein sequences with <35% 

sequence identity from ASEdb. The dataset contained 199 residues (from 23 interfaces 

belonging to 14 PDBs) of which 58 were hotspot residues and 141 were non-hotspot 

UeVidXeV. The hRWVSRW UeVidXeV had biQdiQg fUee eQeUg\ Rf � 2 NcaO/PRO ZheUeas the rest 

were termed as non-hotspot residues. 

Test set 3 ± This dataset contained the residues from the training set of PredHS but was 

not used to train KFC. The dataset contained 25 hotspot residues and 56 non-hotspot 

residues (from 18 interfaces belonging to 11 PDBs). This dataset was created from 

ASEdb. 
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Test set 4 ± This dataset contains the test set as used by PredHS and KFC. This dataset 

contained 39 hotspot residues and 88 non-hotspot residues (belonging to 24 interfaces 

from 18 proteins). This dataset was created from the BID database. 

2.1. Features used for classifying hotspot and non-hotspot residues 

2.1.1. Residue depth change on complex formation 

The depth of a residue in a protein complex (depth complex) was calculated using the 

DEPTH program [12] using default parameters of the minimum number of neighborhood 

atoms as 2 and the number of solvation cycles of 25. The depth of the residues in 

individual monomers (depth monomer) was also calculated using the default parameters 

by separating the chains. This was done under the assumption that there were no 

conformational changes in the individual monomers during complex formation. The 

change in depth of a residue upon complex formation was then calculated as the 

difference between the depth of the residue in a complex and a monomer. 

2.1.2. Contact potential 

 

Figure 1 – Amino acid pairwise score for residues at the interface 

ALA -3.81
CYS -1.67 -6.56
ASP -2.5 -1.04 -3.58
GLU -2.76 -1.28 -2.51 -3.94
PHE -3.23 -2.75 -2.21 -2.29 -4.64
HIS -2.85 -2.41 -3.27 -3.34 -2.57 -5.38
ILE -2.54 -1.73 -2 -2.23 -3.15 -2.5 -4.04
LYS -2.15 -0.69 -3.42 -3.83 -2 -3.04 -2.85 -3.71
LEU -2.81 -1.82 -2.2 -2.09 -3.18 -2.58 -2.81 -1.85 -3.92
MET -2.36 -1.93 -2 -2.4 -3.06 -2.65 -2.7 -2.56 -2.85 -4.6
ASN -2.75 -2.23 -2.79 -3.19 -2.62 -2.83 -2.45 -2.84 -2.52 -2.5 -4.98
PRO -2.9 -2.85 -2.71 -2.79 -3.01 -2.89 -2.47 -1.89 -2.36 -2.55 -2.85 -3.98
GLN -3 -1.29 -2.83 -2.88 -2.65 -3.02 -2.8 -3.26 -2.8 -3.01 -3.46 -3.11 -4.97
ARG -2.97 -1.98 -3.95 -3.93 -3.07 -3.34 -2.8 -2.86 -3.12 -2.8 -3.63 -3.17 -3.52 -4.86
SER -2.69 -1.29 -2.92 -3.11 -2.62 -2.9 -2.2 -2.82 -2.33 -2.05 -2.93 -2.64 -3.08 -3.18 -4.09
THR -2.66 -2.12 -2.5 -2.74 -2.75 -2.52 -2.41 -2.41 -2.4 -2.56 -2.78 -2.6 -3.1 -3.06 -2.56 -4.09
VAL -2.29 -1.41 -1.77 -2.21 -2.62 -2.4 -2.77 -1.73 -2.43 -2.47 -2.21 -2.39 -2.57 -2.54 -2.11 -2.28 -3.55
TRP -3.39 -1 -2.92 -2.68 -3.24 -2.85 -2.93 -2.59 -3.48 -2.9 -2.96 -3.07 -3.15 -3.12 -2.98 -2.67 -2.55 -4.95
TYR -3.2 -1.96 -3.12 -3.12 -3.11 -3.17 -3.13 -2.95 -3.04 -3.11 -3.23 -3.5 -3.18 -3.34 -3.33 -2.77 -2.84 -3.31 -4.62
 ALA CYS ASP GLU PHE HIS ILE LYS LEU MET ASN PRO GLN ARG SER THR VAL TRP TYR
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We used a contact potential developed by Dhawanjewar et al. [240] using residue pair 

preferences between the side chains of residues based on the formula as mentioned 

below. The score for each pair of amino acids is given in Figure 1. The scores vary in the 

range -0.69 to -6.59, with lower the value, indicating more favorable the interaction 

 

 

For calculation of the contact potential, the residues were considered to be in contact if 

the distance between the centroid of the side chain of the residues was less than 7 Å 

[223]. The contact potential for a residue i is calculated by summing over all the contacts 

of the residue i with residues from the interacting chain. The absolute value of the contact 

potential was used. Higher values of the contact potential of a residue would indicate 

more favorable interactions. 

𝐶𝑜𝑛𝑡𝑎𝑐𝑡 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 ൌ  𝑎𝑏𝑠ሺ෍ 𝑆௜,௝ሻ
௝ୀ௡

௝ୀଵ
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2.1.3. Conservation 

The homologs of the protein subunits were annotated using 5 psiblast runs [241] with an 

e-value cut off of 0.0001. The conservation for each residue was calculated using the 

following formula similar to Shannon entropy [242] 

Conservation ൌ ෍ 𝑃௜ ∗ 𝑙𝑜𝑔𝑃௜
ଶ଴

௜ୀ଴

 

, where Pi is the probability of residue i at that position. Higher values indicate higher 

conservation of the position. 

2.3. Prediction of hotspot residues 

 

Figure 2 – Flowchart showing the prediction of the hotspot residues using various 

combinations of values of depth change on complex formation, conservation of the 

residue and contact potential of the residue.  
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The depth change on complex formation, conservation of residues and the contact 

potentials of interface residue were calculated as mentioned earlier in section 2.1. The 

hotspot residues were predicted depending on the flowchart (Figure 2). For a residue to 

be predicted as a hotspot it has to fulfil at least one of the following condition ± (a) large 

changes in depth upon complex formation (>=value1) (b) If the depth change is not large 

(>=value2), then it either has to be conserved (>=value3) or have a high contact potential 

(>=value4) (c) the residue needs to be both conserved (>=value3) and have a high 

contact potential (>=value4). If any residue fails to satisfy at least one of the criterion, the 

residue is labelled as non-hotspot residue. 

A grid search was done over different values of value 1, value 2, value 3 and value 4 

(Table 1) to obtain the value, which gives the maximum MCC on the training set.  

Table 1 – The range and interval over which the grid search was done for obtaining the 

optimal value for each of the variables 

Variable Range Interval 

Value1 3.0-6.0 Å 1.0 

Value2 0.8-5.0 Å 0.2 

Value3 0.1-0.4 0.05 

Value4 5.0-11.0 0.5 

3. Results 

3.1. Comparisons of parameters between hotspot and non-hotspot 
residues 

We compared the properties of hotspot and non-hotspot residues- a) depth change on 

complex formation b) contact potential c) conservation on the training set. Wilcox signed 

rank was carried out to identify if these properties were different between the hotspot and 
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non-hotspot residues as observed in the training set. The hotspot residues are more 

buried as compared to non-hotspot residues (Figure 3 A) with a p-value of 0.0004. The 

hotspot residues are more conserved as compared to non-hotspot residues (Figure 3 B) 

with a p-value of 0.007. The hotspot residues have a higher contact potential compared 

to that of non-hotspot residues (Figure 3 C) with a p-value of 0.017. The correlation 

between depth of the residue in complex and conservation between the different datasets 

is 0.17+/-0.04. 

 

Figure 3 – Histogram showing the (A) depth change upon complex formation (Å) (B) 

Conservation of residues (C) Score of contact potential between hotspot residues (pink) 

and non-hotspot residues (blue)  



108 
 

3.2. Prediction of hotspot residues 

A grid search across value 1, value 2, value 3, value 4 on the training set gave a highest 

MCC of 0.46 for DepthCon when value 1 (larger depth change) is 3, value 2 (smaller 

depth change) is 1.2, value 3 (conservation) is 0.2 and value 4 (contact potential) is 6.5. 

The MCC across the various test sets ranges between 0.44-0.48. The technique was 

compared to various hotspot prediction tools - Hotpoint, KFC2a and KFC2b, PredHS-

SVM and PredHS-Ensemble. The MCC of Hotpoint, KFC2a, KFC2b, PredHS-SVM and 

PredHS-Ensemble ranges between 0.28-0.39, 0.28-0.41, 0.34-0.47, 0.29-0.57 and 0.26-

0.60 respectively (Table 2). Our technique outperformed the average MCC and f1 for 

Hotpoint, KFC2a and KFC2b (Table 3). However, when compared to PredHS-SVM and 

PredHS-Ensemble, the average MCC and f1 for our technique DepthCon were either at 

par or a bit lower (Table 3). However, the standard deviation of MCC across the different 

sets was higher (0.13 standard deviation for MCC) for PredHS-Ensemble and PredHS-

SVM as compared to DepthCon (0.01 standard deviation for MCC). This is because 

PredHS-Ensemble and PredHS-SVM had larger variations in MCC across different 

datasets. 

Table 2 – Sensitivity, specificity, precision, accuracy, f1 and MCC of the technique across 

training and testing sets. The highest value for each column in each set is highlighted. 

Technique Sensitivity Specificity Precision Accuracy f1 MCC 

Training set 

Hotpoint 59 79 73 70 0.65 0.39 

KFC2a 59 71 65 65 0.62 0.30 

KFC2b 46 87 78 68 0.58 0.38 

PredHS-SVM 59 71 65 65 0.62 0.30 

PredHS-Ensemble 79 45 57 61 0.67 0.26 

DepthCon 74 72 71 73 0.73 0.46 

Test Set 1 

Hotpoint 52 81 64 70 0.57 0.35 

KFC2a 62 77 63 71 0.63 0.39 
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KFC2b 43 88 69 70 0.53 0.35 

PredHS-SVM 66 89 79 80 0.72 0.57 

PredHS-Ensemble 90 71 67 78 0.76 0.60 

DepthCon 88 60 59 71 0.70 0.48 

Test set 2 

Hotpoint 52 77 48 69 0.50 0.28 

KFC2a 62 77 63 71 0.63 0.39 

KFC2b 43 88 69 70 0.53 0.35 

PredHS-SVM 66 89 72 82 0.68 0.56 

PredHS-Ensemble 90 75 60 79 0.72 0.59 

DepthCon 88 62 49 69 0.63 0.46 

Test set 3 

Hotpoint 52 79 52 70 0.52 0.31 

KFC2a 56 73 48 68 0.52 0.28 

KFC2b 48 84 57 73 0.52 0.34 

PredHS-SVM 40 86 56 72 0.47 0.29 

PredHS-Ensemble 80 64 50 69 0.62 0.41 

DepthCon 88 59 49 68 0.63 0.44 

Test set 4 

Hotpoint 59 74 50 69 0.53 0.31 

KFC2a 74 74 56 74 0.64 0.41 

KFC2b 59 87 68 79 0.63 0.47 

PredHS-SVM 59 93 79 83 0.68 0.57 

PredHS-Ensemble 74 80 63 79 0.68 0.53 

DepthCon 92 54 47 66 0.63 0.44 

 

Table 3 – Average and standard deviation of f1 and MCC of the different hotspot 

prediction tools across 1 training set and 4 testing sets. The least standard deviations 

have been highlighted 
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Technique f1 MCC 

Hotpoint 0.55+/-0.05 0.33+/-0.04 

KFC2a 0.61+/-0.04 0.35+/-0.05 

KFC2b 0.56+/-0.04 0.38+/-0.05 

PredHS-SVM 0.63+/-0.09 0.46+/-0.13 

PredHS-Ensemble 0.69+/-0.05 0.48+/-0.13 

DepthCon 0.66+/-0.04 0.46+/-0.01 

 

In order to find the importance of each of the parameters [(A) depth change>=value1 (B) 

depth change>=value2 and either conservation>=value3 or contact potential>=value4 (C) 

conservation>=value3 and contact potential>=value4], we neglected the condition A, B or 

C, one at a time and using the predetermined values (value 1-4) the MCCs for the different 

datasets calculated (Table 4). All the datasets, except Test set 2 had a lower MCC as 

compared to DepthCon when any of the conditions of DepthCon was neglected. Test Set 

2, however, had a higher MCC when condition B was neglected. In this dataset condition 

B increased the number of false positive predictions by 22, whereas the true positive 

predictions increase by 9. Neglecting condition A lead to a maximum reduction in MCC 

for Test 3 by 0.05. Neglecting condition B lead to the maximum reduction in MCC for 

Training set, Test Set 3 and Test Set 4 by 0.16, 0.05 and 0.07 respectively. Neglecting 

condition C lead to the maximum reduction in MCC for Test Set 2 by 0.07. Hence across 

different datasets, a cumulative output by all the three conditions (A, B, C) leads to uniform 

MCC. 

Table 4 – MCC on the training and different testing sets when a condition of DepthCon is 

neglected. The last row represents the MCC of DepthCon with all conditions. 

Condition neglected Training 
set 

Test set 1 Test set 2 Test set 3 Test set 4 

depth change>=value1 0.43 0.48 0.45 0.39 0.42 
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depth change>=value2 and 

either conservation>=value3 or 

contact potential>=value 

0.30 0.48 0.48 0.39 0.37 

conservation>=value3 and 

contact potential>=value 
0.41 0.41 0.42 0.44 0.33 

None 0.46 0.48 0.46 0.44 0.44 

 

4. Discussions 

All residues at the interface do not contribute equally to the binding affinity between the 

interacting proteins. The residues that contribute predominantly to binding i.e. the hotspot 

residues serve as important targets to modulate interaction affinities between proteins. 

Experimental prediction of protein hotspot is expensive and time consuming. Hence 

computational techniques can assist in the prediction of hotspot residues. The available 

machine learning tools, although promising, fail to replicate their accuracies, MCC, f1 etc. 

in different datasets. 

Here we present an empirically created decision tree based technique DepthCon. These 

uses input features - depth change upon complexation, conservation of the residue and 

residue pairwise contact potential in various combinations to predict hotspot residues. 

According to our technique, a residue is predicted as a hotspot residue if either of the 

following holds - a) the residue undergoes a depth change of >3 Å upon complex 

formation b) the residue undergoes a depth change of >1.2 Å and has a conservation 

score of >0.2 or a contact potential of >6.5 c) the residue has a conservation score of 

>0.2 and contact potential of >6.5. 

Though we do not outperform the machine learning based prediction tools in all the testing 

datasets, our prediction scheme maintains a stable MCC of 0.46+/-0.01 and f1 of 0.66+/-

0.04. It should be noted that certain tools (KFC2a, KFC2b and Hotpoint) had lower MCC 

(<=0.38) and f1 (<=0.61) when compared to our method, whereas other tools showed 

large variations in their MCC (0.13 for PredHS-SVM and PredHS-Ensemble) and f1 
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values (0.05 for PredHS-SVM and 0.09 for PredHS-Ensemble). Hence the prediction 

accuracy of PredHS-SVM and PredHS-Ensemble depended on the dataset being used 

to make the prediction. This may be either because the feature set used to train the tools 

was not able to capture the important features for the prediction or because of overfitting 

of data to the training set.  

Although, DepthCon has low specificity (54-71%) and precision (47-71%), when 

compared to other methods, the sensitivity of our technique is consistently high (74-92%). 

It should be noted that DepthCon over predicts the number of hotspot residues, thereby 

giving a large number of false positives. We are currently unable to pinpoint, which 

parameters (depth, conservation and contact potentials) lead to over predictions. Across 

the different datasets, the false positives did not seem to have consistent depth, 

conservation, contact potential values or residue type. Neglecting any of the conditions 

of DepthCon reduced the MCC values in almost all cases (except 1). Hence, all the 

conditions are important in maintaining robust MCC across different datasets.  

The addition of parameters like hydrogen bonding might not help in improving the 

prediction scheme. The number of hotspot residues involved in side-chain hydrogen 

bonds with the partner chain (in the training set) is 7 (out of 54 residues), while the number 

of non-hotspot residues having side-chain hydrogen bonds is 6 (out of 58 residues). 

Hence, this might lead to increased false positive predictions without a significant 

increase in true positive predictions. 

To conclude, our study shows that a simple combination of pairwise contact potential, 

depth change upon complex formation and conservation of residues can be reliably and 

effectively used to distinguish hotspot residues from non-hotspot residues. Further 

developments in the scoring scheme would involve figuring out ways to reduce the 

number of false positives without reducing true positive predictions. 

Along with studying protein-protein interfaces we also studied protein-small molecule 

interfaces which have been dealt in the next two chapters.  
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Chapter 7 - Structural study of protein-small molecule 
interfaces: prediction of off target effects of the drug Nutlin 

1. Predicting proteins having similar binding pocket as Nutlin binding 
pocket of Mdm2 

2. Computational prediction of the stability of the bound complexes 

3. Docking of Nutlin onto the predicted binding site using Autodock Vina 

4. Comparison of our technique to others 

The search for binding site similar to that of Nutlin was done by Dr. Minh N. Nguyen. The 

binding free energy of the predicted complexes was calculated by Lin Meiyen with help 

from Thomas Leonard Joseph. The ingenuity pathway, KEGG and Reactome analysis 

were carried out by Candida Vaz and Vivek Tanavde. The experimental validation was 

done by Luke Way. The analysis of the predicted binding site, molecular dynamics 

simulations and the docking of Nutlin onto the predicted binding site were carried out by 

Neeladri Sen. The comparisons of our method to other preexisting method was done by 

Neeladri Sen and Minh N. Nguyen. 

 

Published - Nguyen M.N.*, Sen N.*, Meiyin L.*, Joseph T.L., Vaz C., Tanavde V., Way L., Hupp 

T., Verma C. and Madhusudhan M.S. (2019), Discovering putative protein targets of small 

molecules: A study of the p53 activator Nutlin, Journal of Chemical Information and Modeling, 

doi: 10.1021/acs.jcim.8b00762 [* equal contributions] 
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1. Introduction 

The drugs bind selectively to a pocket on the targets because of complementarity in shape 

and physicochemical properties [243]. However, the diversity of protein shapes is limited 

and similar binding pockets could likely be found in other proteins [243,244]. The binding 

of the drug to these off-target proteins could either lead to adverse drug reactions [245] 

or indicate an alternate use of the drug [246]. A relevant observation to support this claim 

would be that of protein kinases, which have structurally similar ATP binding pockets 

[247]. A drug designed against the ATP binding pocket of one kinase often also binds to 

other kinases [248], making the drug less specific. An efficient drug discovery effort would 

be strengthened with the identification of putative binding pockets on off-target proteins. 

Current drug discovery efforts usually identify one or few protein target(s) and attempt to 

inhibit these using small molecules/peptides. Most inhibitors/drugs are identified using 

various computational/experimental screens followed by rounds of rational manipulation 

and extensive experimental validation [249]. 

Our tool CLICK [18] (Refer to Chapter 2 Section 3) can compare the 3D structures or 

even sub-structures of molecules. CLICK is capable of aligning structures with dissimilar 

topologies, conformations, or even molecular types. These unique properties make 

CLICK particularly well suited for comparing protein substructures, such as ligand binding 

sites [18]. Though we can use CLICK to compare binding site for any ligand, however, in 

this study, we tested the efficacy of CLICK in identifying similar binding pockets of the 

small molecule Nutlin.  

Nutlin is known to bind MDM2, a negative regulator of the tumor suppressor protein p53 

[250,251]. Upregulated activities of MDM2 in several cancers result in increased 

degradation of p53 and hence is being pursued as a potential therapeutic target [252]. 

The interactions between MDM2 and Nutlin have been explored using several 

experimental techniques including crystallography (PDB ID: 1RV1/4J3E) [251,253,254], 

which show that Nutlin occupies a hydrophobic pocket in the N-terminal domain of MDM2 

and mimics key residues of the N-terminal region of p53 which occupy the same pocket 

(PDB ID: 1YCR) [255] (Figure 1A). In cancer cells with upregulated levels of MDM2 [256], 
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the abolition of the interactions between MDM2 and p53 by peptides or small molecules 

such as Nutlin is demonstrably sufficient to induce activation of p53[251]. Thus, Nutlin-

like molecules could be potential drugs for such cancers; several of which are currently 

in clinical trials [257]. However, there is some evidence of toxicity by this approach [258] 

and hence there is a need to develop robust methods to pre-screen potential drugs for 

potential adverse reactions.  

The current study provides a tentative list of proteins that may be targets of Nutlin in 

addition to MDM2. If validated, this technique has the potential of adding specificity filters 

in drug design for detecting off target effects of small molecule compounds resulting in 

cost savings. We have used the program CLICK to predict potential protein targets of 

Nutlin other than MDM2. Further, we computed the binding free energy of Nutlin with 

these proteins using the Molecular Mechanics/Generalized Born Surface Area 

(MM/GBSA) protocol of Amber11. We also compared our binding poses with the poses 

predicted by docking Nutlin onto the CLICK predicted binding pocket using AutoDock 

Vina. Molecular dynamics simulations were carried out on 4 of the putative proteins 

complexed to Nutlin to probe the stability of these complexes. Finally, thermal shift assay 

was done to validate the binding of Nutlin to one of the predicted off target proteins. 

Though the pilot study involved predicting binding pockets of Nutlin in off target proteins, 

this methodology can be used for predicting binding pocket of any small molecule ligand 

based on structural similarity. 

2. Methods 

2.1. Nutlin binding sites on MDM2 

The binding site residues within 6 Å of Nutlin-2 (Figure 2A) and Nutlin-3a (Figure 2B) were 

extracted from the structures of their complexes with MDM2 (PDB- 1RV1:B for Nutlin-2 

and PDB- 4J3E:A for Nutlin-3a). Henceforth, Nutlin will be used to refer to both Nutlin-2 

and Nutlin-3a. 
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To account for binding site flexibility, Nutlin binding site residues were also extracted from 

5 snapshots from a molecular dynamics (MD) simulation trajectory of MDM2, at 3, 6, 9, 

12 and 15ns [253].  

2.2. Dataset of representative protein structures 

To search for putative non-MDM2 proteins that could bind Nutlin, 4239 crystal structures 

of proteins were selected from the PDB using the program PISCES [139], such that the 

proteins a) were all human proteins, b) were resolved at resolutions higher than 3 Å, c) 

had R-factor<0.3, d) were not more than 95% sequentially identical to one another, and 

e) had a length greater than 40 residues. The complete list of human proteins used for 

the study can be found at - http://cospi.iiserpune.ac.in/click/Download/Human.txt. 

2.3. CLICK searching 

 
Figure 1 – Schematic showing the prediction of off target binding site for Nutlin. The drug 

bound protein (Mdm2) shown is shown in green with the drug molecule (Nutlin) shown in 

dark purple and the binding site with orange. The binding site is searched on another 

protein (shown in light purple) using the structural superimposition tool CLICK. The model 

of the drug-putative off target is built, which is energy minimized and evaluated. 

http://cospi.iiserpune.ac.in/click/Download/Human.txt
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The Nutlin binding site(s) were structurally superimposed on the entire proteins in our 

dataset using CLICK (http://cospi.iiserpune.ac.in/click) (Figure 1). Our CLICK program 

superimposes two molecular structures, even if they are topologically dissimilar, by a 3D 

least-squares fit of their representative atoms. In this case, the CĮ and Cȕ atoms of the 

residues were chosen as representative atoms for structural superimposition. A clique of 

points is made with the representative atoms such that no pair of atoms within a clique is 

separated by more than a distance threshold of 10 Å as earlier optimized [23]. The clique 

size was earlier optimized to contain 7 residues [23]. To ensure that equivalent residues 

occupy similar environments in their respective proteins a match was only made if the 

residue depth difference was less than 2.25 Å. Residue depth is defined as the closest 

distance of the residue from the bulk solvent[7]. The CLICK program produces a Z-score 

for the reliability of match and we had previously established that a score of 2 and above 

was indicative of a significant comparison. For each of the human protein, the region of 

the protein having the highest structural overlap with the Nutlin binding site (such that the 

residue depth difference was less than 2.25 Å) is produced as an output by CLICK. The 

CLICK program creates small cliques of points (3-7 in number) from representative atoms 

(user defined criterion, CĮ atoms or combination of CĮ, Cβ atoms etc.) of spatially proximal 

amino acid residues. These cliques are then superimposed by a 3D least-squares fit. 

The predicted binding site was further processed as mentioned in the sections below. The 

objective of these comparisons was to match regions on proteins that structurally 

resembled the Nutlin binding pocket on MDM2. 

2.4. Eliminating hits clashing with Nutlin 

In our protocol, we superimposed the proteins from the database (section 2.2) onto the 

Nutlin binding sites. Proteins that had regions that matched the Nutlin binding sites with 

significant Z-VcRUeV ZeUe WeUPed aV µhiWV¶. BRWh NXWOiQ-2 and Nutlin-3a were then 

independently transferred as rigid bodies onto the hit protein to form a complex. The 

complex was energy minimized using Amber11 [259]. Steric hindrances in the complexes 

(with either of the Nutlins) was quantified by a clash score. A clash results when the 

intermolecular atomic distance between two non-hydrogen atoms of the hit and Nutlin is 

http://cospi.iiserpune.ac.in/click
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less than 2.0 Å. Ideally, we would want no short contacts between the atoms of the protein 

and the ligand. However, we tolerated a few short contacts, empirically set to 5 short 

contacts involving the protein side chains and 1 short contact involving the protein main 

chain. Our tolerance levels were decided upon following the logic that short contacts with 

the side chain could be more easily resolved (moving individual side chains) as opposed 

to making conformational changes to the main chain.    

2.5. Validation by scoring the poses of Nutlin 

2.5.1. Single point binding energy calculations and hydrophobicity of the binding 
pocket 

A single point binding energy of the observed/predicted complex was computed using the 

Molecular Mechanics/Generalized Born Surface Area (MM/GBSA) method with the GB 

module of Amber11 (Figure 1). The binding free energy of Nutlin was also calculated on 

the human analogs of MDM2, Hdm2 and MDM4, which are structurally similar to MDM2. 

The binding energy, as computed here, is essentially the Enthalpy change (ǻH) as a 

result of binding. The more negative ǻH is, the tighter Nutlin binds to the protein target. 

The shortlisted hits were rank ordered by binding energies (Table 1) calculated using 

Amber11.  

2.5.2 Docking of Nutlin-3a onto the target protein using AutoDock Vina 

To validate the binding site and binding pose, AutoDock Vina [54] was used to dock 

Nutlin-3a onto the energy minimized structures of the target proteins obtained from 

Section2.4. The AutoDock exercise was not carried out with the crystal structures of these 

proteins as in many of the cases the binding pocket could not accommodate the ligand 

before conformational changes. Polar hydrogens were added and charges were assigned 

to atoms of both the target protein and Nutlin-3a. A 30*30*30 Å3 box (dimensions chosen 

considering the size of Nutlin) for docking of Nutlin-3a was centered on its N1 atom from 

the CLICK predicted structure. The binding free energy and the corresponding RMSD 

(calculated between the central 5 membered ring atoms ± N, N1, C10, C11, C18) to the 

CLICK computed binding pose were calculated for the best AutoDock pose (Table 1). 
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2.6. Identifying functions/pathways of putative Nutlin targets 

The UniProt (Universal Protein Resource, http://www.uniprot.org) database was mined 

for information relating to the biological role and function of the hit protein, its interactions 

with other proteins, binding sites, and post-translational modifications [260]. The Ingenuity 

Pathway Analysis (IPA) software [261], KEGG (http://www.kegg.jp), and Reactome 

(http://www.reactome.org) were used to identify the pathways that the hit proteins were 

involved in.  

2.7. Molecular dynamics (MD) simulations of Nutlin targets 

MD simulations were carried out on a subset of the proteins found to bind Nutlin, namely 

Gamma-glutamyl hydrolase (GGH) (PDB ID: 1L9X:A), steryl sulfatase (PDB ID: 1P49:A) 

and interferon-gamma (PDBID: 1FYH:A) and Human dead box RNA helicase (PDB ID: 

3DKP:A). The rationale for choosing only these systems for MD simulations studies is 

mentioned in the results section. Simulations (for all systems) were carried out in triplicate 

on the unliganded native structures of the proteins as well as on their modeled complexes 

with Nutlin-3a. The simulations were carried out using Gromacs [262,263] with the 

Amber99SB-ILDN force field [264] using spc/e water model [265]. Parameters for Nutlin-

3a were obtained using antechamber [59,266]. Each system was solvated in a cubic 

water box whose sides were at a minimum distance of 25 Å from any protein atom. 

Charge neutrality was achieved by adding sodium or chloride counterions. The particle 

mesh Ewald sum method was used for treating electrostatic interactions, LINCS [267] 

was used to constrain the hydrogen bond lengths, enabling a time step of 2fs. Initially, the 

whole system was minimized for 5000 steps or until the maximum force was < 

1000kJ/mol/nm. The system was then heated to 300K in an NVT ensemble simulation for 

100ps using a Berendsen thermostat [65]. The system was subsequently equilibrated in 

an NPT ensemble simulation for 100ps to stabilize the pressure using a Parrinello-

Rahman barostat [268]. Finally, each system was simulated for a maximum of 100ns and 

structural snapshots were captured every 10ps. Simulations were stopped when the 

distance between Nutlin-3a and the geometric center of the protein increased by 10 Å 

compared to the starting structure. The 10 Å distance was empirically chosen as 

http://www.uniprot.org/
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indicative of the ligand irreversibly leaving the binding pocket. The temperature, potential 

energy and kinetic energies were monitored during the simulation to check for anomalies.  

3. Results 

3.1. Nutlin binding pocket 

 

Figure 2- A) The superimposition of the crystal structure complexes of MDM2 (blue 

ribbons) with Nutlin-2 (tan sticks, PDB ID: 1rv1) and p53 (grey ribbons, PDB ID: 1ycr) B) 

2D representations of the interactions, within 6 Å, of Nutlin 2 with residues of MDM2 from 
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the crystal structures and MD snapshots. Hydrophobic residues are colored in purple. C) 

A surface representation of the binding pocket residues shown in [B] along with the bound 

Nutlin (tan sticks). The binding pocket is colored as per the Chimera41 rendered coulombic 

charge representation, where shades of blue and red represent positively and negatively 

charged regions respectively.  

We have studied two variants of Nutlin ± Nutlin-2 and Nutlin-3 (Figure 3). Both variants 

are similarly structured with a central 5 membered imidazole ring, 3 of whose atoms are 

connected to 6 membered aromatic rings. Of these 3 aromatic rings, 2 are 

halogenphenyls (bromophenyl in Nutlin-2 and chlorophenyl in Nutlin-3). The other 

aromatic ring of Nutlin-2 being ethoxy methoxy phenyl whereas Nutlin-3 being methoxy-

2-(propan-2-yloxy) phenyl group. Another atom of the central imidazole ring is connected 

to a pipirazine ring. The pipirazine group in Nutlin-2 is hydroxyl ethyl piprizine whereas in 

Nutlin-3 it is piprazin-2-one. Nutlin-3 exists in 2 enantiomeric form Nutin-3a and Nutlin-3b 

where Nutlin-3b is 150 fold less potent inhibitor of MDM2 than Nutlin-3a [269]. 

 

Figure 3 – Structure of (A) Nutlin-2 (B) Nutlin-3a 

The binding sites of Nutlin-2 and Nutlin-3a on MDM2 are almost identical and 

predominantly hydrophobic. In the crystal structures of Nutlin-2 and Nutlin-3a bound to 

MDM2 (PDB codes 1rv1 and 4j3e respectively), there are 24 and 25 residues within a 

distance of 6 Å from Nutlin-2 and Nutlin-3a, respectively (Figure 2B). Though the side 

chains are important in receptor ligand interactions, we only considered CĮ and Cȕ atoms 

of the residues to constitute our binding site descriptor, to get a description of the binding 
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pocket and an approximate orientation of the side chains. Atoms in the side chains, 

especially in the solvent exposed regions are flexible and in their apo-structures may not 

be positioned appropriately for ligand binding. In order to account for the dynamics of the 

protein, snapshots from MD trajectories of Nutlin bound MDM2 were also 

considered[253]. The number of binding site residues from the MD snapshots varies 

between 23 to 25 but retains their predominantly hydrophobic characteristic (Table 1) with 

18 of these residues being hydrophobic (Figure 2C). While there are a few polar and 

charged amino acids in the pocket, their side chains are often pointed away from Nutlin. 

Sometimes, such as in the MD snapshot after 3ns, the Nutlin binds deeper inside the 

cavity and hydrogen bonds with the side-chain of Gln72 of MDM2.  

3.2. Identification of putative Nutlin binding proteins  

We used our CLICK program to identify proteins from amongst a set of 4239 human 

proteins that had regions structurally similar to the Nutlin binding site of MDM2. Structural 

overlap of 70% or above using CĮ and Cȕ and a Z-score of 2 or greater were empirically 

chosen thresholds (previously optimized, unpublished data) to determine meaningful 

matches (Table 1). For each of these hits, a model was constructed with the Nutlin in its 

new putative binding site. To begin with, the model is simply the coordinates of the Nutlin 

transferred onto the new hit after superimposing with the MDM2 binding site. This 

complex is energy minimized and the resultant structure is examined for steric clashes. 

Models with severe clashes (as described in the methods) are discarded. This search 

protocol for alternate binding partners yielded 49 human proteins (Table 1). Only 2 of the 

49 hits, MDM4 and Hdm2 (52 and 96% sequence identity respectively), are homologs of 

MDM2.  The other predicted targets of Nutlin are unrelated to MDM2.  

In 16 of these 49 predicted target sites, a putative binding site residue (within 6 Å of Nutlin) 

is involved in protein function either as an active site residue or one that undergoes post-

translational modification such as glycosylation (Table 1). The functions of these proteins 

are likely to be affected by binding Nutlin. The other 33 predicted target sites, while viable 

for ligand binding by our predictions are not close to any known functional site of the 

protein. While the binding of Nutlin to these sites can have indirect functional 
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consequences, we focused only on some of the hits where the functional consequences 

could be directly affected. The hit proteins play a role in various biosynthetic pathways 

including endocytosis, protein folding, metabolism, apoptosis, signaling, cell migration, 

immune system, transport of ions, proteolysis etc. (Table 1).  

 

Figure 4- Nutlin-3a (shown in tan sticks) bound to the predicted binding pocket of 5¶-

deoxy-5¶-methyllthioadenosine phoshorylase. The ligand 4CT (shown in magenta sticks) 

binds to a binding pocket close to the predicted binding pocket of Nutlin-3a (PDB ID: 

3OZC:A). One of the benzene rings of both Nutlin-3a and 4CT superimpose in the binding 

pocket. 

Onl\ RQe Rf Whe SUedicWed WaUgeW ViWeV, iQ 5¶-deoxy-5¶-methylthioadenosine phosphorylase 

(PDBID: 1CB0:A/3OZC:A), had a bound ligand pCl-phenylthioDADMelmmA 

(PDBID:3OZC:A). Interestingly, a part of this ligand, an aromatic ring, superimposes on 

one of the aromatic rings of Nutlin-3a (Figure 4). 

One of the 16 proteins whose function is likely to be affected on Nutlin binding is Gamma 

glutamyl hydrolase. Overexpression of this protein is associated with several cancers 

including breast and bladder, and rheumatoid arthritis[270]. In principle, Nutlin could be 

repurposed to serve as a drug to combat the above diseased conditions. 
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Table 1: Details of the actual and predicted human proteins that bind Nutlin. # RMSD between central imidazole ring of 

Nutlin-3a as predicted by CLICK (after Amber11 energy minimization) and as predicted by AutoDock Vina * Column informs 

if the putative binding site has been identified using the crystal structure or the MD snapshot of Nutlin (3 ns, 6 ns, 9 ns, 12 

ns, 15 ns) $ The sequence identity refers to the identity between the aligned residues of the predicted off-target protein and 

the Nutlin-2 binding site as obtained from the crystal structure. In cases with 0 sequence identity, none of the aligned 

residues was identical. 

Name of 
actual/pred
icted Nutlin 
binding 
proteins 

PDB  

code  

Binding 
energy 
with 
Nutlin-2 
kcal/mo
l 

Bindin
g 
energy 
with 
Nutlin-
3a 
kcal/m
ol 

AutoD
ock 
Vina 
bindin
g 
energy 
with 
Nutlin-
3a 
kcal/m
ol 

RMSD 
(Å) # 

Temp
late * 

CLICK 
Z-
score 

CLICK 
SO (%) 

CLICK 
RMSD 
(Å) 

Numb
er of 

residu
es 

within 
6 A of 
Nutlin 

Seq 
Identi
ty (%) 

$ 

Numb
er of 
aligne
d 
residu
es in 
Active/ 
functio
nal 
sites  

Pathway protein involved  Nutlin 
binding 
sites with 
superimpo
sed 
residues 
in their 
active/fun
ctional 
sites 

AP-2 
Complex 
Subunit 
Beta 

2g30:
A 

-75.57 -57.08 -11.4 2.3 3ns 6.85 

100.00 1.95 

48 

7.41 0 res 

Endocrine and other factor-
regulated calcium reabsorption; 
Endocytosis; Huntington's disease; 
Synaptic vesicle cycle 

No 

Glutataryl-
CoA 
Dehydrogen
ase, 
mitochondri
al 

1siq:
A 

-70.65 -55.99 -11.0 0.54 15ns 6.85 

97.06 1.94 

53 

7.41 0 res 

Fatty acid metabolism; Lysine 
degradation; Metabolic pathways; 
Tryptophan metabolism 

No 

Gamma-
glutamyl 
hydrolase 

1l9x:
A 

-67.93 -57.58 -10.9 0.56 3ns 

6.85 100.00 1.97 

46 

11.11 1 res  

Folate biosynthesis Yes 
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Steryl-
sulfatase 

1p49:
A 

-64.35 -56.49 -10.0 0.33 6ns 
7.58 100.00 1.67 

37 
3.70 1 res  

Steroid hormone biosynthesis Yes 

Peptidylprol
yl 
Isomerase 
domain and 
WD Repeat 
Containing 
Protein 1 

2a2n:
A 

-61.82 -53.03 -4.0 1.35 Cryst
al 

2.24 

85.12 2.71 

48 

0.00 0 res Protein folding 

No 

Stromelysin-
1 

1hy7:
A 

-61.00 -63.05 -10.6 0.51 Cryst
al  2.24 84.30 2.77 

47 
3.70 8 res  

Rheumatoid arthritis Yes 

MDM2 (3ns) - -55.31 -50.83   3ns    25    Yes 

Interferon-
gamma 

1fyh:
A 

-48.92 -39.89 -8.6 5.16 Cryst
al 

2.24 

84.30 2.70 

27 

7.41 0 res 

African trypanosomiasis; 
Amoebiasis; Antigen processing 
and presentation; Chagas disease 
(American trypanosomiasis); 
Cytokine-cytokine receptor 
interaction; Influenza A; Jak-STAT 
signaling pathway; Leishmaniasis; 
Malaria; Measles; Natural killer cell 
mediated cytotoxicity; Osteoclast 
differentiation; Proteasome; 
Regulation of autophagy; 
Salmonella infection; T cell receptor 
signaling pathway; TGF-beta 
signaling pathway; Toxoplasmosis; 
Tuberculosis; Type I diabetes 
mellitus 

No 

MDM2 (6ns) - -48.44 -44.93   6ns    24    Yes 

Human 
Dead box 
RNA 
helicase 
DDX52 

3dkp:
A 

-47.92 -39.60 -8.8 0.52 6ns 6.61 

96.67 1.97 

32 

11.11 0 res RNA helicase 

No 
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MDM2 
(crystal) 

1rv1:
B/ 

4j3e:
A 

-47.21 -45.02 -8.4 0.48 Cryst
al 

13.41 100.00 0.00 24/25 100.0   Yes 

MDM2 
(12ns) 

- -45.18 -43.72   12ns    24    Yes 

MDM2 
(15ns) 

- -44.66 -43.11   15ns    24    Yes 

HDM2 2axi:
A 

-42.74 -41.60   Cryst
al 11.79 100.00 0.61 

29 
95.8  

 Yes 

Hexokinase-
2 

2nzt:
A 

-39.83 -34.20 -6.7 4.71 6ns 6.61 

96.67 1.91 

22 

7.41 0 res 

Amino sugar and nucleotide sugar 
metabolism; Butirosin and 
neomycin biosynthesis; 
Carbohydrate digestion and 
absorption; Fructose and mannose 
metabolism; Galactose metabolism; 
Glycolysis / Gluconeogenesis; 
Insulin signaling pathway; Metabolic 
pathways; Starch and sucrose 
metabolism; Type II diabetes 
mellitus 

No 

Multiple 
PDZ domain 
protein 

2o2t:
A 

-39.46 -38.01 -7.4 6.58 Cryst
al 

3.69 

79.17 2.19 

21 

7.41 0 res Tight junction 

No 

MDM4 3fea:
A 

-38.62 -39.32 -6.1 0.73 Cryst
al 10.64 100.00 1.00 

24 
51.85  

 Yes 

Enhancer of 
MRNA-
Decapping 
protein 3 

2vc8:
A 

-35.55 -33.67 -5.8 0.79 Cryst
al 

3.94 

87.50 2.09 

22 

14.81 0 res 
Gene Expression; Metabolism of 
RNA 

No 
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Ketohexokin
ase  

2hlz:
A 

-34.48 -28.51 -7.7 6.23 Cryst
al 3.94 83.33 2.00 

22 
3.70 1 res  

Fructose and mannose metabolism; 
Metabolic pathways 

Yes 

Programme
d cell death 
protein 10 

3ajm:
A 

-31.54 -30.85 -6.8 2.41 Cryst
al 

6.12 87.50 1.76 

23 

7.41 5 res 

Apoptotic pathways Yes 

Endothelial 
Nitric-oxide 
synthase  

1m9
m:A 

-30.89 -29.16 -6.8 2.32 Cryst
al 

5.64 

83.33 1.84 

23 

7.41 0 res 

Arginine and proline metabolism; 
Calcium signaling pathway; 
Metabolic pathways; VEGF 
signaling pathway 

No 

Glucocortico
id receptor 2  

3gn8:
A 

-30.13 -28.72 -7.5 3.60 Cryst
al 

5.15 
87.50 2.11 

26 
3.70 0 res Developmental biology; Metabolism 

No 

INTERLEU
KIN-5 

1hul:
A 

-30.01 -29.51 -7.0 4.67 Cryst
al 

4.91 

75.00 1.87 

27 

3.70 0 res 

Allograft rejection; Asthma; 
Autoimmune thyroid disease; 
Cytokine-cytokine receptor 
interaction; Fc epsilon RI signaling 
pathway; Hematopoietic cell 
lineage; Intestinal immune network 
for IgA production; Jak-STAT 
signaling pathway; T cell receptor 
signaling pathway 

No 

CHITINASE
-3 like 
protein 1  

1hjx:
A 

-29.92 -26.64 -6.9 4.20 Cryst
al 

3.69 

75.00 1.94 

25 

7.41 0 res 
Amino sugar and nucleotide sugar 
metabolism 

No 

RecQ-
mediated 
genome 
instability 
protein 1 

3mxn:
A 

-29.63 -26.77 -6.2 3.43 Cryst
al 

3.94 

87.50 2.08 

22 

3.70 0 res Fanconi anemia pathway 

No 

GTP-
binding 
protein Di-
Ras1  

2gf0:
A 

-28.64 -28.58 -6.2 2.66 Cryst
al 

4.18 

79.17 1.99 

19 

11.11 0 res GTPase activity 

No 
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Dual-
specificity 
Phosphatas
e DUPD1 

2y96:
A 

-28.09 -29.93 -6.3 2.31 Cryst
al 

3.94 

79.17 2.19 

23 

0.00 0 res Dephosphorylation activity 

No 

Cytochrome 
P450 1B1 

3pm0
:A 

-28.07 -26.67 -7.7 3.72 Cryst
al 

5.64 83.33 1.89 

23 

3.70 2 res  

Metabolism of xenobiotics by 
cytochrome P450; Steroid hormone 
biosynthesis; Tryptophan 
metabolism 

Yes 

Ubiquitin 
thioesterase 
ZRANB1 

3zrh:
A 

-27.61 -26.70 -6.6 3.68 Cryst
al 

3.94 

83.33 2.11 

22 

3.70 0 res 

Cell migration,hydrolysis of ester, 
thioester, amide, peptide, 
isopeptide 

No 

Leukotriene 
C4 synthase 

3pcv:
A 

-27.47 -26.89 -6.8 3.29 15ns 
6.85 91.18 1.59 

21 
0.00 1 res  

Arachidonic acid metabolism; 
Metabolic pathways 

Yes 

Golgi 
reassembly-
stacking 
protein 2  

3rle:A -26.99 -23.67 -6.8 3.17 Cryst
al 

3.69 79.17 2.12 

21 

7.41 2 res  

Assembly and golgi stacking of 
golgi cisternae 

Yes 

Phosphopa
ntothenoyl-
cysteine 
synthetase  

1p9o:
A 

-26.49 -22.20 -7.0 3.26 Cryst
al 

3.69 

79.17 2.13 

24 

0.00 0 res 
Metabolic pathways; Pantothenate 
and CoA biosynthesis 

No 

Serine/threo
nine-protein 
kinase/endo
ribonucleas
e IRE1 

3p23:
A 

-25.84 -25.49 -7.0 3.97 Cryst
al 

4.66 

79.17 1.77 

21 

7.41 0 res 

Alzheimer's disease; Protein 
processing in endoplasmic 
reticulum 

No 

Cytochrome 
P450 2C9  

1r9o:
A 

-25.67 -22.20 -8.0 3.70 Cryst
al 

4.66 

79.17 1.78 

24 

0.00 0 res 

Arachidonic acid metabolism; Drug 
metabolism - cytochrome P450; 
Linoleic acid metabolism; Metabolic 
pathways; Metabolism of 
xenobiotics by cytochrome P450; 
Retinol metabolism 

No 
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C-type lectin 
domain 
family 4 
member K  

3p7g:
A 

-25.57 -24.70 -6.8 3.60 Cryst
al 

4.42 75.00 1.69 

21 

0.00 1 res  

Immune system Yes 

Chloride 
intracellular 
channel 
protein 2  

2r4v:
A 

-24.84 -20.66 -6.4 3.78 Cryst
al 

4.42 

79.17 1.89 

20 

3.70 0 res 
Chloride transmembrane transport, 
glutathione peroxidase activity 

No 

Lanosterol 
14-alpha 
demethylas
e  

3ld6:
A 

-24.76 -23.48 -7.1 3.25 Cryst
al 

4.18 

83.33 2.16 

28 

3.70 0 res 
Metabolic pathways; Steroid 
biosynthesis 

No 

Heparin-
binding 
growth 
factor 1  

3o3q:
A 

-24.54 -24.07 -5.4 5.64 Cryst
al 

3.94 

79.17 2.10 

24 

7.41 0 res 

MAPK signaling pathway; 
Melanoma; Pathways in cancer; 
Regulation of actin cytoskeleton 

No 

Hypothetical 
ubiquitin-
conjugating 
enzyme 
LOC55284 

2a7l:
A 

-24.44 -23.86 -6.8 3.22 

 

Cryst
al 

5.39 

87.50 1.86 

24 

11.11 0 res Ubiquitin mediated proteolysis 

No 

Protein-
Glutamine  
Gamma-
Glutamyltra
nsferase  
KNo 

2xzz:
A 

-24.12 -25.41 -6.6 2.45 Cryst
al 

2.97 

79.17 2.30 

21 

0.00 0 res  

No 

General 
vesicular 
transport 
factor p115 

2w3c:
A 

-23.75 -29.05 -6.0 3.58 Cryst
al 

4.42 

75.00 1.88 

20 

0.00 0 res  

No 

Protein SET  2e50:
A 

-23.59 -22.18 -8.1 5.43 Cryst
al 

2.97 
70.83 1.95 

22 
3.70 0 res 

Gene expression; Metabolism of 
RNA 

No 
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Receptor 
tyrosine-
protein 
kinase 
erbB-4  

2r4b:
A 

-23.48 -18.18 -5.8 11.45 Cryst
al 

4.42 75.00 1.77 

15 

0.00 2 res  

Tyrosine kinase activity,  Yes 

Glutathione 
Transferase 
Zeta 

1fw1:
A 

-23.12 -17.80 -6.2 6.88 Cryst
al 

3.45 

79.17 2.09 

21 

0.00 0 res 

Drug metabolism - cytochrome 
P450; Glutathione metabolism; 
Metabolic pathways; Metabolism of 
xenobiotics by cytochrome P450; 
Tyrosine metabolism 

No 

INTERLEU
KIN-17A  

2vxs:
A 

-22.33 -21.15 -7.0 3.34 Cryst
al 

3.45 
75.00 2.09 

20 
3.70 0 res 

Cytokine-cytokine receptor 
interaction; Rheumatoid arthritis 

No 

Serine-
pyruvate 
aminotransf
erase 

3r9a:
A 

-21.59 -19.08 -6.7 4.63 Cryst
al 

3.69 

83.33 2.06 

23 

0.00 0 res 

Alanine, aspartate and glutamate 
metabolism; Glycine, serine and 
threonine metabolism; Metabolic 
pathways; Peroxisome 

No 

Receptor 
tyrosine-
protein 
kinase 
erbB-2 

3pp0:
A 

-21.55 -21.60 -6.3 5.58 Cryst
al 

4.42 75.00 1.75 

17 

0.00 1 res  

Calcium signaling pathway; 
Endocytosis; ErbB signaling 
pathway 

Yes 

Proto-
oncogene 
Tyrosine 
protein 
Kinase 
Receptor 
RET 

2ivs:A -21.54 -21.77 -6.6 12.51 Cryst
al 

5.64 79.17 1.38 

17 

7.41 1 res  

Endocytosis; Pathways in cancer; 
Thyroid cancer 

Yes 

Sulfotransfe
rase 1C2  

2gwh:
A 

-21.39 -20.20 -5.9 4.68 Cryst
al 5.15 79.17 1.83 

22 
7.41 1 res 

Metabolism Yes 

Fibroblast 
growth 
factor 

1q1u:
A 

-21.18 -19.79 -6.0 2.98 Cryst
al 

2.97 

70.83 1.95 

22 

0.00 0 res 

MAPK signaling pathway; 
Melanoma; Pathways in cancer; 
Regulation of actin cytoskeleton 

No 
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homologous 
factor 1  

Pigment 
Epithelium-
Derived 
factor 

 

1imv:
A 

-20.41 -16.13 -6.0  

 

2.56 

Cryst
al 

3.69 75.00 1.94 

20 

3.70 1 res  

Inhibition of angiogenesis Yes 

Activin 
receptor 
type IIB  

2qlu:
A 

-19.77 -16.61 -6.1 4.60 Cryst
al 

3.21 

70.83 1.71 

20 

7.41 0 res 

Cytokine-cytokine receptor 
interaction; TGF-beta signaling 
pathway 

No 

5'-Deoxy 5'-
Methylthioa
denosine 
phosphoryla
se 

1cb0:
A 

-18.41 -24.24 -7.5 9.03 Cryst
al 

4.42 75.00 1.82 

20 

0.00 2 res 

Cysteine and methionine 
metabolism; Metabolic pathways 

Yes 

Alkaline 
phosphatas
e, placental 
type 

3mk1:
A 

-17.82 -14.82 -5.7 6.93 Cryst
al 

3.69 

79.17 1.97 

27 

3.70 0 res 
Folate biosynthesis; Metabolic 
pathways 

No 

Tumor 
necrosis 
factor 
receptor 
superfamily 
member 1B  

3alq:
R 

-17.17 N/A -4.6 

 

4.56 Cryst
al 

3.21 

70.83 1.83 

18 

0.00 0 res 

Adipocytokine signaling pathway; 
Amyotrophic lateral sclerosis (ALS); 
Cytokine-cytokine receptor 
interaction 

No 

Dual 
specificity 
mitogen-
activated 
protein 
kinase 
kinase 4 

3aln:
A 

-16.81 -19.05 -6.4 6.17 Cryst
al 

3.69 75.00 1.93 

19 

 

14.81 1 res  

Chagas disease (American 
trypanosomiasis); Epithelial cell 
signaling in Helicobacter pylori 
infection; ErbB signaling pathway; 
Fc epsilon RI signaling pathway; 
GnRH signaling pathway; HTLV-I 
infection; Influenza A; MAPK 
signaling pathway; Toll-like receptor 
signaling pathway 

Yes 
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3.3. Computational measurement of Nutlin-protein complex stability 

We measured the strengths of association between Nutlin and the putative hit through 

direct and indirect computations. We directly measured the binding free energies using 

single point molecular mechanics computations and using the AutoDock Vina energy 

function. Indirectly, we assessed the strength of the complex by subjecting it to MD 

simulations and determined if the association was stable. 

The single point binding energies of Nutlin to its original targets, MDM2, including its MD 

snapshots, MDM4, and Hdm2 all lie in the range of around -55 to -39 kcal/mol. The 

binding energy among these targets is the lowest for the 3ns snapshot of MDM2 to Nutlin-

2/Nutlin-3a (-55 and -51 kcal/mol respectively) where the Nutlin binds deep inside the 

cavity and hydrogen bonds to Gln72. The binding free energy for the 49 hits for Nutlin 

binding site ranges from -76 to -15 kcal/mol (Table 1). 8 (AP-2 Complex subunit beta, 

mitochondrial Glutaryl-CoA dehydrogenase, Gamma glutamyl hydrolase, Streyl 

sulfatase, Stromelysin-1, Interferon-gamma, Human dead box RNA helicase DDX52, 

Peptidylprolyl Isomerase domain and WD Repeat Containing Protein 1) of the 49 proteins 

appear to bind Nutlin better than the original targets (marked in table 1). 

Nutlin-3a was docked onto the CLICK discovered binding pockets of the 49 putative 

alternate target proteins using AutoDock Vina. The RMSD to the CLICK-predicted pose 

and the binding energies were computed for the best bound complexes (Table 1). The 

best pose was the one that had the least AutoDock energy. All the AutoDock binding 

energies were in the range of -11.4 to -4.0 kcal/mol, indicative of favorable binding events. 

The binding energy of Nutlin-3a onto MDM2 was -8.4 kcal/mol with a binding pose RMSD 

of 0.48 Å. 7 proteins (AP-2 Complex subunit beta, mitochondrial Glutaryl-CoA 

dehydrogenase, Gamma glutamyl hydrolase, Streyl sulfatase, Stromelysin-1, Interferon-

gamma, Human dead box RNA helicase DDX52) had better AutoDock binding energies 

than MDM2. All of these also had better single point energy scores than MDM2 as 

described above. Interestingly, both methods compute the binding energy between Nutlin 

and the AP-2 Complex Subunit Beta (PDB ID- 2g30: A) as the best scoring interaction.  
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Figure 5- (A) Plot of binding energies predicted by Autodock Vina vs that predicted by 

MM/GBSA (Correlation coefficient 0.69). (B) Binding free energy calculated by MM/GBSA 

vs the RMSD between the central 5 membered ring as predicted by CLICK (after energy 

minimization) and the best pose as predicted by Autodock Vina (Correlation coefficient 

0.57) (C) Binding free energy calculated by Autodock Vina vs the RMSD between the 

central 5 membered ring as predicted by CLICK (after energy minimization) and the best 

pose as predicted by Autodock Vina (Correlation coefficient 0.34) 

Overall, the single point energy scores show a similar trend as the AutoDock scores. 

Protein-Nutlin complexes that score well with one measure also do so with the other. The 

correlation between the single point scores and the AutoDock scores was 0.69 (Figure 

5A).  We also compared the AutoDock poses to the CLICK-predicted poses. Here again, 

the trends show that the larger the deviation (higher RMSD) from the CLICK pose, the 

less favorable is the energy (Table 1, Figure 5B, 5C).   

To test the binding mode of Nutlin-3a on one of the target proteins, Gamma glutamy 

hydrolase, Nutlin-3a was docked onto its crystal structure (PDB ID: 1L9X:A) using 

Autodock Vina. The ligand was allowed to search the conformational space around the 
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CLICK predicted binding site. The residues within 6 Å of Nutlin-3a, as predicted after 

energy minimization of the CLICK predicted complex was chosen as flexible during the 

docking procedure. Autodock Vina predicted Nutlin-3a to bind outside the CLICK 

predicted binding site, on the surface of the protein (Figure 6A) with predicted binding 

energy of -7.1 kcal/mol. 

 

Figure 6- (A) Complex of Gamma glutamyl hydrolase binding site (in surface 

representation PDB ID-1L9X:A) with Nutlin-3a containing the predicted Nutlin posed by 
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CLICK (blue stick representation) and as predicted by Autodock-Vina (salmon stick 

representation) [when the docking was done on the crystal structure] (B) Complex of 

Gamma glutamyl hydrolase binding site (in surface representation PDB ID-1L9X:A) with 

Nutlin-3a containing the predicted Nutlin pose by CLICK (grey stick representation) and 

as predicted by Autodock-Vina (salmon stick representation) [when docking was 

performed on the structure obtained after Amber11 relaxation of Nutin-3a-GGH complex] 

(C) Superimposition of the crystal structure of Gamma glutamyl hydrolase (grey ribbon) 

and the structure after Amber11 relaxation with Nutlin-3a (brown ribbon). Nutlin-3a being 

depicted in blue sticks. 

Nutlin-3a was then docked onto the structure of Gamma-glutamyl hydrolase obtained 

after energy minimizing the PDB with Nutlin-3a using Amber11 (Section 2.4). Autodock 

Vina predicted the top binding pose similar to that predicted by CLICK with the 3 aromatic 

rings of Nutln-3a superimposing onto each other (Figure 6B) with a predicted binding free 

energy of -10.9 kcal/mol. Autodock Vina, only allows side-chain movements of the 

specified flexible residues, while thermal fluctuations can also bring about main chain 

movements leading to opening up of pocket to fit the ligand. Energy minimization using 

Amber11 after transferring the ligand to the CLICK predicted binding site allowed 

sufficient movement of the main chain atoms to fit in the ligand (Figure 6C).  

Though we have computed binding energies in 2 different ways, these may not 

necessarily be indicative of favorable (or unfavorable) binding. These energy/scoring 

functions are inexact and do not always capture the surface chemistry accurately. In this 

case, the ligand is hydrophobic and we believe that the binding surface of its receptor 

should similarly be hydrophobic, as seen in the Nutlin-MDM2 complex crystal structure. 

The hydrophobicity of the 8 predicted binding pockets from proteins that had better single 

point binding energies than MDM2 were examined by manual inspection (using Columbic 

coloring in Chimera). 2 of the 8 proteins, including gamma glutamyl hydrolase and human 

deadbox RNA helicase, showed predominantly hydrophobic pockets and were expected 

to bind stably to Nutlin. The other 6 proteins had polar patches in their binding pockets or 

had polar pocket peripheries. Either one of these characteristics was deemed as 

destabilizing towards binding Nutlin (Figure 7). 
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To test the validity of the hydrophobicity conjecture proposed above, 4 of these 8 proteins 

and their Nutlin bound complexes were subjected to triplicate 100 ns MD simulations. Of 

the 4 hits, two had hydrophobic pockets (Gamma glutamyl hydrolase and human deadbox 

RNA helicase) while the other two had some polar residues lining the pockets (inteferon 

gamma) and/or the pocket periphery (steryl sulphatase) (Figure 7).  
 

       

Figure 7- Surface representation of the predicted binding pocket of Nutlin (within 6 Å) in 

(A) Gamma-glutamyl hydrolase (1L9X:A), (B) Human dead box RNA helicase (3DKP:A) 

(C) interferon-gamma (1FYH:A) (D) steryl sulfatase (1P49:A). The binding pocket is 

coloured as per the Chimera [271] rendered columbic charge representation. 
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Figure 8- Distance trajectories of the center of the protein from the center of the Nutlin-3a 

for (A) Gamma-glutamyl hydrolase (1L9X:A), (B) Human dead box RNA helicase 

(3DKP:A) (C) interferon-gamma (1FYH:A) (D) steryl sulfatase (1P49:A). The three 

different trajectories from the triplicate simulations are depicted in different colors.  

We measured the stability of the Nultin-bound protein complexes by analyzing the 

trajectories of the distances of the center of Nutlin-3a from the center of the protein during 

the MD simulations (Figure 8). Nutlin-3a remained in the predicted binding site for the two 

proteins (Gamma glutamyl hydrolase and Human dead box RNA helicase) (in all the 

triplicate simulations) with a hydrophobic pocket and rim throughout the course of the 

simulation. The average distances between Nutlin-3a and Gamma glutamyl hydrolase 

and Human dead box RNA helicase were 13.0 Å (+/-0.8 Å) and 18.1 Å (+/-1.3 Å) 

respectively. The distances between the centers of the Nutlin to that of the protein in 

complexes with a hydrophilic binding site/periphery (Interferon Gamma and Steryl 

Sulfatase) increased to greater than 10 Å of the initial value (in all the triplicate 

simulations). At this stage the simulation was stopped. Such large deviations from the 

initial position are indicative of an irreversible dissociation event. In order to check if the 

Nutlin bound complex showed unusual fluctuations of their residues, an average root 

mean square fluctuations (RMSF) of the residues with respect to the average position of 



138 
 

the residues during the simulations were calculated. Nutin bound and Nutlin unbound 

complexes of Gamma glutamyl hydrolase and Human dead box RNA helicase show a 

similar RMSF, indicating the stability of the complex (Figure 9). The stability of two of the 

simulations with a predominantly hydrophobic rim and pocket indicates that along with 

matching 3D structural environment, the physicochemical properties should match for 

efficient binding. 

                

Figure 9- RMSF of individual residues with respect to the average structure generated 

from the MD simulation for the Nutlin-3a bound (maroon) and unbound (blue) structures 

of (A) Gamma-glutamyl hydrolase (1L9X:A), (B) Human dead box RNA helicase 

(3DKP:A). The regions in the protein that are within 6 Å of Nutlin-3a are depicted by purple 

dots or lines on the x-axis. 
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3.4. Thermal shift assay 

Our computational analysis predicts a stable association between Nutlin-3a and Gamma 

glutamyl hydrolase. Not only does it have favorable binding energy, but its predicted 

binding pocket is also hydrophobic and the bound Nutlin-3a does not dissociate during 

the triplicate 100ns MD runs. Gamma glutamyl hydrolase has an AutoDock score of -10.9 

kcal/mol and an RMSD of 0.54 Å between the AutoDock relaxed posed and the CLICK 

binding pose. The Nutlin-3a binding to this protein was hence chosen for experimental 

validation. Gamma glutamyl Hydrolase (100 ng in PBS buffer) (obtained from Abcam) 

was diluted in PBS buffer containing DMSO at 0.1% final concentration (25 µl) with or 

without Nutlin-3a at a concentration of 1 µM, 2.5 µM, 5 µM, 10 µM, 20 µM, 40 µM. The 

dose titration (through 1 µM, 2.5 µM, 5 µM, 10 µM, 20 µM, 40 µM of Nutlin-3a and DMSO) 

at 42°C revealed that at least 40 µM Nutlin-3a was required to protect the enzyme Gamma 

glytamyl hydrolase from thermal denaturation.  

 
Figure 10- Data showing that incubation of Gamma glutamyl hydrolase (100 ng in 25 µl 

PBS containing DMSO at 0.1% final concentration) with Nutlin-3a can (40 µM containing 

DMSO at 0.1% final concentration) stimulates the protection of the protein from heat 

induced aggregation/denaturation, which is suggestive of binding as modeled. The right 
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four lanes show the effects on Gamma glutamyl hydrolase stability as a function of 

temperature and Nutlin-3a. (+) indicates the presence of Nutlin-3a whereas (-) indicates 

its absence. A) The left four lanes are loading controls that were processed without 

centrifugation and (B) after centrifugation in the soluble fraction. Samples in lanes 1, 2, 5 

and 6 are incubated at 37 վC while samples at lane 3, 4, 7, 8 are incubated at 42 վC.  

Following incubation of the enzyme with (+) and without (-) Nutlin-3a at a concentration 

of 40 µM (containing DMSO at 0.1% final concentration) at 37 ࡈC (Figure 10, lanes 1, 2, 5, 

6) or 42 ࡈC (Figure 10, lanes 3, 4, 7, 8) for 30 minutes, the samples were either centrifuged 

(Figure 10B, lanes 5-8) or not centrifuged as controls (Figure 10A, lanes 1-4). Following 

this procedure, the soluble supernatant was recovered. The data (Figure 10B lanes 5 and 

7) show that Nutlin-3a can promote enhanced thermal protection of Gamma glutamyl 

Hydrolase from heat aggregation/denaturation. These data suggest that, in principle, our 

screens can identify novel functional modes of binding for the small molecule Nutlin-3a. 

3.5. Comparison of CLICK with other methods for identifying putative 
Nutlin binding site 

In order to check the efficacy of CLICK in identifying putative binding sites for Nutlin, it 

was compared to other methods for investigating similarities in Nutlin binding sites. To 

the best of our knowledge, there are currently 2 methods/servers for doing this task, 

SMAP [272] and idTarget [273]. We tested the predictive ability of these servers for 

prospective Nutlin binders. The SMAP server (http://smap.nbcr.net; this site is currently 

unreachable) lists 5 best hits with significant p-values (<1.0e-4) (Table 2). It searches for 

regions in other proteins that are structurally similar to the Nutlin binding site on MDM2. 

SMAP is used for the comparison and the similarity search of protein 3D motifs 

independent of sequence order and has been applied for predicting drug side effects and 

to repurpose existing drugs for new indications. All the 5 best hits of SMAP ± 1z1mA (62), 

2qagC (4), 3dzuA (20), 2qagB (10) and 1lv2A (43) have clashes with Nutlin (as mentioned 

by the number in parenthesis), and their MM/GBSA binding energies could not be 

calculated.  

http://smap.nbcr.net/
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Table 2: The results from SMAP server to find Nutlin binding pockets in human protein 

structures 

PDB ID Number of steric clashes 

1z1m:A 62 

2qag:C 4 

3dzu:A 20 

2qag:B 10 

1lv2:A 43 

The second method, idTarget, predicts possible binding targets of a small chemical 

molecule via a divide-and-conquer docking approach, using the scoring scheme from 

AutoDock4. idTarget has been shown to be able to reproduce known off-targets of drugs 

or drug-like compounds. The idTarget server (http://idtarget.rcas.sinica.edu.tw), detected 

34 hits with Z-score<-0.5 and using the same clash tolerance as described in section 2.4. 

We have made a simplistic assumption in this study that binding to Nutlin should also 

mean similarity in the binding site. In all the putative targets identified by CLICK, the 

predicted binding sites overlap with the MDM2 site by more than 70%. Only three of the 

idTarget hits have an overlap of 70.21% with the MDM2 site. The overlaps of the predicted 

hits by idTarget range between 23 ± 70% (Table 3). Though, idTarget used AutoDock 

scoring schemes to score the predictions and are all shown to have favorable interaction 

energies with Nutlin, the binding free energies calculated using MM/GBSA of Amber 11 

show positive values. 2r4v (Chloride intracellular channel protein 2) is commonly 

identified as a target both by CLICK and idTarget, but identify different regions on the 

protein as binding sites. The 7 alternative target identified by CLICK that has lower single 

point energy and AutoDock binding affinity scores than MDM2, was neither predicted by 

SMAP nor by idTarget. 
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Table 3: The results from idTarget server to find Nutlin binding pockets in human protein 

structures.  

PDB 
ID 

Number of 
steric 

clashes 

Binding 
energy 

(kcal/mol) 

Number of binding 
site residues in the 

predicted binding site 
within 6 Å 

Structure Overlap with 
respect to the number of 

residues in Nutlin-2 
binding site of Mdm2 

3kjd 2 965.05 32 61.70 

3l0l 0 590.71 38 70.21 

3i28 1 6927.15 34 68.09 

2zb4 1 395.69 39 68.09 

3inm 0 18.91 23 51.06 

3g2f 1 127.59 32 70.21 

2x7g 0 64.62 32 65.96 

1wb0 0 5.54 7 23.40 

2vuw 1 95.31 35 63.83 

2h7c 1 596.55 20 48.93 

3e7e 0 127.37 29 61.70 

2ipx 2 88.84 28 53.19 

2wax 0 250.74 13 42.55 

3bgv 0 1003.23 28 51.06 

3c0i 0 472.41 35 70.21 

1z70 0 1788.47 20 44.68 

2jc9 1 66.97 25 61.70 

2wef 1 167.99 34 65.96 
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2r4v 0 99.25 19 59.57 

3bpt 0 257.11 28 55.32 

3epy 0 126.83 15 51.06 

2pez 0 59.56 26 51.06 

3ebb 1 3945.18 18 48.94 

2ql9 1 232.35 7 29.79 

1s1d 0 160.35 23 59.57 

2vfk 1 32.01 21 48.94 

2wm1 0 448.78 15 42.55 

3iai 0 46.17 30 68.09 

1wl4 0 524.28 22 51.06 

3ijj 2 602.19 15 42.55 

1d4a 1 84.94 20 53.19 

3e9k 1 155.08 21 57.45 

2zg1 2 203.13 16 46.81 

1elv 1 153.43 16 48.94 

4. Discussion 

Broadly speaking, for the productive binding/interaction of biomolecules, there needs to 

be complementarity in geometry and chemistry. In this study, we have showcased the 

utility of our CLICK software in detecting protein sub-structures (binding sites) with similar 

geometry. We had previously shown that CLICK could detect ATP binding sites by 

structural similarity. Here, we have used CLICK to detect putative binding sites on 

proteins that are structurally similar to the Nutlin binding pocket on MDM2. This was 
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effected by mining a non-redundant structural database of human proteins for regions of 

proteins that are structurally similar to the Nutlin binding sites obtained from the MDM2-

Nutlin complex crystal structure and snapshots from its MD simulations. We found 49 

human proteins that have regions that are structurally similar to the Nutlin binding site on 

MDM2. To ensure that the geometric similarities were significant, we ensured that at least 

70% of the residues in the putative hits overlapped. Additionally, when placing the Nutlin 

in these predicted pockets there were less than 1 main chain and 5 side-chain clashes. 

We believe that such stringent criteria would exclude some of the known Nutlin binders, 

such as Bcl-XL [274], but help in minimizing false positives. In future applications, we are 

exploring the use of sub-optimal matches, which would have predicted Bcl-XL as one of 

the putative binders. 

Having satisfactorily obtained similarly structured pockets, we next evaluated the 

chemistry of interaction or simply the binding energies of the predicted Nutlin-protein 

complex. These computations were done using an MM/GBSA scoring scheme as well as 

the AutoDock energy scores. These putative alternate targets of Nutlin also had favorable 

energies of binding as computed/predicted by single point energy calculations and by the 

AutoDock energy function. The AutoDock computed energies for 7 Nutlin-protein 

complexes had lower values than the native Nutlin-MDM2 complex. Consistently, all 7 of 

these complexes also have better MM/GBSA scores than Nutlin-MDM2, in addition to 

Peptidylprolyl Isomerase domain and WD Repeat Containing Protein 1. The rank ordering 

of the two scoring schemes of the putative alternate targets was also similar (correlation 

coefficient of 0.69). On comparing the RMSD of the two poses and the single point 

energies, we again found a good correlation (coefficient 0.57). Interestingly, the RMSDs 

between the two predicted poses were smaller with more favorable binding energies (by 

both methods).  

Despite the good agreement between our single point energy scores and AutoDock 

evaluations, we are aware that these molecular mechanics and empirical scoring 

schemes are often not very accurate. We evaluated the physicochemical nature of the 

ligand and its receptor site. Nutlin is predominantly hydrophobic and in its complex with 

MDM2, it is bound in a hydrophobic site. We chose 2 predicted binders each with 
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hydrophobic and non-hydrophobic pockets and subjected them to triplicate MD 

simulations. The Nutlin bound to Interferon gamma and Steryl sulfatase did not remain 

bound to the predicted non-hydrophobic pocket. Whereas, Nutlin remained bound to the 

hydrophobic pockets of Gamma glutamyl hydrolase and Human dead box RNA helicase 

in triplicate 100ns MD trajectories. 

In order to assess whether the binding of the ligand/drug would alter/affect the functioning 

of the putative hits, we attempted to correlate functional information to the amino acids 

that constitute the binding site. Function is associated with all amino acids in the active 

site of enzymes and at sites of post-translational modifications. Simplistically, we have 

assumed that any binding in the proximity to these functional sites would impair protein 

activity. We found 16 predicted targets whose functions are likely to be affected on Nutlin 

binding. It is possible that (some of them) other predicted target sites may affect protein 

function through allostery.  

Given our somewhat modest resources and the inhibitive cost of Nutlin, we experimentally 

validated the binding of Nutlin-3a to Gamma glutamyl hydrolase. This enzyme has a 

hydrophobic binding site, does not dissociate with Nutlin in MD simulations and we predict 

would have its function (glycosylation) affected on binding Nutlin. We showed that Nutlin-

3a can protect Gamma glutamyl hydrolase from thermal denaturation.  

An important implication of our study is that this procedure can be used not just to discover 

alternate binding sites for known ligands/inhibitors/drugs, but it could serve as a platform 

to repurpose known drugs. For instance, the levels of Gamma glutamyl hydrolase have 

been implicated in several disease conditions including several cancers and arthritis, and 

perhaps the binding of Nutlin could influence favorable therapeutic outcomes. In this 

study, in conjunction to the energy scores computed by two different methods, we felt it 

was necessary to manually look into ligand-receptor specific properties, in this case, 

hydrophobicity. For a larger more general application of this method, an automated 

classification of the ligand and receptor/binding site would be required. While we are 

working towards that end, it is beyond the scope of this study. 
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Another positive aspect of using the CLICK software was that we identified hits that are 

not readily identified by other docking procedures. For instance, when we relaxed/scored 

the ligand-protein complexes with AutoDock Vina, we had to make use of our complex 

structures as a starting point and could not begin with the crystal structures. This is 

because our predicted models after energy minimization had opened to slot in the ligand 

while the binding sites on the crystal structures were seldom in a conformation conducive 

to ligand binding.  

We also compared the performance of our method to two other methods, SMAP and 

idTarget. Except for one target, none of the proteins identified by our method was 

predicted by the other methods. All the targets identified by the SMAP server had several 

clashes with the Nutlin, and hence the single point energies could not be calculated. The 

MM/GBSA energies for the hits identified by idTarget were consistently unfavorable. Even 

if this assessment may not be completely accurate, we also noticed that the structural 

overlap between the idTarget hits to the MDM2 binding site was seldom, if at all, as high 

as our predictions. We used a threshold of 70% similarity to filter our CLICK identified 

hits. idTarget predictions had structural overlaps in the range of 23-70%.  

In conclusion, the program CLICK has been used to identify the possible proteins that 

Nutlin can bind to. The participation of these proteins in different biological pathways hints 

at likely off-target effects such as toxicity. Experimental techniques such as CETSA [275] 

that have the potential to identify the drug target but in general are time consuming and/or 

expensive. In contrast, CLICK can exhaustively and quickly search large sets of protein 

structures to identify best target candidates, and can hence reduce the experimental tests 

to a limited number of proteins, resulting in a reduction in time and cost efficiency. Hence 

CLICK can be used as an initial screening tool for cost effective toxicology studies of 

drugs. In this chapter, we present a list of proteins that could potentially bind to Nutlin, 

which can be used to validate their binding and off target effects. The best hits presented 

in this chapter are only a partial list of targets for Nutlin binding as not all proteins have 

known 3D structures. A limitation of our method is that it is dependent on the availability 

of experimentally determined 3D structures of proteins. We believe that a larger study 
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could be envisioned by utilizing homologous structures or models. However, that is also 

beyond the scope of this current study. 

In this chapter, we described the prediction of binding pockets of small molecule drug 

Nutlin based on structural similarity. Though the pilot study was done only with one ligand, 

in principal the technique can be generalized to predict binding site of any small molecule 

ligand based on structural similarity. We utilized the same strategy to identify binding 

pockets in already known alternate targets of drugs, which has been described in the next 

chapter. 
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Chapter 8 - Prediction of binding sites of drugs on off-target 
proteins 

1. Prediction of the binding site of drugs on experimentally validated 
alternate targets 

The work was done in collaboration with Kaustubh Amritkar.  
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1. Introduction 

Small molecules bind to proteins based on complementarity in shape and 

physicochemical properties. Different proteins can have a similar binding site. Hence a 

small molecule can bind multiple targets. In the previous chapter, we developed a 

structural match based method to predict off target effects of the small molecule drug 

Nutlin. This method can be used to predict binding pockets of small molecules such as 

drugs in other proteins. In this chapter, we predicted the binding pockets of drugs in 

proteins that are experimentally validated to be off targets for the drug. We first extracted 

the binding site of the drug from its target protein and then searched for a structurally 

similar binding pocket in other experimentally validated off-targets. This tool can be used 

for the repurposing of an existing drug molecule and can also be used to recognize 

potential off target effects of drugs. 

2. Methods 

2.1. Dataset of off target proteins of drugs 

Table 1 – List of the tested drug (drug predicted by Campillos et al. to bind to the same 

target) and the reference drug that shares the common off target protein. The original 

target of the tested drug has also been mentioned [277]. 

Tested Drug Original target of 
tested frug 

Reference Drug Off target protein 

Donepezil Acetylcholine 

esterase enzyme 

Venlafaxine Serotonine Transporter 

(5HTT) 

Fluoxetine Sodium dependent 

serotonine receptor 

Rabeprazole Dopamine Receptor D3 

(DRD3)  

Rabeprazole Cytochrome P450 

2C19 

Zolmitriptan 5-Hydroxytryptamine receptor 

1D (HTR1D) 

Rabeperazole Cytochrome P450 

2C19 

Pergolide Dopamine Receptor D3 

(DRD3) 

Paroxetine Cytochrome P450 

2D6 

Rabeprazole Dopamine Receptor D3 

(DRD3) 
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Zaleplon Gamma-

aminobutyric acid 

receptor subunit 

alpha-1 

Mirtazapine Histamine receptor H1 

(HRH1) 

Disopyramide Sodium channel 

protein type 5, 

subunit alpha 

Maprotiline Histamine receptor H1 

(HRH1) 

Clomiphene Estrogen receptor 

alpha 

Cetirizine Histamine receptor H1 

(HRH1) 

Loratadine Histamine receptor 

H1 

Estazolam Translocator protein BZRP 

Raloxifene Estrogen receptor 

alpha and beta 

Tegaserod 5-Hydroxytryptamine receptor 

1D (HTR1D) 

Acitretin Retinoic acid 

receptor 

Cetirizine Histamine receptor H1 

(HRH1) 

Doxorubicin DNA topoisomerase 

2-alpha 

Ziprasidone Histamine receptor H1 

(HRH1) 

Ketoconazole Lanosterol 14-alpha 

demethylase 

Prochlorperazine Serotonin Receptor 

 

Campillos et al. [246] used phenotypic side-effect similarity to predict if two drugs share 

a common target. This scheme was applied to 746 marketed drugs, which lead to 1018 

side effect driven drug relations. Out of these, 261 chemically dissimilar drugs were 

identified. 20 out of these drug-off target relations were experimentally tested, of which 

13 were validated by in vitro binding assays. The binding site of these 13 drugs on their 

off-target protein (as predicted by Campillos et al.) was predicted. 

The experimentally determined structures of the drug bound protein complex (for each of 

the drugs tested by Campillos et al.) (Table 1) were extracted from PDB [278]. The binding 

site of the drug was extracted using a distance cut-off of 6 Å from the drug molecule.  
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2.2. Prediction of structurally similar binding sites 

The binding sites on the off target protein for a drug (as predicted by Campillos et. al.) 

(Table 1) were predicted using the program DEPTH [12]. During this computation, the 

minimum number of water molecules for bulk solvent calculations was set to 4. 

Evolutionary information was also included during the computation. The probability 

threshold of 0.8 was used as a cutoff for binding site prediction. 

As mentioned in the previous chapter, CLICK, a topology independent structure 

comparison tool was used for superimposition and comparison between the extracted 

drug bound site (from the crystal structure) and the DEPTH predicted binding site on the 

off target protein. The approach used in the previous chapter (Chapter 7) has some 

difference compared to this approach. In the previous chapter, the search for the 

structurally similar binding pocket was done on the entire protein. However, in this 

chapter, we restricted the search to the DEPTH predicted binding site to identify 

structurally similar binding pocket. The drug molecule is then transferred as a rigid body 

on the structurally similar binding site predicted by CLICK to obtain the off target protein-

drug complex (Refer to Chapter 7 Figure 1). The number of clashes (empirically chosen 

distance <2 Å) between a non-hydrogen atom from the target protein and drug molecule 

is determined. These are classified into two classes ± main chain (MC) and side chain 

(SC) clashes. BLOSUM62 substitution matrix is used to check for the significance of the 

structural alignment obtained by CLICK. In case the drug was present in a complex with 

multiple PDBs, all the individual PDBs were used as templates for the structural match 

onto the DEPTH predicted binding site. 

2.2.1. Energy Minimization of the drug-protein complexes using Molecular 
Mechanics 

The protein structures obtained from the PDB database are a snapshot of the protein 

biomolecule without the drug bound to it. To get a more accurate estimate of the predicted 

interaction, energy minimization was carried out on the set of off target protein-drug 

complexes using Gromacs [262,263] with OPLS-AA [61,279] force field. Antechamber 

[266] was used for the addition of hydrogen atoms to the drug and protein structure files. 
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Parameter for the drug molecules was obtained using LigParGen [280]. Charge neutrality 

was achieved by adding sodium or chloride counterions. Steric hindrances in a complex 

were quantified by the number of clashes between the drug molecule and the target 

protein atoms. Ideally, we expect no or very few clashes after energy minimization. 

2.3. Docking of drugs onto off-target proteins 

To validate the binding site and binding pose, the docking tool Autodock4.2 [47] was used 

to dock a drug molecule onto the energy minimized target protein obtained from the 

previous step. A 40x40x40 Å3 box was considered for docking of all drug molecules 

centered at the geometric center of the CLICK predicted drug molecule binding pose. The 

binding free energies (as obtained from Autodock4.2) and corresponding ligand RMSD 

(distance between the centroid of the drug molecule in the CLICK computed poses and 

the ones after docking) were calculated. 

3. Results 

3.1. Dataset of drug-protein complexes 

5 different proteins (5HTT, DRD3, HTR1D, HRH1 and BZRP) were experimentally 

validated as off targets of 13 drugs. Out of these 5 proteins, only two proteins: Dopamine 

Receptor D3 DRD3 (PDB - 3PBL) and Histamine H1 receptor HRH1 (PDB - 3RZE) had 

available structures in the PDB. Out of 13 unique drug effects tested by Campillos et al. 

only 6 drugs (Cetirizine (2 stereoisomers LCR, CZE), Disopyramide (DP0), Doxorubicin 

(DM2), Fluoxetine (RFX), Paroxetine (8PR) and Rabeprazole (RZX)) had a structure of 

drug-protein complexes in the PDB. In case a drug was present in multiple structures in 

the PDB, all the binding sites from the different crystal structures were extracted and used 

for comparison. There was a total of 26 drug-protein complexes as extracted from PDB - 

1 each for LCR/CZE, RZX, 2 each for DP0 and RFX, 9 for 8PR and 10 for DM2. 
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3.2. Structural similarity between binding pockets for the same drug 
bound to different proteins 

 
Figure 1- A histogram depicting the structural overlap (%) between binding pockets for 

the same drug bound to different proteins. (A) Doxorubicin (B) Paroxetine 

Multiple drug bound protein complexes were available for Doxorubicin (10 structures) and 

Paroxetine (9 structures). An all against all CLICK superimposition between the binding 

sites (extracted using a distance cut off of 6 Å from the drug molecule) were performed. 

Hence for a drug molecule with n structures, the total number of comparisons is n*(n-1)/2. 

On performing a CLICK superimposition among these binding sites, the structure overlap 

between the binding sites varied between 46%-97% and 56%-100% for Doxorubicin and 

Paroxetine respectively (Figure 1). This shows that the same drug can bind to a 

structurally similar or a dissimilar binding site [281]. However, in this method, we limit 

ourselves to making predictions for the drugs that bind a structurally similar binding pocket 

compared to their known binding sites. 

3.3. Prediction of structurally similar off-target binding sites 

Gromacs with the OPLS-AA force field was used to energy minimize the CLICK predicted 

drug-protein complex structures. Out of the 26 complexes, parameters for 3 drug 

molecules could not be created using LigParGen hence energy minimization was 

performed for only 23 complexes. All of the 23 potential drug-protein binding sites had 

zero clashes after energy minimization, suggesting the structurally similar CLICK binding 

site is viable. 
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A structure overlap ranging between 67% to 88% is observed among the CLICK 

superimpositions between the binding site from the crystal structure and the predicted 

binding site. The BLOSUM62 scores (Table 2) for comparing sequence similarity in the 

structural alignments done by CLICK is low for most cases (ranging between -56 to 9).  

 
Figure 2 – Predictions of the binding pose of DM2 (shown in colored sticks) onto HRH1 

(shown in grey ribbons) (after energy minimization) depict similar regions of binding. DM2 

was present in complex in 10 PDB structures, each of which was used as a template to 

search for the structurally similar binding pocket. The final predicted binding pose from 

these 10 templates has been shown in different colored sticks [276]. 

Predictions made using all the 10 sites from the Doxorubicin bound protein complexes 

structurally superimposed on the same binding pocket on HRH1 (Figure 2). In some 

cases, the CLICK predicted binding site for a drug molecule (Cetirizine and Paroxetine) 

on a target protein differed based on the binding pocket used for a structural similarity 

search (template). Out of the 9 binding sites for Paroxetine (from crystal structures), 7 

predicted a common binding pocket, while 2 others predicted a different binding pocket 

(Figure 3). Similarly, the two predictions for Cetirizine by CLICK were on two different 

pockets. This could happen because CLICK provides the best superimposed hit as the 
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output and in certain cases, the best superimposed hit might not be the correct binding 

site.  

 
Figure 3 – Structurally similar binding site of a drug 8PR predicted from 9 different protein 

complexes on the target protein DRD3 (shown in grey ribbons). The different binding 

poses as predicted from the 9 complexes are shown in stick representation in different 

colors. 2 templates predicted the binding pockets, on the center of the protein (the binding 

pose of 8PR shown in yellow and purple sticks and the binding site highlighted by blue 

circle). The other 7 templates predicted the binding site on the left side of the protein (8PR 

conformations shown in stick representation of varying color, binding site highlighted in 

red circle) [276]. 

 

Table 2 - Superimposition data for drug bound protein binding site onto the off target 

protein predicted binding site. [‘-¶ indicates .pdbqt file required for docking couldn¶t be 

created, ‘*¶ indicates drug parameters could not be created from LigParGen]. The CLICK 

RMSD and Structure overlap are CLICK generated parameters. The MC and SC clashes 

refer to the clashes before energy minimization. The ligand RMSD is the RMSD of the 

ligand centroid predicted between the CLICK predicted pose after energy minimization 

and the docked pose. The binding free energy is predicted by Autodock4.2. 
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Drug Drug PDB Target CLICK
RMSD 
(Å) 

Structu
re 
Overlap 
(%) 

MC 
clash 

SC 
clash 

BLOS
UM62 
Score 

Ligan
d 
RMSD 
(Å) 

Binding 
free 
Energy 
(kcal/m
ol) 

Cetirizine 5dqf-CZE HRH1 1.99 78.38 0 0 -1 * * 

Cetirizine 5dqf-LCR HRH1 2.21 72.50 4 17 -36 * * 

Disopyramide 3apw-A HRH1 2.45 71.70 0 23 -17 1.31 -5.65 

Disopyramide 3apw-B HRH1 2.47 71.70 2 32 -16 - - 

Doxorubicin 1i1e HRH1 2.55 75.00 2 38 -14 0.21 -13.35 

Doxorubicin 2dr6 HRH1 2.42 70.00 6 25 -22 0.38 -13.73 

Doxorubicin 4dx7-A1 HRH1 2.51 66.67 14 13 -48 0.21 -13.04 

Doxorubicin 4dx7-A2 HRH1 2.29 66.67 9 25 -47 0.83 -11.76 

Doxorubicin 4dx7-B HRH1 2.31 73.53 9 24 -24 1.72 -12.79 

Doxorubicin 4zvm-A HRH1 2.47 70.00 2 42 -25 1.45 -11.56 

Doxorubicin 4zvm-B HRH1 2.49 70.00 35 47 -42 0.86 -14.17 

Doxorubicin 5mra HRH1 2.17 81.48 35 11 -12 * * 

Doxorubicin 5om7 HRH1 2.24 74.00 12 26 -29 0.29 -15.5 

Doxorubicin 6ftp HRH1 2.69 76.60 6 19 -6 0.59 -13.68 

Fluoxetine 3gwv DRD3 2.24 88.24 0 16 -29 3.78 -5.77 

Fluoxetine 4mm8 DRD3 2.34 77.78 0 12 -32 2.28 -6.91 

Paroxetine 3v5w DRD3 2.90 76.92 0 19 -31 4.01 -8.28 

Paroxetine 4jlt DRD3 2.60 87.50 7 37 -56 - - 

Paroxetine 4l9i-A DRD3 2.69 78.26 1 8 -38 2.44 -8.22 

Paroxetine 4l9i-B DRD3 2.35 76.09 2 12 -32 3.78 -9.61 

Paroxetine 4mm4-A DRD3 2.44 77.05 1 18 -39 2.97 -8.86 

Paroxetine 4mm4-B DRD3 2.28 73.33 4 11 -30 1.92 -7.33 

Paroxetine 5i6x DRD3 2.38 79.31 1 33 -33 1.82 -7.52 

Paroxetine 6awn DRD3 2.32 79.31 4 23 9 - - 
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Paroxetine 6f6i DRD3 2.33 88.24 1 34 -30 - - 

Rabeprazole 3pgl DRD3 2.48 87.50 0 21 -12 1.42 -7.01 

 

3.3.1. Presence of ligand in the CLICK predicted binding site 

 

Figure 4 - Surface representation of the predicted binding pocket of Paroxetine (drug in 

salmon sticks) (surface in salmon surface and binding site residues in grey sticks). There 

is a ligand (Eticlopride on blue sticks) occupying the same binding pocket in the off target 

protein DRD3 (PDB ID - 3PBL). 

In multiple cases, the CLICK predicted binding pocket for a drug molecule in a target 

protein was occupied by another ligand in the crystal structure, hence a common binding 

site is observed for different ligands. Paroxetine was present in a complex with 9 proteins. 

7 out of these 9 complexes predicted the binding site of Paroxetine on DRD3 (PDB - 

3PBL) onto an Eticlopride bound site (as seen in the crystal structure) (Figure 4). Similarly, 

the binding site predicted (from both the templates) for Fluoxetine on DRD3 was the same 

as the pocket with bound Eticlopride. Similarly, all the binding pocket predicted (from 10 

templates) for Doxorubicin onto HRH1 (PDB - 3RZE), already had the ligand Doxepin 

bound (in the crystal structure). The predicted binding site of Disopyramide (from both the 
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templates) on HRH1 was the site with bound ligand Doxepin (in the crystal structure). 1 

stereoisomer of Cetrezine (LCR) was predicted to bind the site with bound Doxepin. 

Hence ~80% of the sites predicted by CLICK had an already bound ligand. This is 

consistent with previous literature where multiple ligands have been shown to bind to 

same/similar binding pockets [243,282]. 

3.4. Docking of drugs onto off-target proteins 

 

Figure 5 – Distribution of ligand RMSD (Å) between the Autodock4.2 predicted pose and 

the pose after energy minimization of the CLICK predicted pose. 

 

Figure 6 – Plot showing the Ligand RMSD (Å) versus the binding free energy as predicted 

by Autodock4.2. The straight line is the linear regression line. 
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Figure 7 - Comparison between the CLICK predicted (black) (after energy minimization) 

drug and different docking poses of a drug Doxorubicin (DM2) onto the off target protein 

(HRH1) (shown in grey ribbons). (A) Docked pose (yellow) is similar to the CLICK 

predicted pose with a RMSD of 0.29 Å (B) DM2 is flipped in the docked pose (green) 

compared to the CLICK predicted pose, hence a RMSD of 2.52 Å. 

The drug molecules were docked onto the CLICK predicted binding pocket for all 23 pairs 

using Autodock4.2. For 4 out of the 23 pairs, Autodock was unable to create the drug 

µSdbTW¶ fiOeV (fiOe cRQWaiQiQg Whe SaUWiaO chaUgeV Rf Whe OigaQd aWRPV) eVVeQWiaO fRU dRcNiQg. 

Docking was also not done for the cases where the parameter file for energy minimization 

could not be generated by LigParGen (Section 3.3). Docking was hence limited to 19 

complexes. The Autodock binding energies for the best binding pose (one with the lowest 

energy) were in the range of -15.5 to -4.3 kcal/mol (Table 1), indicative of favorable 

binding events.  

We also compared the Autodock predicted poses to the CLICK predicted poses of the 

drug molecules. The ligand RMSD ranges from 0.21 ± 4.66 Å (Figure 5). Out of the 19 

poses, 7 poses had the ligand RMSD<1 Å and 13 had ligand RMSD<2 Å. The larger the 

deviation (higher RMSD) from the CLICK pose, the less favorable is the energy (Table 2) 

(correlation coefficient of 0.67) (Figure 6). For certain cases, the orientation of the drug 

(for example Doxorubicin) was different between the docked pose and CLICK predicted 

pose (after energy minimization) giving higher values for the RMSD (2.52 Å) (Figure 7). 
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4. Discussion 

In this study, we have examined the method for predicting off-target binding sites for a 

given drug molecule based on structural similarities with already known binding sites. A 

dataset of 13 experimentally validated drug-proteins pairs with unknown binding sites is 

used as the validation set for the method. 2 proteins (DDR3 and HRH1) served as an 

alternate binding site for 6 drug molecules (Cetirizine, Disopyramide, Doxorubicin, 

Fluoxetine, Paroxetine and Rabeprazole). We restricted our analysis to these pairs either 

because of the absence of crystal structure of the off target protein or because of the 

absence of a drug bound protein complex. None of these 6 drugs had a crystal structure 

with the off target proteins. 

For efficient binding of drug molecules and protein, structural and physicochemical 

complementarity is essential. We matched the structural complementarity by 

superimposing the dUXg¶V binding site (from a PDB structure) and with DEPTH predicted 

binding site from the off-target protein. 

The two proteins that we analyzed in this study (DRD3 and HRH1) are membrane 

receptors (having an extracellular, transmembrane and intracellular part). Most of the 

predictions (~80%) onto the off target proteins were on a site with a bound ligand in the 

crystal structure. Previous studies have shown multiple unrelated ligands bind to the 

same binding pocket, hence increasing the confidence in the CLICK predicted binding 

site. In addition, all these sites (with the bound ligand in the crystal structure) were on the 

extracellular side of the protein, giving higher confidence in our predictions, as most 

ligands bind to extracellular regions of membrane receptors [283]. 13 out of the 19 CLICK 

predicted drug protein complexes (excluding the ones for whom docking or energy 

minimization could not be performed) were similar to that predicted by docking tool 

Autodock4.2 (<2 Å Ligand RMSD). In certain cases, though the predicted pose looked 

similar, however, the binding orientation was different leading to high ligand RMSD. 

CLICK predicted different binding sites on the same off target protein for Paroxetine and 

Cetirizine, when the drug binding sites (templates for the match) were extracted from 

different PDB structures for the structural match. This could be because CLICK predicts 

a single structural match having the highest structural overlap. The other binding pocket 

has a lower structural overlap and hence was not predicted. Hence sub-optimal 
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alignments might help improve the prediction but might also lead to increased false 

predictions. 

To conclude, this method can be used for the prediction of off target effects of drugs with 

known structures of the complex. This technique, however, considers only the structural 

similarity of the binding pocket while making a match, but along with the structure, the 

physicochemical complementarity of the binding site with the ligand is important. The 

physicochemical complementarity of the predicted binding pocket can be scored using 

various physics/knowledge based scoring potentials. Such potentials can be directly used 

from the various docking tools, which have their own potentials to score the protein-ligand 

complex. We can also improve CLICK such that during the structural match the chemistry 

of the binding pocket can also be matched. Currently, various docking tools exist to predict 

the binding pose of a ligand on a protein, however, the scoring of the different poses might 

not be accurate, leading to a prediction of binding sites, which might not be feasible. 

Improvement of the scoring schemes to score the various sampled posed might help in 

improving the predictions of the binding pocket of ligands. 

Along with characterizing protein-protein and protein-small molecule interfaces, we also 

predicted and designed inhibitors that would bind to different surface patches on the 

Nipah proteins, which has been described in detail in the next chapter. 
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Chapter 9 - Predicting and designing therapeutics against the 
Nipah virus 

1. Modeling the Nipah proteome 

2. Designing peptide inhibitors against the Nipah proteins 

3. Predicting small molecule inhibitors against the Nipah proteins 

4. Computational analysis of the stability of the inhibitors 

5. Viability of the inhibitors among different strains of Nipah 

The homology modeling of the Nipah proteome was done by Ankit A. Roy and Kaustubh 

Amritkar. The ab initio modeling was done by Neeladri Sen and Kaustubh Amritkar. The 

peptide inhibitors against the F and M proteins were designed and analyzed by Neelesh 

Soni and is a part of his thesis. The peptide inhibitors against the G proteins were 

designed and analyzed by Neeladri Sen. The binding free energy calculations for the 

peptide inhibitors were calculated by Shreyas Supekar. The docking studies were done 

by Tejashree R. Kanitkar. The analysis and binding free energy calculations for the small 

molecule inhibitors were done by Neeladri Sen and Tejashree R. Kanitkar. The viability 

of the drugs against the different strains was analyzed by Neeladri Sen and Ankit A. Roy. 

The modeling of protein-protein interactions was carried out by Sanjana Nair. The web 

service was designed by Gulzar Singh. 

 

Published - Sen N.*, Roy A.A.*, Kanitkar T.R.*, Soni N., Amritkar K., Supekar S., Nair S., Singh 

G., Madhusudhan M.S., Predicting and designing therapeutics against the Nipah virus (2019), 

Plos Neglected Tropical Diseases, https://doi.org/10.1371/journal.pntd.0007419 [* equal 

contributions] 
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1. Introduction 

The Ma\ 2018 RXWbUeaN Rf Whe NiSah ViUXV (NiV) iQ KeUaOa, IQdia, cOaiPed Whe OiYeV Rf 21 

Rf Whe 23 iQfecWed SeRSOe [284,285]. ThiV ]RRQRWic SaWhRgeQ ZaV fiUVW deWecWed WR iQfecW 

hXPaQV iQ aQ RXWbUeaN iQ MaOa\Via iQ 1998 [286]. SiQce WheQ, Whe PRUWaOiW\ UaWe, eVSeciaOO\ 

iQ Whe IQdiaQ VXbcRQWiQeQW haV beeQ high ZiWh BaQgOadeVh aQd IQdia UeSRUWiQg 72% aQd 

86% faWaOiWieV UeVSecWiYeO\ ⁠[287±289]. ThRXgh Whe RYeUaOO QXPbeU Rf faWaOiWieV OiQNed ZiWh 

each RXWbUeaN haV QeYeU beeQ PRUe WhaQ 105, NiV SRVeV a deadO\ WhUeaW aQd cRXOd 

SRWeQWiaOO\ becRPe SaQdePic [290±292]⁠. CRQVideUiQg iWV high PRUWaOiW\ aQd WUaQVPiVViRQ 

UaWeV, NiV feaWXUeV iQ Whe WHO R&D BOXeSUiQW OiVW Rf eSidePic WhUeaWV WhaW Qeed iPPediaWe 

R&D acWiRQ [287]⁠. IQ OighW Rf WhiV, Whe CRaOiWiRQ fRU ESidePic PUeSaUedQeVV IQQRYaWiRQV 

(CEPI) haV e[WeQded US$ 25 PiOOiRQ VXSSRUW WR PURfecWXV BiRScieQceV, IQc. aQd EPeUgeQW 

BiRSROXWiRQV IQc. fRU Whe deYeORSPeQW Rf YacciQeV agaiQVW NiV iQ 2018 [293][294]. NiV iV 

cXUUeQWO\ cOaVVified aV a BiRVafeW\ LeYeO 4 (BSL-4) SaWhRgeQ [295] ZiWh QR OiceQVed dUXgV 

RU YacciQeV. RibaYiUiQ aQd 4-A]idRc\WidiQe haYe beeQ iQYeVWigaWed aV SXWaWiYe HeSaWiWiV C 

YiUaO WheUaSeXWicV [296,297]⁠. HRZeYeU, Whe efficac\ Rf UibaYiUiQ agaiQVW NiV iV XQcOeaU [298]. 

DXUiQg Whe 1998-1999 MaOa\ViaQ RXWbUeaN, iW VhRZed a 36% UedXcWiRQ iQ PRUWaOiW\ 

cRPSaUed WR Whe cRQWURO gURXS [296]. The cRQWURO gURXS, hRZeYeU, cRQViVWed Rf SaWieQWV 

ZhR ZeUe adPiWWed SUiRU WR Whe aYaiOabiOiW\ Rf UibaYiUiQ aQd heQce did QRW QeceVVaUiO\ fROORZ 

Whe VaPe WUeaWPeQW UegiPeQ Zhich cRXOd haYe cRQWUibXWed WR higheU PRUWaOiW\. IW ZaV aOVR 

adPiQiVWeUed WR SaWieQWV dXUiQg Whe KeUaOa RXWbUeaN aQd aV SRVW-e[SRVXUe SURSh\Oa[iV WR 

PedicaO SURfeVViRQaOV. NRQe Rf Whe PedicaO SeUVRQQeO ZhR ZeUe adPiQiVWeUed 

SURSh\OacWic UibaYiUiQ acTXiUed Whe diVeaVe. The RQO\ WZR VXUYiYRUV ZeUe giYeQ UibaYiUiQ, 

aOWhRXgh iW iV QRW cOeaU hRZ PaQ\ RWheUV aOVR UeceiYed iW aV 6 faWaOiWieV had beeQ UeSRUWed 

befRUe cRQfiUPaWiRQ Rf diVeaVe eWiRORg\ [284,293]⁠.  WhiOe UibaYiUiQ efficac\ in vivo iV 

XQceUWaiQ, 4-a]idRc\WidiQe WUiaOV agaiQVW HeSaWiWiV C ViUXV aQd DeQV ZeUe haOWed dXe WR 

ORZ efficac\ aQd e[WUePe WR[iciW\ [298±300]⁠. The dUXg faYiSiUaYiU [301]⁠ SURWecWV agaiQVW 

OeWhaO dRVeV Rf NiV iQ haPVWeU PRdeOV aQd iV iQ PhaVe II Rf cOiQicaO WUiaOV (fRU iQfOXeQ]a, 

Zhich OiNe NiV iV a PePbeU Rf Whe PaUaP\[RYiUidae faPiO\). HRZeYeU, in vitro VWXdieV haYe 

VhRZQ Whe ePeUgeQce Rf UeViVWaQce WR WhiV dUXg aPRQg PePbeUV Rf Whe iQfOXeQ]a faPiO\ 
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[302]. A PRQRcORQaO aQWibRd\, P102.4 [303] acWV agaiQVW Whe G SURWeiQ Rf Whe YiUXV haV 

beeQ VhRZQ WR be effecWiYe RQ aQiPaO PRdeOV bXW hXPaQ WUiaOV aUe \eW WR be cRQdXcWed, 

WhRXgh SUeOiPiQaU\ iQdicaWiRQV aSSeaU SURPiViQg [304]⁠. IQ SUiQciSOe, VWUXcWXUe baVed 

UaWiRQaO deVigQ Rf WheUaSeXWicV aQd dUXgV cRXOd heOS cRPbaW Whe diVeaVe aQd aOVR addUeVV 

Whe cRQceUQV Rf dUXg UeViVWaQce. 

The NiV geQRPe eQcRdeV Vi[ VWUXcWXUaO SURWeiQV Yi]. GO\cRSURWeiQ (G), FXViRQ SURWeiQ (F), 

MaWUi[ SURWeiQ (M), NXcOeRSURWeiQ (N), RNA-diUecWed RNA SRO\PeUaVe (L), 

PhRVShRSURWeiQ (P) aQd WhUee QRQ-VWUXcWXUaO SURWeiQV QaPed W, C aQd V [305]⁠. The G 

SURWeiQ heOSV iQ YiUaO aWWachPeQW WR hRVW ceOO eShUiQ UeceSWRUV aQd Whe F SURWeiQ PediaWeV 

YiUaO fXViRQ [306±308]⁠. The P SURWeiQ biQdV WR Whe N SURWeiQ aQd PaiQWaiQV iW iQ a VROXbOe 

fRUP aQd iQcUeaVeV iWV VSecificiW\ WRZaUdV YiUaO RNA iQVWead Rf QRQ-VSecific ceOOXOaU RNA. 

The N-P SURWeiQ cRPSOe[ biQdV Whe YiUaO RNA fRUPiQg Whe QXcOeRcaSVid [309]. ThiV 

QXcOeRcaSVid cRaWed YiUaO RNA acWV aV a WePSOaWe fRU YiUaO SRO\PeUaVe L WR UeSOicaWe iWVeOf 

aQd Whe hRVW PachiQeU\ iV WheQ XWiOi]ed WR WUaQVOaWe iWV SURWeiQV [310]. AfWeU UeSOicaWiRQ, Whe 

M SURWeiQ hRPRdiPeUi]eV aQd Whe diPeUV fRUP aUUa\V aW Whe SOaVPa PePbUaQe. TheVe 

diPeU-diPeU iQWeUacWiRQV iQdXce cXUYaWXUe iQ Whe PePbUaQe WhaW eQabOeV Whe 

bXddiQg/UeOeaVe Rf QeZ YiUaO SaUWicOeV  [311,312]. The QRQ-VWUXcWXUaO SURWeiQV W, V, aQd C 

acW agaiQVW iQWeUfeURQ VigQaOiQg WR eVcaSe Whe hRVW iPPXQe UeVSRQVe [313]. AOO WheVe 

SURWeiQV aUe SRWeQWiaO WaUgeWV fRU UaWiRQaO dUXg deVigQ. SRPe VWXdieV iQ Whe UeceQW SaVW 

haYe WaUgeWed eSiWRSeV Rf WheVe YiUaO SURWeiQV [314,315]⁠. HRZeYeU, WR Whe beVW Rf RXU 

NQRZOedge, Whe ZhROe SURWeRPe PRdeOiQg Rf NiV fRU dUXg diVcRYeU\ haV QRW beeQ 

aWWePSWed. 

IQ WhiV VWXd\, Ze haYe XVed Whe e[SeUiPeQWaOO\ deWeUPiQed VWUXcWXUeV Rf Whe NiV SURWeiQV 

aQd bXiOW PRdeOV fRU Whe UePaiQiQg SURWeiQV iQ WU\iQg WR fiQd SXWaWiYe Oead cRPSRXQdV 

agaiQVW Whe YiUXV. FRXU SURWeiQV (F, G, N aQd P SURWeiQV) haYe VWUXcWXUaO daWa aYaiOabOe iQ 

Whe PURWeiQ DaWa BaQN (PDB) [278]  ZiWh YaU\iQg degUeeV Rf VWUXcWXUaO cRYeUage (TabOe 1). 

UViQg hRPRORg\ baVed PeWhRdV; Ze haYe e[WeQded Whe VWUXcWXUaO cRYeUage Rf WheVe 

SURWeiQV aQd bXiOW PRdeOV fRU fRXU Rf Whe UePaiQiQg SURWeiQV XViQg eiWheU hRPRORg\ 

PRdeOiQg RU WhUeadiQg/ab initio PeWhRdV. We deVigQed SeSWide iQhibiWRUV WaUgeWiQg 

iQWeUacWiQg ViWeV RQ G SURWeiQ-hXPaQ eShUiQ-B2 UeceSWRU, F SURWeiQ WUiPeU aQd M SURWeiQ 

diPeU. BiQdiQg VWabiOiW\ Rf iQhibiWRU\ SeSWideV ZaV aVVeVVed ZiWh PROecXOaU d\QaPicV (MD) 
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ViPXOaWiRQV. IQ addiWiRQ, WR TXaQWif\ Whe biQdiQg affiQiWieV, biQdiQg fUee eQeUgieV Rf Whe 

deVigQed SeSWide iQhibiWRUV WR WheiU UeVSecWiYe WaUgeWV ZeUe aOVR eYaOXaWed, baVed RQ 

cRQfRUPaWiRQV fURP MD ViPXOaWiRQV. We haYe SUedicWed SXWaWiYe dUXg OiNe PROecXOeV 

XViQg PROecXOaU dRcNiQg WhaW cRXOd biQd WR NiV SURWeiQV. The VWabiOiW\ Rf a feZ Rf RXU WRS 

dRcNed SURWeiQ-iQhibiWRU cRPSOe[eV ZaV eYaOXaWed baVed RQ MD ViPXOaWiRQV aQd biQdiQg 

fUee eQeUg\ caOcXOaWiRQV. OXU SURSRVed iQhibiWRUV VhRXOd SRWeQWiaOO\ biQd WR YiUaO SURWeiQV 

aQd hiQdeU WheiU fXQcWiRQ WheUeb\ SUeYeQWiQg YiUaO Oife-c\cOe SURgUeVViRQ. FiQaOO\, Ze haYe 

cRPSaUed Whe SURWeRPeV Rf MaOa\ViaQ, BaQgOadeVh aQd IQdiaQ NiV iVROaWeV fRU VeTXeQce 

YaUiaWiRQV aQd PaSSed WheP RQWR WheiU SURWeiQ VWUXcWXUeV. ThiV eQabOeV XV WR deOiQeaWe 

Whe cRQVeTXeQceV (if aQ\) Rf VeTXeQWiaO YaUiaWiRQ aPRQg VWUaiQV RQ Whe efficac\ Rf 

SURSRVed dUXgV. 

2. Methods 

2.1. Protein structure modeling 

AW Whe WiPe Rf PRdeOiQg, Whe VeTXeQce Rf Whe IQdiaQ VWUaiQ ZaV QRW aYaiOabOe aQd VR aOO Whe 

PRdeOiQg ZaV caUUied RXW XViQg Whe MaOa\ViaQ VWUaiQ (AY029768.1) [316]⁠. FURP RXU 

e[SeUieQce, XViQg RQe VWUaiQ RYeU aQRWheU ZRXOd RQO\ PiQiPaOO\ affecW Whe cRPSXWed 

PRdeOV (RefeU ReVXOWV SecWiRQ 4 fRU deWaiOV RQ VeTXeQce cRQVeUYaWiRQ). MRQRPeUic 

VWUXcWXUeV Rf Whe SURWeiQV ZeUe bXiOW XViQg Whe hRPRORg\ PRdeOiQg SiSeOiQe MRdPiSe-2.2.0 

[317]⁠ aQd WheiU PXOWiPeUic cRPSOe[eV ZeUe bXiOW XViQg MODELLER Y9.17 [318,319]. 

PURWeiQ dRPaiQV/UegiRQV WhaW cRXOd QRW be UeOiabO\ PRdeOed b\ MODELLER (eiWheU gUeaWeU 

WhaQ ]eUR NRUPaOi]ed DOPE VcRUe RU ZiWh OeVV WhaQ 50% VWUXcWXUaO cRYeUage) ZeUe UebXiOW 

XViQg PeWa-WhUeadiQg aQd ab initio PeWhRdV RQ Whe I-TASSER Zeb VeUYeU [320]. MRdeOV 

bXiOW XViQg I-TASSER ZeUe aVVeVVed ZiWh NRUPaOi]ed DOPE VcRUeV aORQg ZiWh WheiU C-

VcRUeV, SUedicWed TM VcRUeV aQd RMSD VcRUeV SURYided b\ Whe ZebVeUYeU⁠. 

2.2. Prediction of putative small molecules that can bind to NiV proteins 

DRcNiQg ZaV XVed WR ideQWif\ SXWaWiYe VPaOO PROecXOeV WhaW caQ SRWeQWiaOO\ biQd aQd iQhibiW 

Whe acWiYiWieV Rf Whe NiV SURWeiQV (G, N, F, P aQd M SURWeiQV). The VcUeeQiQg OibUaU\ 
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cRQViVWed Rf 22685 OigaQdV WhaW ZeUe Whe 70% QRQ-UedXQdaQW VeW Rf a13 PiOOiRQ cOeaQ dUXg 

OiNe PROecXOeV Rf Whe ZINC daWabaVe [321,322]⁠. The biQdiQg SRcNeWV fRU dRcNiQg RQ Whe 

WaUgeWV ZeUe SUedicWed XViQg Whe DEPTH VeUYeU [8]⁠. DRcNiQg ZaV SeUfRUPed XViQg 

AXWRdRcN4 [47]⁠, aQd DOCK6.8 [48,323]⁠. The fiQaO eQeUgieV UeSRUWed b\ DOCK6.8 ZeUe 

XVed fRU Whe eYaOXaWiRQ aQd VeOecWiRQ Rf Whe SXWaWiYe OeadV. 

2.3. Accessing the stability of inhibitory peptides and small molecules 
against the NiV proteins 

OQe SeSWide iQhibiWRU ZaV cRPSXWaWiRQaOO\ deVigQed agaiQVW each Rf Whe F aQd M SURWeiQV 

ZhiOe 2 iQhibiWRUV ZeUe deVigQed agaiQVW Whe G SURWeiQ. AddiWiRQaOO\, 13 VPaOO PROecXOeV 

ZeUe SUedicWed ZiWh high cRQfideQce WR biQd diffeUeQW NiV SURWeiQV. DeWaiOV Rf Whe 

SURcedXUeV fRU PRdeOiQg/SUedicWiQg SeSWide/VPaOO PROecXOe iQhibiWRUV aUe VWaWed iQ Whe 

UeVXOWV VecWiRQ. MD ViPXOaWiRQV ZeUe caUUied RXW iQ WUiSOicaWeV fRU aOO fRXU SUedicWed SURWeiQ-

SeSWide iQhibiWRU cRPSOe[eV. The ViPXOaWiRQV ZeUe caUUied RXW XViQg GURPacV [262,263]⁠ 
ZiWh Whe APbeU99SB-ILDN fRUce fieOd [264] XViQg VSc/e ZaWeU PRdeO [265]⁠. PaUaPeWeUV 

fRU Whe VPaOO PROecXOeV ZeUe geQeUaWed XViQg AQWechaPbeU [59,266]. The Amber99SB-

ILDN force field has been used for the MD simulations of protein-peptide and protein-

ligand complexes extensively. In the cases where the small molecule ligand got free of 

the binding site, we re-simulated the system using the CHARMM27 force field [60], 

another popularly used molecular mechanics package. We did the second simulation to 

ascertain that binding was indeed weak. Parameters for the small molecules in the 

CHARMM27 simulations were generated using SwissParam [324]. 

A ZaWeU bR[ ZhRVe VideV ZeUe aW a PiQiPXP diVWaQce Rf 1.2 QP fURP aQ\ SURWeiQ aWRP 

ZaV XVed fRU VROYaWiQg each Rf Whe V\VWePV. SRdiXP RU chORUide cRXQWeU iRQV ZeUe added 

WR achieYe chaUge QeXWUaOiW\. EOecWURVWaWic iQWeUacWiRQV ZeUe WUeaWed XViQg Whe SaUWicOe 

PeVh EZaOd VXP PeWhRd [325]⁠ aQd LINCS [267]⁠ ZaV XVed WR cRQVWUaiQ h\dURgeQ bRQd 

OeQgWhV. A WiPe VWeS Rf 2 fV ZaV XVed fRU Whe iQWegUaWiRQ. The ZhROe V\VWeP ZaV PiQiPi]ed 

fRU 5000 VWeSV RU WiOO Whe Pa[iPXP fRUce ZaV OeVV WhaQ 1000 NJ/PRO/QP. The V\VWeP ZaV 

WheQ heaWed WR 300K iQ aQ NVT eQVePbOe ViPXOaWiRQ fRU 100 SV XViQg a BeUeQdVeQ 

WheUPRVWaW [65]⁠. The SUeVVXUe ZaV VWabiOi]ed iQ aQ NPT eQVePbOe ViPXOaWiRQ fRU 100 SV 
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XViQg a BeUeQdVeQ baURVWaW.  The V\VWePV ZeUe ViPXOaWed (NPT) fRU a Pa[iPXP Rf 100 

QV (fRU SURWeiQ-SeSWide iQhibiWRU cRPSOe[eV) RU fRU 50 QV (fRU SURWeiQ-VPaOO PROecXOe 

iQhibiWRU cRPSOe[eV) ZheUe SUeVVXUe ZaV UegXOaWed XViQg Whe PaUUiQeOOR-RahPaQ baURVWaW 

[268]. SWUXcWXUeV ZeUe VWRUed afWeU eYeU\ 10SV. The WePSeUaWXUe, SRWeQWiaO eQeUg\ aQd 

NiQeWic eQeUg\ ZeUe PRQiWRUed dXUiQg Whe ViPXOaWiRQ WR checN fRU aQRPaOieV. 

FUee eQeUg\ Rf biQdiQg Rf Whe SXWaWiYe SeSWide iQhibiWRUV/VPaOO PROecXOeV SURYideV aQ 

iPSRUWaQW TXaQWiWaWiYe deVcUiSWiRQ Rf iWV efficac\. IQ WhiV VWXd\, Whe e[WeQViYe MD 

ViPXOaWiRQV Rf SURWeiQ-iQhibiWRU cRPSOe[eV ZeUe SRVW-SURceVVed WR RbWaiQ biQdiQg fUee 

eQeUg\ eVWiPaWeV XViQg Whe PROecXOaU PechaQicV PRiVVRQ-BROW]PaQQ VXUface aUea 

(MM/PBSA) aSSURach [67,68]. The MM/PBSA PeWhRd ePSOR\V aQ iPSOiciW VROYaWiRQ 

PRdeO WR eVWiPaWe Whe fUee eQeUg\ Rf biQdiQg b\ eYaOXaWiQg eQVePbOe aYeUaged cOaVVicaO 

iQWeUacWiRQ eQeUgieV (MM) aQd cRQWiQXXP VROYaWiRQ fUee eQeUgieV (PBSA) Rf Whe SURWeiQ-

OigaQd cRPSOe[ cRQfRUPaWiRQV fURP Whe MD WUaMecWRUieV. SQaSVhRWV Rf SURWeiQ-SeSWide 

cRPSOe[eV ZeUe RbWaiQed aW eYeU\ 100 SV fURP Whe OaVW 50 QV Rf Whe MD WUaMecWRUieV, WhXV 

WRWaOiQg 500 VQaSVhRWV. The OaVW 50 QV Rf SURWeiQ-SeSWide iQhibiWRUV ZeUe VeOecWed fRU 

MM/PBSA WUeaWPeQW WR eQVXUe VaPSOiQg Rf eTXiOibUiXP cRQfRUPaWiRQV fRU aSSURSUiaWe 

MM/PBSA eQeUg\ eYaOXaWiRQV (SXSSRUWiQg FigXUeV 2, 3, 4 aQd 5 fRU RMSD aQd diVWaQce 

beWZeeQ Whe ceQWeU Rf SeSWide aQd SURWeiQ). The MM/PBSA caOcXOaWiRQV Rf Whe SURWeiQ-

VPaOO PROecXOe iQhibiWRUV ZeUe caOcXOaWed baVed RQ Whe OaVW 40 QV WUaMecWRU\ ZiWh 

VQaSVhRWV RbWaiQed afWeU eYeU\ 1000 SV, WRWaOiQg WR 40 VQaSVhRWV. The MD VQaSVhRWV 

ZeUe eQeUg\ PiQiPi]ed fRU 2000 VWeSV befRUe eYaOXaWiRQ Rf iQWeUacWiRQ aQd VROYaWiRQ fUee 

eQeUgieV. The SURWeiQ aQd VROYeQW ZeUe PRdeOed ZiWh dieOecWUic cRQVWaQWV Rf İ =2 aQd İ 

=80, UeVSecWiYeO\. APBS VXiWe [326]⁠ aQd GMXPBSA [327]⁠ ZeUe XVed fRU iPSOiciW VROYeQW 

caOcXOaWiRQV. IQ WhiV VWXd\, Ze aWWePSWed WR caOcXOaWe Whe eQWURSic eVWiPaWe Rf biQdiQg XViQg 

Whe iQWeUacWiRQ eQWURS\ fRUPaOiVP [328]⁠. HRZeYeU, cRQYeUged eQWURSic YaOXeV ZiWh 

UeaVRQabOe eUURU eVWiPaWeV fRU SURWeiQ-SeSWide WUaMecWRUieV cRXOd QRW be RbWaiQed, Zhich 

iV RfWeQ Whe caVe ZheQ eYaOXaWiQg eQWURSic cRQWUibXWiRQV fURP PROecXOaU ViPXOaWiRQV. We, 

WheUefRUe QegOecWed eQWURSic cRQWUibXWiRQV WR Whe biQdiQg fUee eQeUgieV, aV eVWiPaWed 

eQWURS\ chaQge XSRQ biQdiQg iV RfWeQ QegOigibOe aQd caQ be igQRUed fRU UeOaWiYe biQdiQg 

fUee eQeUgieV caOcXOaWiRQV [69]. The eQWhaOSieV Rf biQdiQg RbWaiQed fURP MM/PBSA 

caOcXOaWiRQV aUe UeSRUWed aV biQdiQg eQeUgieV fRU Whe SURWeiQ-SeSWide cRPSOe[eV. 
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2.4. Mapping strain variants onto the structure 

PURWeiQ VeTXeQceV Rf 15 diffeUeQW NiV iVROaWeV, 7 fURP MaOa\Via (AY029768.1,A 

J564621.1, AJ627196.1, AY029767.1, AJ564622.1, AJ564623.1, AF212302.2) ⁠, 3 fURP 

BaQgOadeVh (AY988601.1, JN808857.1, AY988601.1) [329]⁠ aQd 5 fURP IQdia 

(MH523641.1, MH523642.1, MH396625.1, MH523640.1, FJ513078.1) ⁠ ZeUe UeWUieYed 

fURP WheiU WUaQVOaWed geQRPeV deSRViWed iQ Whe NCBI QXcOeRWide daWabaVe [330]⁠ aQd ZeUe 

XVed WR ideQWif\ VeTXeQce YaUiaWiRQV iQ SURWeiQV. We aOVR YeUified WhaW Whe WUaQVOaWed 

SURWeiQ VeTXeQceV Rf Whe MaOa\ViaQ VWUaiQ PaWched ZiWh WhRVe Rf Whe SURWeiQ VeTXeQceV 

deSRViWed iQ SZiVVPURW [331]⁠. MXOWiSOe VeTXeQce aOigQPeQWV Rf Whe VeTXeQceV RbWaiQed 

fURP Whe 15 iVROaWeV ZeUe SeUfRUPed ZiWh MUSCLE [332]. PRViWiRQV ZiWh aPiQR acid 

YaUiaWiRQV ZeUe PaSSed RQWR Whe VWUXcWXUeV. APiQR acid YaUiaWiRQV ZiWhiQ 5c aW iQhibiWRU 

biQdiQg ViWeV ZeUe ideQWified. 

3. Results 

3.1. Structural coverage of the NiV proteome 

IQ WhiV VWXd\, Ze fiUVW fRcXVed RQ chaUacWeUi]iQg Whe VWUXcWXUeV Rf Whe NiV SURWeiQV. PaUWiaO 

VWUXcWXUeV fRU 4 (F, G, N aQd P SURWeiQ) Rf Whe 9 NiV SURWeiQV aUe aYaiOabOe iQ Whe PDB 

(TabOe 1). CRPSXWaWiRQaOO\, Ze aWWePSWed WR e[WeQd Whe VWUXcWXUaO cRYeUage Rf WheVe 4 

SURWeiQV aQd WR bXiOd PRdeOV fRU Whe UePaiQiQg 5 SURWeiQV XViQg hRPRORg\ PRdeOiQg (ZiWh 

MODELLER), ab initio PRdeOiQg aQd WhUeadiQg (ZiWh I-TASSER). MRdeO accXUacieV ZeUe 

caUefXOO\ VcUXWiQi]ed befRUe aWWePSWiQg WR deVigQ/SUedicW iQhibiWRUV agaiQVW aOO SRVVibOe 

SURWeiQV iQ Whe SURWeRPe. IQ WhiV VecWiRQ, Ze RQO\ SUeVeQW Whe UeVXOWV Rf hRPRORg\ PRdeOiQg 

aV aOO PRdeOV bXiOW XViQg I-TASSER UeVXOWed iQ VWUXcWXUeV WhaW ZeUe QRW faYRUabO\ aVVeVVed 

(NRUPaOi]ed DOPE > 0) (TabOe 2). 

The VWUXcWXUe Rf RQO\ Whe SUe-fXViRQ VWaWe Rf Whe NiV F SURWeiQ (COaVV I fXViRQ SURWeiQ) haV 

beeQ deWeUPiQed e[SeUiPeQWaOO\ (PDB id: 5EVM) (FigXUe 1A). We PRdeOed Whe SRVW-

fXViRQ VWaWe XViQg Whe VWUXcWXUe Rf Whe hXPaQ PaUaiQfOXeQ]a ViUXV 3 (PDB ID: 1ZTM) aV a 

WePSOaWe ViQce iW iV aOVR a cOaVV I fXViRQ SURWeiQ (FigXUe 1B). The deWaiOV abRXW Whe PRdeOiQg 

Rf Whe SRVW FXViRQ F SURWeiQ aQd iWV iQhibiWRU deVigQ caQ be fRXQd eOVeZheUe [333,334]. 



169 
 

Table 1- List of NiV proteins with their lengths, PDB codes of crystal structures along with 

their resolution in parenthesis, coverage of crystal structures, coverage of models, 

additional coverage obtained by the models and the overall sequence coverage. In cases 

where models have increased the coverage over existing crystal structures, the original 

coverage is in parentheses. 

Protein Length 
X-ray structures 

(Resolution) 
X-ray 

coverage 

Model 

coverage 

Additional 

coverage 

Overall 

coverage (%) 

Pre-fusion 

F protein 

546 

5EVM (3.4Å), 

1WP7 (2.2Å), 

3N27 (1.8 Å) 
27 - 482 27 - 482 0 84 

Post-

fusion F 

protein 

- - 72-418 347 64 

G protein 602 

2VSM (1.8 Å), 
2VWD (2.25 Å), 
3D11 (2.3 Å), 
3D12 (3.0 Å) 

176 - 602 98 - 597 79 84 (71) 

N protein 532 4CO6 (1.7 ے) (64) 72 44 414 - 39 371 - 32 

P protein 709 

4CO6 (1.7 Å), 
4GJW (3.0 Å), 
4N5B (2.2 Å), 

6EB8 (2.5 Å), 

6EB9 (1.9 Å) 

1 - 38 

655 - 709 55 37 (29) 
471 - 578 

M protein 352 - - 45 - 352 308 88 

L protein 2244 - - 1814 - 2024 210 9 

V protein 456 - - 

1 - 38 

297 65 87 - 243 

313 - 414 

W protein 450 - - 

1 - 38 

266 59 87 - 243 

321 - 391 

C protein 166 - - - - - 
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Figure 1 – (A) Pre-fusion F protein (PDB ID – 5EVM) (B) Modeled Post-fusion F protein 

shown in white ribbon. The N-terminal heptad repeats are shown in cyan ribbon, while 

the C terminal heptad repeats are shown in salmon ribbon. (C) The designed inhibitor 

against the F protein (shown in grey ribbon) bound to the N-terminal heptad repeat (shown 
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in cyan ribbon) that would inhibit the transition of the F protein from the pre-fusion state 

to the post fusion state [333]. 

MXOWiSOe PRdeOV ZeUe cRQVWUXcWed fRU each Rf Whe SURWeiQV XViQg aOO aYaiOabOe WePSOaWeV. 

AOO SURWeiQV, e[ceSW C, had aW OeaVW RQe PRdeO ZiWh a QRUPaOi]ed DOPE VcRUe Rf OeVV WhaQ 

RU eTXaO WR ]eUR. AOO PRdeOV bXiOW fRU SURWeiQV ZiWh e[iVWiQg X-Ua\ VWUXcWXUe cRQfeUUed 

addiWiRQaO VeTXeQce cRYeUage e[ceSW fRU Whe F SURWeiQ (TabOe 1). The VWUXcWXUaO cRYeUage 

Rf Whe N, P aQd G SURWeiQV iQcUeaVed b\ 8-13% afWeU PRdeOiQg (TabOe 1). OYeUaOO, Ze 

iQcUeaVed Whe VWUXcWXUaO cRYeUage Rf Whe NiV SURWeRPe b\ 90%, fURP a23% (1364 

UeVidXeV) WR a43% (2623 UeVidXeV). The iQcUeaVed cRYeUage Rf Whe SURWeRPe heOSed iQ 

deVigQiQg aQd SUedicWiQg iQhibiWRUV agaiQVW Whe M aQd F SURWeiQV. M SURWeiQ did QRW haYe 

a VWUXcWXUe aQd aOO iQhibiWRU VWXdieV i.e. deVigQiQg aQd dRcNiQg ZeUe caUUied RXW RQ Whe 

hRPRORg\ PRdeO ZhiOe Whe SRVW fXViRQ F SURWeiQ ZaV XVed fRU aQ iQhibiWRU deVigQ. 

 

Table 2- Model quality evaluation of the protein structures built using I-TASSER web 

server. The best model predicted by I-TASSER (based on their C-Score) has their 

Normalized DOPE scores and C-scores in bold. TM-scores and RMSDs are only 

calculated for the best models. L protein was divided into three domains, indicated by 

their residue numbers in parentheses, and modeled separately. 

Protein Normalized DOPE C-score 
Predicted TM-
score$ 

Predicted 

RMSD (Å) 

V 
2.09, 1.70, 1.99, 1.23, 

1.27 

-0.79, -1.82, -0.32, -

3.56, -2.69 
0.61 8.9 

W 
1.45, 0.77, 0.75, 1.56, 

0.80 

-1.42, -1.73, -3.07, -

4.34, -3.30 
0.54 10.4 

C 
0.49, -0.08, -1.53, -0.33, 

-0.88 

-3.68, -3.67, -3.29, -

4.16, -4.09 
0.31 13.6 

L# (14 - 

1177) 

0.29, 0.31, -0.04, 0.01, -

0.16 

0.07, -0.30, -1.87, -1.05, 

-0.83 
0.72 9.1 

L# (1191 - 

1435) 
0.52 1.1 0.86 3.6 
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L# (1553 - 

1859) 

0.21, 0.82, 0.95, 2.69, 

0.44 

-2.61, -4.24, -4.52, -

4.76, -5.00 
0.41 12.4 

#The protein was built domain wise because I-TASSER has a maximum size limit of 1500 residues. 
$Although models built for V, W proteins and two of the Polymerase L domains had a TM-scores greater 

than 0.5, none of these models had a Normalized DOPE score less than or equal to zero and therefore 

were not used further in the study 

3.2. Design and stability of protein peptide inhibitor complexes 

OQe SeSWide iQhibiWRU ZaV deVigQed agaiQVW Whe F SURWeiQ WR SUeYeQW iWV WUaQViWiRQ fURP SUe-

SRVW fXViRQ cRPSOe[. M SURWeiQ iQhibiWRU ZaV deVigQed WR SUeYeQW Whe diPeUi]aWiRQ Rf Whe 

M SURWeiQ. PeSWide iQhibiWRUV caQ be deVigQed VXch WhaW Whe\ PiPic Whe QaWXUaO iQWeUacWiRQV 

Rf Whe SURWeiQV. HeQce, cR-cU\VWaOV Rf WaUgeW SURWeiQV haV beeQ XVed WR deVigQ iQhibiWRUV 

agaiQVW WheP [335,336]. The cU\VWaO VWUXcWXUeV Rf Whe G SURWeiQ ZiWh RWheU SURWeiQV RU iWV 

hRPRORgRXV SURWeiQV haYe beeQ XVed WR deVigQ SeSWide iQhibiWRUV agaiQVW iW. The deWaiOV 

abRXW Whe PRdeOOiQg Rf SRVW fXViRQ F SURWeiQ aQd iQhibiWRU deVigQ (FigXUe 1C) caQ be fRXQd 

aW SeQ et al., 2019 [333,334]. 

3.2.1. Peptide Inhibitors of G protein-ephrin interaction 

The NiV iQfecWiRQ iV iQiWiaWed b\ Whe biQdiQg Rf Whe G SURWeiQ WR Whe eShUiQ UeceSWRUV RQ Whe 

hRVW ceOO [337] (PDB id: 2VSM). IQhibiWiQg WhiV SURWeiQ-SURWeiQ iQWeUacWiRQ cRXOd SUeYeQW 

YiUaO eQWU\. IQ WhiV VWXd\, Ze haYe WeVWed Whe feaVibiOiW\ Rf XViQg 2 SeSWideV WR iQhibiW Whe G-

SURWeiQ ± eShUiQ iQWeUacWiRQ. OQe SeSWide (FSPNLW) iV Whe SaUW Rf Whe eShUiQ-B2 UeceSWRU 

WhaW iQWeUacWV ZiWh Whe G-SURWeiQ [338]⁠. The RWheU SeSWide (LAPHPSQ) iV a SaUW Rf a 

PRQRcRORQaO aQWibRd\, P102.3, WhaW biQdV [304] WR bRWh NiV aQd HeQdUa YiUXV. A cU\VWaO 

VWUXcWXUe Rf Whe aQWibRd\ bRXQd WR HeQdUa YiUXV G SURWeiQ (PDB id: 6CMG) ZaV XVed aV 

a WePSOaWe (79% WaUgeW-WePSOaWe VeTXeQce ideQWiW\) WR cRQVWUXcW Whe aQWibRd\-NiV G 

SURWeiQ cRPSOe[. 3D VWUXcWXUaO PRdeOV Rf Whe VSecXOaWed G-SURWeiQ²SeSWide iQWeUacWiRQV 

ZeUe aOVR cRQVWUXcWed XViQg MODELLER Y9.17. 
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3.2.2. Computational prediction of the stability of the protein-inhibitor complexes 

Table 3- Mean and standard deviation of the energy, distance of the center of the 

FSPNLW inhibitor with the center of the G protein, RMSD of the inhibitor and the protein-

peptide binding energies obtained from the three 100 ns MD simulations of G protein-

FSPNLW inhibitor complex. 

Run 
Energy (kJ/mol) Protein-peptide 

distance (nm) 
RMSD (nm) Binding energies 

(kJ/mol) 

Mean SD Mean SD Mean SD Mean SD 

1 -1140578 1550 1.65 0.05 0.12 0.04 -107.2 10.8 

2 -1140385 1714 1.66 0.05 0.17 0.04 -96.0 10.8 

3 -1140696 1708 1.64 0.03 0.13 0.03 -93.9 12.2 

Mean -1140553  1.65  0.14  -99.0  

 

ThUee iQdeSeQdeQW MD ViPXOaWiRQV Rf 100 QV each ZeUe SeUfRUPed WR aVVeVV Whe VWabiOiW\ 

Rf each Rf Whe fRXU SURWeiQ-SeSWide cRPSOe[eV. The UeVXOWV Rf Whe MD ViPXOaWiRQV Rf G 

SURWeiQ iQhibiWRUV haYe beeQ fXUWheU diVcXVVed. The SeSWide iQhibiWRUV deVigQed agaiQVW 

Whe G SURWeiQ biQd WR a SUedRPiQaQWO\ h\dURShRbic SRcNeW. FRU each Rf Whe WUaMecWRUieV, 

Whe WRWaO SRWeQWiaO eQeUg\, Whe diVWaQce beWZeeQ Whe ceQWeU Rf Whe SURWeiQ aQd SeSWide, 

RMSD aQd RMSF Rf Whe SeSWide afWeU VXSeUiPSRViWiRQ Rf SURWeiQ ZeUe aQaO\]ed aQd fRXQd 

WR be cRQViVWeQW acURVV iQdeSeQdeQW UXQV (FigXUe 2-3 aQd TabOe 3-4). The SURWeiQ-SeSWide 

cRPSOe[ ZaV VWabOe dXUiQg Whe ViPXOaWiRQ aV caQ be iQfeUUed b\ Whe SeSWide RMSDV, 

SeSWide RMSFV aQd Whe diVWaQceV beWZeeQ Whe SURWeiQ aQd SeSWide. The diVWaQce Rf Whe 

ceQWeU Rf Whe SURWeiQ WR WhaW Rf Whe SeSWide fOXcWXaWed ZiWh a VWaQdaUd deYiaWiRQ Rf 0.03-

0.05 QP (TabOe 3-4 aQd FigXUe 2-3) aURXQd Whe aYeUage diVWaQce. WhiOe WheVe PeaVXUeV 

aUe aOO iQdicaWiYe Rf WighW biQdiQg, Ze XVed Whe WUaMecWRUieV WR deWeUPiQe Whe biQdiQg eQeUg\ 

Rf aVVRciaWiRQ XViQg Whe MM/PBSA SURWRcRO. The iQhibiWRUV Rf Whe F aQd M SURWeiQV biQd 

WighWO\ (a110 NJ/PRO) WR WheiU WaUgeWV. HRZeYeU, iQ Whe caVe Rf G SURWeiQ iQhibiWRUV, Whe 

iQhibiWRUV FSPNLW aQd LAPHPSQ biQd Whe G SURWeiQ ZiWh a-100 aQd a-60 NJ/PRO, 

UeVSecWiYeO\, VXggeVWiQg WhaW eShUiQ-B2 UeceSWRU baVed deVigQ biQdV 40 NJ/PRO VWURQgeU. 

ThiV WUeQd iV aOVR UefOecWed iQ RMSD/RMSF YaOXeV (FigXUe 2-3). 
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Figure 2- A) Energy of the G protein-FSPNLW inhibitor complex during 100 ns of MD 

simulation B) Distance of the center of the inhibitor from the center of the G protein during 

the simulation C) RMSD # of the designed inhibitor during the simulation D) RMSF # of 

the inhibitory peptide during the simulation. Each of the simulations was run in triplicate, 

each run being color-coded as red, green and blue. ( # RMSD and RMSF were calculated 

for the inhibitor by superimposing the protein molecule) 

 

Table 4- Mean and standard deviation of the energy, distance of the center of the 

LAPHPSQ inhibitor with the center of the G protein, RMSD of the inhibitor and the protein-

peptide binding energies obtained from the three 100 ns MD simulations of G protein-

LAPHPSQ inhibitor complex. 

Run 
Energy (kJ/mol) Protein-peptide 

distance (nm) 
RMSD (nm) Binding energies 

(kJ/mol) 

Mean SD Mean SD Mean SD Mean SD 

1 -1124416 1628 1.50 0.03 0.19 0.03 -61.0 12.9 

2 -1124513 1695 1.72 0.05 0.21 0.05 -58.9 11.4 

3 -1124582 1578 1.54 0.05 0.17 0.03 -65.1 12.2 

Mean -1124504  1.59  0.19  -61.7  
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Figure 3- A) Energy of the G protein-LAPHPSQ inhibitor complex during 100 ns of MD 

simulation B) Distance of the center of the inhibitor from the center of the G protein during 

the simulation * C) RMSD # of the designed inhibitor during the simulation D) RMSF # of 

the inhibitory peptide during the simulation. Each of the simulations was run in triplicate, 

each run being color-coded as red, green and blue. (* The distance between the inhibitor 

and the protein was consistently 0.2 nm higher for one of the replicates. This is because 

we considered the center of the protein as the all-atom center and fluctuations in the side 

chains can explain the deviation. # RMSD and RMSF were calculated for the inhibitor by 

superimposing the protein molecule) 

3.3. Prediction of putative small molecules that can bind to NiV proteins 

The crystal structures of the G, N, P and F proteins were used in docking studies to find 

plausible small molecule inhibitors. First, we predicted the plausible binding pockets on 

each of the proteins using the DEPTH server ⁠. All 12 binding sites (as predicted by 

DEPTH) were used to screen 22685 drug like molecules from the 70% nonredundant 

ZINC database of clean drug like molecules using two different docking tools, DOCK6.8 

and Autodock4. To corroborate our predictions, we measured the RMSD between the 

same ligand (in the common list) as docked by the two different tools (top 5 poses 

predicted by Autodock4 were compared to the top pose predicted by DOCK6.8), after 
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superimposing the proteins. This measure is referred to as RMSD_lig. 10 unique drug 

like molecules had an RMSD_lig of less than 0.15 nm between their docked poses and 

were the top 100 predicted ligands by both the docking tools (based on the energy 

calculations by the docking tool). 

TheUe aUe hRZeYeU 3 PROecXOeV WhaW aUe Rf iQWeUeVW deVSiWe WheiU UeOaWiYeO\ OaUge RMSD_Oig 

YaOXeV. The PROecXOe ZINC91252717 iV SUedicWed aV Whe beVW biQdeU WR Whe P SURWeiQ b\ 

AXWRdRcN4 (biQdiQg eQeUg\ Rf -14 NcaO/PRO) aQd Whe VecRQd beVW biQdeU b\ DOCK6.8 (gUid 

VcRUe Rf -71). TheVe VcRUeV ZeUe aPRQg Whe beVW achieYed dXUiQg WhiV dRcNiQg e[eUciVe. 

We VeOecWed ZINC00814199 WhaW ZaV dRcNed RQWR Whe M SURWeiQ aQd ZaV ViPiOaU WR 

ZINC01725633, Zhich iQ WXUQ fRUPed 14 aQd 8 h\dURgeQ bRQdV ZiWh AXWRdRcN4 aQd 

DRcN6.8 UeVSecWiYeO\. ZINC00814199 ZaV ZiWhiQ Whe WRS 14 UaQNed cRPSRXQdV b\ bRWh 

PeWhRdV. LaVWO\, Whe h\dURShRbic PROecXOe ZINC63411510 iV SUedicWed WR biQd Whe G 

SURWeiQ RQ iWV eShUiQ-B2 biQdiQg iQWeUface. ThRXgh bRWh dRcNiQg PeWhRdV ideQWif\ WhiV ViWe, 

Whe dRcNiQg SRVeV aUe diffeUeQW (RMSD_Oig Rf 0.8 QP). We h\SRWheVi]e WhaW Whe 

h\dURShRbic QaWXUe Rf Whe biQdiQg SRcNeW aQd iWV Vi]e iV cRQWUibXWiQg WR Whe diffeUeQce iQ 

dRcNed SRVeV.  

IQWeUeVWiQgO\, a NQRZQ dUXg (ZINC04829362), aQ aQWiaVWhPaWic aQd aQWiSVRUiaWic aPRQg 

RWheU XVeV⁠, biQdV WR a SRcNeW Rf Whe N SURWeiQ ZiWh RMSD_Oig Rf 0.085 QP. AQRWheU dUXg 

(ZINC12362922) XVed iQ Whe WUeaWPeQW Rf deSUeVViRQ aQd PaUNiQVRQ¶V diVeaVe (101) ⁠ aOVR 

biQdV Whe N SURWeiQ ZiWh RMSD_Oig < 0.15 QP.  

3.3.1. Computational prediction of the stability of the protein-inhibitor complexes 

TR aVVeVV Whe VWabiOiW\ Rf Whe 13 SURWeiQ-VPaOO PROecXOe OigaQd cRPSOe[eV, Ze caUUied RXW 

WhUee iQdeSeQdeQW MD ViPXOaWiRQV Rf 50 QV each, XViQg Whe AMBER99SB-ILDN fRUce fieOd 

[264]. 10 Rf Whe 13 OigaQdV haYe RMSD_Oig YaOXeV Rf OeVV WhaQ 0.15 QP aQd ZeUe iQ Whe 

WRS 100 VcRUiQg PRdeOV aV SUedicWed b\ bRWh Whe dRcNiQg WRROV. FRU WheVe OigaQdV, Whe 

ViPXOaWiRQV ZeUe caUUied RXW VWaUWiQg ZiWh Whe DOCK6.8 SUedicWed SRVe. FRU each Rf Whe 

WUaMecWRUieV, Whe diVWaQce Rf Whe ceQWeU Rf Whe VPaOO PROecXOe OigaQd WR Whe ceQWeU Rf Whe 

biQdiQg SRcNeW (baVed RQ Whe VWaUWiQg VWUXcWXUe afWeU NPT eTXiOibUaWiRQ) ZaV PRQiWRUed 

(FigXUe 4-5). The WUiSOicaWe MD ViPXOaWiRQV ZeUe WeUPiQaWed if WhiV diVWaQce iQ 2 Rf Whe 3 
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WUaMecWRUieV e[ceedV 1 QP fURP iWV VWaUWiQg YaOXe aQd WheVe cRPSOe[eV ZeUe WheQ Ue-

ViPXOaWed XViQg Whe CHARMM27 fRUce fieOd (WhiV ZaV UeVWUicWed WR caVeV ZheUe RMSD_Oig 

< 0.15 QP). ThiV haSSeQed iQ 5 Rf Whe 10 caVeV. FRU Whe 3 OigaQdV ZiWh RMSD_Oig > 0.15 

QP ViPXOaWiRQV ZeUe caUUied RXW VWaUWiQg ZiWh bRWh Whe DOCK6.8 aQd AXWRdRcN4 SUedicWed 

SRVeV. 

We cRPSXWed biQdiQg eQeUgieV fRU Whe SURWeiQ-OigaQd cRPSOe[eV XViQg MM/PBSA (aV 

PeQWiRQed iQ MeWhRdV VecWiRQ 3). 9 Rf Whe biQdiQg eQeUgieV ZeUe cRPSXWed WR be QegaWiYe 

iQ aW OeaVW RQe Rf Whe UeSOicaWeV (3 fRU N SURWeiQ, 4 fRU P SURWeiQ, 1 fRU G SURWeiQ aQd 1 fRU 

M SURWeiQ). IQ RQe caVe (P SURWeiQ-ZINC7262705 OigaQd), Whe biQdiQg eQeUg\ ZiWh Whe 

CHARMM fRUce fieOd (afWeU Whe AMBER ViPXOaWiRQ ZaV WeUPiQaWed) ZaV cRPSXWed WR haYe 

SRViWiYe eQeUg\. IQ 3 caVeV (1 fRU N, P aQd M SURWeiQ each) Whe OigaQd did QRW UePaiQ bRXQd 

WR Whe SURWeiQ iQ bRWh CHARMM aQd AMBER ViPXOaWiRQV (TabOe 5-6). 

The WZR NQRZQ dUXgV, ZINC04829362 aQd ZINC12362922 UePaiQed bRXQd WR Whe N 

SURWeiQ iQ aOO 3 UeSOicaWeV ZiWh QegaWiYe biQdiQg eQeUgieV iQ aW OeaVW 2 Rf Whe WUaMecWRUieV. 

The iPSRUWaQW dUXggabOe ViWe RQ Whe G SURWeiQ (WhaW UecRgQi]eV Whe eShUiQ UeceSWRU RQ Whe 

hRVW), Whe OigaQd UePaiQed bRXQd iQ aOO 3 UeSOicaWeV ZheQ VWaUWiQg ZiWh Whe AXWRdRcN4 

bRXQd SRVe ZiWh QegaWiYe biQdiQg eQeUgieV. 
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Figure 4 - Distance of the center of the ligand from the center of the binding site (calculated 

based on the residues within 5Å of the first snapshot after NPT equilibration) during the 

simulation. The identity of the ligand, force field and docking strategy used and the target 

protein has been indicated above each plot. 
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Table 5 – Binding free energy as predicted using MM/PBSA calculations from molecular 

dynamics simulations carried out using AMBER and CHARMM force fields for top 10 

ligands predicted against N, P and M proteins. The binding free energies were not 

calculated (depicted by -) when the ligand left the binding site in at least 2 out of 3 

replicates. CHARMM was only used to run molecular dynamics simulations when the 

ligand left the binding pocket in AMBER simulations. 

ZINC ID Protein Replicate Binding free energy as predicted during  
 

AMBER simulation 
(kJ/mol) 

CHARMM  simulation 
(kJ/mol) 

ZINC94258558 N 1 - -114+/-10 

2 - -86+/-4 

3 - - 

ZINC73641145 N 1 - - 

2 - - 

3 - - 

ZINC12362922 N 1 -96+/-8  

2 -100+/-10  

3 -69+/-6  

ZINC04829362 N 1 -37+/-7  

2 86+/-7  

3 -101+/-8  

ZINC72462705 P 1 - 106+/-4 

2 - 86+/-4 

3 - 98+/-5 

ZINC86098248 P 1 39+/-5  

2 -65+/-7  

3 37+/-3  

ZINC77285117 P 1 - - 

2 - - 
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3 - - 

ZINC86095599 P 1 -196+/-7  

2 -149+/-10  

3 -153+/-14  

ZINC35605802 P 1 -14+/-0.5  

2 1+/-1  

3 -98+/-8  

ZINC01725633 M 1 - - 

2 - - 

3 - - 

 

Table 6 - Binding free energy as predicted using MM/PBSA calculations from molecular 

dynamics simulations carried out using AMBER force fields for 3 ligands predicted against 

G, M and P proteins for both the predicted DOCK and Autodock pose. The binding free 

energies were not calculated (depicted by -) when the ligand left the binding site in at 

least 2 out of 3 replicates. 

ZINC ID Protein Replicate Binding free energy as predicted from 
(kJ/mol) 

DOCK pose (kJ/mol) Autodock pose 
(kJ/mol) 

ZINC00814199 M 1 -153+/-6 -119+/-8 

2 - -184+/-3 

3 -203+/-6 - 

ZINC63411510 G 1 - -44+/-4 

2 - -79+/-4 

3 - -59+/-4 
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ZINC91252717 P 1 -158+/-9 -187+/-8 

2 -256+/-10 -196+/-8 

3 -251+/-7 - 
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Figure 5 - Distance of the center of the ligand from the center of the binding site 

(calculated based on the residues within 5Å of the first snapshot after NPT equilibration) 

during the simulation. The identity of the ligand, force field and docking strategy used and 

the target protein has been indicated above each plot. 

3.4. Sequence variations in NiV isolates 

 

 
Figure 6 - HeaWPaS VKRZLQg WKe VeTXeQce cRQVeUYaWLRQ beWZeeQ WKe dLffeUeQW VWUaLQV Rf 

NLV fRU (A) C SURWeLQ (B) F SURWeLQ (C) G SURWeLQ (D) L SURWeLQ (E) M SURWeLQ (F) N SURWeLQ 

(G) P SURWeLQ (H) V SURWeLQ (I) W SURWeLQ. TKe cRORU gUadLeQW UeSUeVeQWV VeTXeQce 

cRQVeUYaWLRQ ZKeUe ZKLWe LQdLcaWeV 100% cRQVeUYaWLRQ aQd UeddeU VKadeV LQdLcaWe OeVVeU 

VeTXeQce cRQVeUYaWLRQ. TKe OabeOOLQg cRQYeQWLRQ LV PURWeLQ_CRXQWU\_GeQRPe-acceVVLRQ 

cRde. 
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AW Whe WiPe Rf PRdeOiQg Whe NiV SURWeiQV, Whe VeTXeQce daWa fURP Whe 2018 RXWbUeaN ZaV 

QRW aYaiOabOe (77)⁠. HeQce, aOO Whe PRdeOiQg ZaV dRQe b\ cRQVideUiQg WhaW VeTXeQce Rf Whe 

MaOa\ViaQ VWUaiQ. We UaWiRQaOi]ed WhaW aV Whe MaOa\ViaQ aQd BaQgOadeVhi/IQdiaQ VWUaiQV 

VhaUed a high degUee (79-99 %) Rf VeTXeQce ViPiOaUiW\, VWUXcWXUaO PRdeOV XViQg 

VeTXeQceV Rf RQe VWUaiQ ZRXOd be aSSOicabOe WR Whe RWheU, Zhich iV Whe baViV Rf 

cRPSaUaWiYe PRdeOiQg. HRZeYeU, Ze ZaQWed WR aVVeVV ZheWheU Whe efficac\ Rf Whe 

deVigQed/SURSRVed WheUaSeXWic PROecXOeV ZRXOd be affecWed b\ RbVeUYed VeTXeQce 

YaUiaWiRQV beWZeeQ Whe diffeUeQW VWUaiQV (7 MaOa\ViaQ, 3 BaQgOadeVhi aQd 5 IQdiaQ) Rf NiV. 

The aPiQR acid YaUiaWiRQV ZeUe PaSSed RQWR WheiU UeVSecWiYe VWUXcWXUeV. AOO SURWeiQ 

VeTXeQceV aUe Rf eTXaO OeQgWh e[ceSW Whe V SURWeiQ ZhRVe OeQgWh YaUieV beWZeeQ Whe 

diffeUeQW VWUaiQV. The V aQd W SURWeiQ haYe Whe OeaVW VeTXeQce cRQVeUYaWiRQ (a79%) ZhiOe 

Whe M SURWeiQ iV Whe PRVW cRQVeUYed (98.6%). A geQeUaO RbVeUYaWiRQ iV WhaW Whe 

BaQgOadeVhi aQd IQdiaQ VWUaiQV aUe PRUe ViPiOaU WR RQe aQRWheU WhaQ Whe\ aUe WR Whe 

MaOa\ViaQ VeTXeQceV (FigXUe 6). 

We PaSSed Whe VeTXeQce YaUiaWiRQV RQWR aOO Whe SURWeiQ VWUXcWXUeV/PRdeOV WhaW ZeUe XVed 

fRU SeSWide iQhibiWRU deVigQ aQd dUXg dRcNiQg. NR YaUiaWiRQV iQ Whe VeTXeQce ZeUe fRXQd 

cORVe WR Whe SeSWide iQhibiWRU biQdiQg ViWeV RQ Whe F, M aQd G SURWeiQV. We fRXQd 1 

(L\V236AUg), 2 (AVS188GOX, GOQ211AUg), 1 (AVS252GO\) aQd 1 (IOe331VaO) YaUiaWiRQV cORVe 

WR Whe dRcNiQg ViWeV RQ G, N, F aQd M SURWeiQ UeVSecWiYeO\. AOO Whe PXWaWiRQV (e[ceSW fRU 

AVS252GO\ RQ F SURWeiQ) RQ Whe biQdiQg ViWe ZeUe cRQVeUYaWiYe (ViPiOaU Sh\VicRchePicaO 

SURSeUWieV aQd BLOSUM62 VcRUe >= 0) aQd heQce aUe cRQMecWXUed QRW WR affecW Whe 

iQWeUacWiRQV beWZeeQ Whe SURWeiQ aQd Whe iQhibiWRU. ThRXgh WheUe iV a QRQ-cRQVeUYaWiYe 

chaQge (ASP252GO\) iQ RQe Rf Whe dUXg/iQhibiWRU biQdiQg ViWeV Rf Whe F SURWeiQ, WhiV SRViWiRQ 

iV QRW iQYROYed iQ H-bRQdiQg ZiWh Whe OigaQd. HeQce Whe biQdiQg Rf Whe iQhibiWRU WR Whe 

SURWeiQ iV SURbabO\ QRW gRiQg WR be affecWed. APRQg Whe WRS 13 VhRUWOiVWed OigaQdV, 

ZINC04829362 aQd ZINC12362922 bRXQd WR N SURWeiQ aQd ZINC63411510 bRXQd WR G 

SURWeiQ ZeUe ZiWhiQ 0.5 QP Rf Whe aPiQR acidV WhaW VhRZed YaUiaWiRQV. NR ViQgOe VeTXeQce 

YaUiaQW Ze haYe VWXdied aSSeaUV WR VhRZ WhaW Whe dUXg biQdiQg ZRXOd be diUecWO\ affecWed. 
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3.5. Web service and Database 

We haYe aUchiYed aOO VWUXcWXUeV/PRdeOV Rf NiV SURWeiQV aQd WheiU iQhibiWRU bRXQd 

cRPSOe[eV iQ a cRQVROidaWed daWabaVe aW hWWS://cRVSi.iiVeUSXQe.ac.iQ/NiSah. The daWa aW 

WhiV ViWe OiVWV deWaiOV Rf PRdeOiQg, dRcNiQg feaWXUeV aQd PXOWiSOe VeTXeQce aOigQPeQWV 

(beWZeeQ Whe YaUiRXV NiV VWUaiQV) VXch aV WePSOaWe PDB cRde, WaUgeW-WePSOaWe VeTXeQce 

ideQWiW\, PRdeO TXaOiW\ aVVeVVPeQW VcRUe, dRcNiQg eQeUgieV, dRcNiQg UaQN aQd Whe 

RMSD_Oig beWZeeQ Whe dRcNiQg SRVeV. The daWa fURP Whe ZebVeUYice caQ be XVed b\ 

geQeUaO SXbOic iQ fXUWheU VWXdieV UeOaWed WR NiV. 

4. Discussion 

NiV iV a deadO\ ]RRQRWic YiUXV ZiWh a PRUWaOiW\ UaWe Rf 72% aQd 86% iQ BaQgOadeVh aQd 

IQdia UeVSecWiYeO\. TheUe aUe QR aSSURYed dUXgV/WheUaSeXWicV agaiQVW NiV. The 

RYeUaUchiQg aiP Rf WhiV VWXd\ iV WR cRPSXWaWiRQaOO\ deVigQ iQhibiWRUV aQd SUedicW VPaOO 

PROecXOe dUXgV agaiQVW NiV SURWeiQV. TR deVigQ/SUedicW WheUaSeXWic PROecXOeV WR acW 

agaiQVW NiV, Ze chaUacWeUi]ed aOO Rf iWV SURWeiQV. AV a SaUW Rf WhiV effRUW, Ze cRQVWUXcWed 

SaUWiaO PRdeOV Rf 5 NiV SURWeiQV Yi]., M, L, V, W SURWeiQV aORQg ZiWh Whe SRVW-fXViRQ 

cRQfRUPaWiRQ Rf Whe F SURWeiQ. The VWUXcWXUe Rf Whe SRVW-fXViRQ cRQfRUPaWiRQ Rf Whe F 

SURWeiQ iV PRdeOed fRU Whe fiUVW WiPe iQ WhiV VWXd\. OXU PRdeO iV baVed RQ Whe SRVW-fXViRQ 

VWUXcWXUeV Rf aQRWheU cOaVV I fXViRQ SURWeiQ fURP HXPaQ PaUaiQfOXeQ]a YiUXV 3. 

OXU effRUWV haYe iQcUeaVed Whe cRYeUage Rf e[iVWiQg VWUXcWXUeV Rf Whe G, N aQd P SURWeiQV 

(b\ 13%, 8% aQd 8% UeVSecWiYeO\) b\ PRdeOiQg a fUacWiRQ Rf WheiU XQUeVROYed UeVidXeV. 

NR UeOiabOe PRdeOV cRXOd be geQeUaWed fRU Whe C SURWeiQ. EffecWiYeO\, Ze dRXbOed Whe 

QXPbeU Rf aPiQR acidV iQ Whe NiV SURWeRPe WhaW ZeUe VWUXcWXUaOO\ chaUacWeUi]ed. WhiOe 

Ze aiP WR XVe WheVe PRdeOV WR SUedicW/deVigQ iQhibiWRUV, Ze beOieYe WhaW PaQ\ Rf RXU 

PRdeOV aUe b\ WhePVeOYeV TXiWe iQVighWfXO. The\ cRXOd VeUYe aV WePSOaWeV fRU fXWXUe 

VWUXcWXUe-gXided dUXg deVigQiQg effRUWV agaiQVW PePbeUV Rf Whe PaUaP\[RYiUidae faPiO\. 

We aWWePSWed WR bXiOd cRPSOe[eV Rf Whe YiUaO aQd hRVW SURWeiQ (hRVW caWheSViQ-L ZiWh NiV 

F SURWeiQ aQd hRVW AP3-B1 ZiWh NiV M SURWeiQ) WR WaUgeW Whe iQWeUacWiRQV fRU iQhibiWRU 

deVigQ. HRZeYeU, Ze ZeUe XQVXcceVVfXO iQ PaNiQg UeOiabOe PRdeOV Rf hRVW-SaWhRgeQ 

SURWeiQ-SURWeiQ iQWeUacWiRQ cRPSOe[eV. WiWh iPSURYePeQWV WR SURWeiQ-SURWeiQ dRcNiQg 

http://cospi.iiserpune.ac.in/Nipah
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PeWhRdV, Whe TXaOiW\ Rf VXch PRdeOV Rf cRPSOe[eV cRXOd be iPSURYed, Zhich iQ WXUQ ZRXOd 

heOS iQ beWWeU WaUgeWiQg hRVW-YiUaO iQWeUacWiRQV. 

We Qe[W XVed WheVe PRdeOV WR deVigQ 4 SeSWide iQhibiWRUV agaiQVW Whe F, M aQd G SURWeiQV. 

The iQhibiWRU agaiQVW F SURWeiQ ZRXOd SXWaWiYeO\ SUeYeQW Whe SUe WR SRVW-fXViRQ WUaQViWiRQ Rf 

Whe F SURWeiQ, a cUXciaO VWeS fRU YiUaO eQWU\ (QRW deVcUibed iQ WhiV chaSWeU). OXU PRdeO Rf Whe 

SRVW-fXViRQ cRQfRUPaWiRQ Rf Whe F SURWeiQ ZaV cUXciaO iQ deVigQiQg WhiV iQhibiWRU. AQRWheU 

iQhibiWRU agaiQVW Whe M SURWeiQ ZaV deVigQed VXch WhaW iW ZRXOd SUeYeQW Whe diPeUi]aWiRQ 

Rf Whe SURWeiQ, heQce SUeYeQWiQg Whe bXddiQg SURceVV (QRW deVcUibed iQ WhiV chaSWeU). The 

WZR iQhibiWRUV agaiQVW Whe G SURWeiQV ZeUe VeOecWed VXch WhaW Whe\ biQd WR Whe eShUiQ 

UeceSWRU biQdiQg SRcNeW, SUeYeQWiQg YiUaO aWWachPeQW WR Whe hRVW ceOO. The SeSWideV heUe 

PiPic Whe eShUiQ-B2 SURWeiQ aQd aQ aQWibRd\ (P102.3) WhaW aUe bRXQd aW Whe VaPe ViWe. 

We cRQMecWXUed WhaW WheVe SeSWideV ZRXOd cRPSeWiWiYeO\ iQhibiW Whe G SURWeiQ fURP biQdiQg 

Whe hRVW eShUiQ UeceSWRUV. AOO Rf WheVe SURWeiQ-SeSWide V\VWePV ZeUe VXbMecWed WR WUiSOicaWe 

UXQV Rf 100 QV MD ViPXOaWiRQV WR aVVeVV iQWeUacWiRQ VWUeQgWhV. The diVWaQce Rf Whe ceQWeU 

Rf Whe iQhibiWRU aQd Whe SeSWide fOXcWXaWeV ZiWh a VWaQdaUd deYiaWiRQ Rf 0.03-0.09 QP fURP 

Whe PeaQ diVWaQce, iQdicaWiYe Rf Whe iQhibiWRU UePaiQiQg iQ Whe biQdiQg SRcNeW. The 

iQhibiWRUV agaiQVW Whe F aQd M SURWeiQV aOVR had VWabOe h\dURgeQ bRQd aVVRciaWiRQV iQ Whe 

MD WUaMecWRUieV. BiQdiQg affiQiW\ caOcXOaWiRQV VXggeVW WhaW WhUee Rf Whe deVigQed SXWaWiYe 

iQhibiWRUV biQd WighWO\ (a100 NJ/PRO) WR WheiU WaUgeWV, PaNiQg WheP SURPiViQg OeadV agaiQVW 

NiV SURWeiQV. 

We VcUeeQed a VeW Rf dUXg OiNe PROecXOeV iQ a dRcNiQg e[eUciVe WR ideQWif\ SRWeQWiaO VPaOO 

PROecXOe iQhibiWRUV Rf NiV. The VcUeeQ cRQViVWed Rf 22685 cRPSRXQdV Rf Whe 70% QRQ-

UedXQdaQW VeW Rf cOeaQ dUXg OiNe PROecXOeV Rf Whe ZINC OibUaU\. The dRcNiQg RQWR Whe NiV 

SURWeiQV ZaV dRQe XViQg WZR diffeUeQW dRcNiQg SURgUaPV, AXWRdRcN4 aQd DRcN6.8. 

EPSiUicaOO\, Ze chRVe Whe WRS 150 OigaQdV fURP each Rf Whe WZR PeWhRdV aQd VeOecWed 

WhRVe WhaW ZeUe cRPPRQ beWZeeQ WheP. ThiV UeVXOWed iQ 146 cRPSRXQdV WhaW bRXQd Whe 

G, N, P, F aQd M SURWeiQV Rf NiV. AV a PRUe VWUiQgeQW WeVW, Ze ZhiWWOed dRZQ WhiV OiVW WR 

RQO\ iQcOXde WhRVe PROecXOeV WhaW ZeUe dRcNed iQ ViPiOaU SRVeV (ePSiUicaOO\ chRVeQ 

RMSD Rf 0.15 QP RU VPaOOeU) RQ Whe VaPe biQdiQg ViWe aQd ZeUe iQ Whe WRS 100 VcRUed 

PRdeOV b\ bRWh dRcNiQg VchePeV. HeQce, Ze SUedicWed 10 cRPSRXQdV WhaW ZRXOd iQhibiW 

Whe N (5), P (4) aQd M (1) SURWeiQV Rf NiV. IQ addiWiRQ, Ze aOVR iQcOXded 3 dUXgV WR Whe OiVW 



188 
 

WhaW did QRW cOeaU Whe cUiWeUia e[SOaiQed abRYe. TheVe dUXgV iQcOXde RQe WhaW biQdV Whe G 

SURWeiQ RQ iWV eShUiQ biQdiQg iQWeUface aQd WZR RWheUV Zhich biQd WR P aQd M SURWeiQV. The 

13 OigaQd bRXQd SURWeiQ cRPSOe[eV ZeUe VXbMecWed WR WUiSOicaWe MD ViPXOaWiRQV (50 QV 

each) WR gaXge Whe VWabiOiW\ Rf Whe aVVRciaWiRQ. IQ 9 Rf Whe cRPSOe[eV, aW OeaVW RQe Rf Whe 

WUaMecWRUieV ZaV eYaOXaWed WR haYe faYRXUabOe (QegaWiYe) biQdiQg eQeUg\. WhiOe Whe 

ViPXOaWiRQV aQd Whe eQeUg\ caOcXOaWiRQV WhaW fROORZ aUe QRW WR be cRQVWUXed aV iQdicaWRUV 

Rf biQdiQg VWUeQgWh, Whe\ dR SURYide Whe VaPe geQeUaO WUeQdV aQd giYe SRiQWeUV aQd/RU 

bRRVW RXU cRQfideQce iQ Whe biQdiQg efficac\ Rf Whe OigaQd-SURWeiQ cRPSOe[. OQO\ 3 Rf Whe 

13 OigaQdV cRQViVWeQWO\ PRYed aZa\ fURP Whe RUigiQaO SUedicWed biQdiQg SRcNeW eYeQ ZheQ 

Whe ViPXOaWiRQV ZeUe UeSeaWed XViQg a diffeUeQW fRUce fieOd. IQ RQe RWheU caVe, WhRXgh Whe 

SURWeiQ-OigaQd cRPSOe[ UePaiQed cRQfRUPaWiRQaOO\ VWabOe WhURXghRXW Whe cRXUVe Rf Whe 

WUiSOicaWe WUaMecWRUieV, RXU eQeUg\ eVWiPaWeV Rf WhiV iQWeUacWiRQ ZeUe XQfaYRUabOe (SRViWiYe 

eQeUg\). IQ Whe abVeQce Rf e[SeUiPeQWaO YaOidaWiRQ, Zhich Ze VeeN WR dR Qe[W, WheVe MD 

ViPXOaWiRQV VeUYe aV iQdicaWRUV Rf Whe YiabiOiW\ Rf Whe OigaQdV WR biQd Whe YiUaO SURWeiQV. 

Of Whe 13 biQdiQg WeVWV, WZR aUe iQ iQWeUface UegiRQV, RQe iQ Whe M SURWeiQ diPeU iQWeUface 

aQd aQRWheU RQ Whe eShUiQ UeceSWRU UecRgQiWiRQ ViWe Rf SURWeiQ G. WheQ QRW bRXQd WR WheVe 

WZR ViWeV, Whe abiOiW\ Rf Whe OigaQdV WR fXQcWiRQaOO\ iPSaiU Whe YiUXV ZRXOd RQO\ be NQRZQ 

ZiWh e[SeUiPeQWaO WeVWiQg. The PRVW iPSRUWaQW aVSecW Rf Whe dRcNiQg VWXd\ iV WhaW Whe 

PROecXOaU VcUeeQ cRQViVWV Rf NQRZQ dUXgV RU dUXg OiNe cRPSRXQdV. The iPSOicaWiRQ iV WhaW 

a feZ Rf RXU SURSRVed iQhibiWRUV cRXOd be UeadiO\ WeVWed aQd UeSXUSRVed. FRU iQVWaQce, Ze 

haYe ideQWified C\cORSeQW-1-eQe-1,2-dicaUbR[\Oic acid (ZINC04829362) aV aQ iQhibiWRU Rf 

Whe NiV N SURWeiQ. ThiV cRPSRXQd iV a NQRZQ dUXg SUeVcUibed fRU aQWiaVWhPaWic aQd 

aQWiSVRUiaWic aPRQg RWheU diVRUdeUV. AQRWheU e[aPSOe iV Bic\cOR[2.2.1]heSWa-2,5-dieQe-

2,3-dicaUbR[\Oic acid (ZINC12362922) WhaW Ze SURSRVe aOVR iQhibiWV Whe N SURWeiQ, iV a 

dUXg SUeVcUibed agaiQVW deSUeVViRQ aQd PaUNiQVRQ¶V diVeaVe. BRWh WheVe OigaQdV haYe a 

QegaWiYe biQdiQg fUee eQeUg\ iQ aW OeaVW 2 Rf Whe 3 UeSOicaWeV. 

IQ aOO RXU cRPSXWaWiRQaO SUedicWiRQV, aQ iQdeSeQdeQW VcRUiQg VchePe(V) ZaV XVed WR 

eYaOXaWe UeVXOWV. MD ViPXOaWiRQV ZeUe aOZa\V caUUied RXW iQ WUiSOicaWe aQd VRPeWiPeV 

XViQg diffeUeQW fRUce fieOdV. IQ VhRUW, Ze haYe WaNeQ caUe WR eQVXUe cURVV-YaOidaWiRQ Rf RXU 

cRPSXWaWiRQV WR ZhaWeYeU e[WeQW SUacWicaOO\ SRVVibOe. We caQQRW RYeUePShaVi]e Whe 
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iPSRUWaQce Rf WheVe cRPSXWaWiRQaO SUedicWiRQV, eVSeciaOO\ fRU VZifW acWiQg SRWeQW YiUXVeV 

aV NiV ZheUe PRUWaOiW\ UaWeV aUe high. 

FiQaOO\, Ze aVVeVVed hRZ effecWiYe RXU SURSRVed iQhibiWRUV ZRXOd be agaiQVW diffeUeQW 

VWUaiQV Rf Whe YiUXV aQd aVVeVV Whe UiVN Rf Whe YiUXV geWWiQg dUXg UeViVWaQW. FRU WhiV, Ze 

VWXdied 3 BaQgOadeVhi, 7 MaOa\ViaQ aQd 5 IQdiaQ VWUaiQV aQd iQfeUUed Whe YaUiaWiRQV 

beWZeeQ Whe YaUiRXV VWUaiQV fURP WheiU PXOWiSOe VeTXeQceV aOigQPeQW. FXUWheU, Ze 

iQYeVWigaWed ZheWheU VXch chaQgeV ZRXOd affecW iQhibiWRU biQdiQg. HeUe, Ze QaUURZed Whe 

chaQgeV RQO\ WR WhRVe UeVidXeV WhaW ZeUe iQ diUecW cRQWacW (< 0.5 QP) fURP Whe iQhibiWRUV. 

We SUecOXded Whe SRVVibiOiW\ Rf aOORVWeUic iQWeUacWiRQV. NRQe Rf Whe UeVidXeV cRQWacWiQg Whe 

SeSWide iQhibiWRUV VhRZed aQ\ YaUiaWiRQV iQ WheiU VeTXeQce. OQO\ 5 UeVidXe SRViWiRQV WhaW 

ZeUe iQYROYed iQ biQdiQg Whe dUXg OiNe iQhibiWRUV ZeUe chaQged beWZeeQ Whe diffeUeQW 

VWUaiQV. 4 Rf WheVe chaQgeV aUe cRQVeUYaWiYe VXbVWiWXWiRQV ZheUe Whe QaWXUe Rf Whe PXWaWed 

UeVidXe iV QRW deePed WR chaQge Whe biQdiQg SURSeUW\ Rf Whe SURWeiQ WR iWV iQhibiWRU. OQO\ 

1 aPiQR acid chaQge Rf AVS252GO\ Rf Whe F SURWeiQ iV a QRQ-cRQVeUYaWiYe chaQge, 

hRZeYeU, Whe AVS iV QRW iQYROYed iQ h\dURgeQ bRQdiQg ZiWh Whe OigaQd. We cRQcOXde WhaW 

iW iV OiNeO\ WhaW Whe SURSRVed iQhibiWRUV ZRXOd be SRWeQW agaiQVW aOO VWUaiQV Rf Whe YiUXV NiSah 

aQd RWheU ]RRQRWic YiUXVeV WhaW SRVe a VeUiRXV eSidePic WhUeaW. CRPSXWaWiRQaO 

aSSURacheV caQ heOS ideQWif\/deVigQ iQhibiWRUV WhaW cRXOd be UaSidO\ WeVWed RU eYeQ 

deSOR\ed aV Whe\ Pa\ be dUXgV SUeYiRXVO\ OiceQVed fRU RWheU XVeV. OXU VWXd\ aOVR haV 

cRQQRWaWiRQV fRU UeOaWed YiUXVeV VXch aV HeQdUa aQd RWheU PaUaP\[RYiUXVeV. IPSRUWaQWO\, 

RXU PRdeOV aQd Whe Zeb SageV Ze haYe cUeaWed cRXOd be PRdified WR VeUYe aV a SRUWaO WR 

VWXd\ Whe eSidePiRORg\ Rf Whe YiUXV VhRXOd WheUe be fXUWheU RXWbUeaNV. 

The SUeYiRXV chaSWeUV deaOW ZiWh Whe VWXd\ aQd chaUacWeUi]aWiRQ Rf SURWeiQ-SURWeiQ aQd 

SURWeiQ-VPaOO PROecXOe iQWeUfaceV. IQ WhiV chaSWeU, Ze deVcUibe deVigQiQg SeSWide iQhibiWRUV 

aQd SUedicWiQg VPaOO PROecXOe iQhibiWRUV WhaW ZRXOd biQd WR NiSah SURWeiQV, iQhibiWiQg WheP. 

IQ addiWiRQ WR WheVe, Ze aOVR chaUacWeUi]ed UeVidXe eQYiURQPeQWV iQ SURWeiQV, Zhich Ze 

deVcUibed iQ Whe Qe[W chaSWeU. 
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Chapter 10 - Characterizing residue environments in proteins 
to develop environment dependent substitution matrices 

1. Different residues prefer different environments in protein 
2. Creation of amino acid substitution matrices at different depth levels 
3. Comparison of the different amino acid substitution matrices to check 

difference in substitution patterns in different environments 
4. Utilizing the matrices to predict deleterious mutations 

This work was done in collaboration with Nida Farheen. 
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1. Introduction 

The 3D structure of a protein is key to determining its function or biological role. The 

primary sequence of a protein folds into a particular 3D shape, given a particular set of 

conditions [339]. The number of shapes that proteins fold into is limited, and by various 

estimates, is of the order of 1,000 [340]. It is believed that the native fold of a protein is 

its minimum energy conformation [341]. This conformation is solely dependent on its 

amino acid sequence. Any changes to the amino acid chain would result in a perturbation 

of this 3D structure. 

With respect to mutations of amino acids in proteins, one of the key questions to answer 

would be to determine if the mutations could change the conformation of the protein 

sufficiently enough to affect function. Note that the function of a protein could also be 

affected by mutations that need not necessarily change its 3D shape. For the purposes 

of this study, we are only interested in those mutations that affect the stability of the 3D 

structure of the protein. Our motivation arises from the fact that ~80% of the Mendelian-

disease-associated single mutations are a consequence of protein destabilization [342]. 

The effects of a single point mutation in a protein sequence are felt most acutely by its 

immediate spatial neighbors. In essence, every single amino acid in a protein is 

embedded in its own characteristic microenvironment. In this study, we are going to utilize 

this feature of residue depth [7] to characterize residue microenvironment and to 

determine how the immediate neighborhood of an amino acid is affected by mutation.                                                  

An observation that is crucial to our study is that the amino acid abundance at different 

depth levels is markedly different (Figure 1). The depth preferences of some of the amino 

acids could be categorized based on the nature of their side chains. The polar amino 

acids (N, Q, H, K, R, D, E) show a sharp decline in their abundance with an increase in 

depth. The hydrophobic amino acids (V, I, L, M, F) have an increase in abundance with 

an increase in depth. The amino acids S, T and G also behave like the polar amino acids 

only that the decrease in abundance is not sharp. The amino acids A, Y and W have their 

maximum abundance in an environment that is neither deep nor shallow. Cysteines, 

though considered polar by some studies, show the same behavior as non-polar residues 

while Prolines, which is sometimes considered apolar, displays the same tendency as 

polar residues. It is clear that with stratification by depth, relative abundances of amino 
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acids vary. We use this fact to compute the likelihood of amino acid substitutions. Note 

that these trends are best observed by parameterizing the protein environment using 

Depth as opposed to SASA [7]. 
 

 
Figure 1- Histograms of the relative abundance of amino acids at different depth levels 

<5 Å (blue), 5-7 Å (green) and >7 Å (orange). Normalization of the abundance was done 

depth wise. 

Computations of substitution likelihoods have been well documented [343,344] and 

widely used from aligning two sequences to one another to detecting homologous 

sequences [345,346]. The traditional substitution likelihoods bundled into the so called 

substitution matrices, such as PAM and BLOSUM, are however devoid of any context. In 

fact, amino acid substitutions involving  a pair of residues is averaged over several 

different environmental and fold contexts. In the light of secondary structure prediction 

and 3D structure modeling/evaluation exercises, amino acid environments have to be 

described accurately. This implies that an amino acid substitution table that considered 

not just the likelihoods of pairwise substitutions but also the environmental context and/or 

protein categories would be best suited for the purpose [22,347±363]. As depth is a 

concise measure of amino acid environment, we developed depth dependent substitution 

matrices that can capture the substitution likelihoods in different environments. In this 

study, we have categorized amino acids into 3 distinct environments ± residues that lie in 

depth ranges <5 Å, between 5 to 8 Å and > 8 Å. As described earlier, the relative 

abundance of the residues in these depth environments is different and hence it is likely 
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that their substitution rates would also differ in the different contexts. A symmetric 

substitution matrix was computed for each of the depth environments considering a log-

odds ratio of observed over expected frequencies. 

The efficacy of the matrices was tested by using it to predict the destabilizing effects of 

single point mutations in protein sequences. Other computational methods that address 

this question use a combination of sequence and structural information to deduce the 

effect of the mutation. The approaches for predicting mutational stability could be divided 

into sequence-based and structure-based methods. Sequence based methods such as 

SIFT[364], Polyphen[365] and SuSPect[366] rely on multiple sequence alignments of 

proteins to extract substitution trends from sequence profiles. Polyphen and SuSPect also 

utilize structure features. SuSPect incorporates the extraction of information from protein 

domains, PSSM, protein-protein network interactions, position-specific known mutants 

and is one of the methods compared to in this study. Most structure-based methods are 

based on machine learning that fit a non-linear function to experimental data. We have 

compared ourselves to several such methods including I-Mutant[367], Automute [368], 

mCSM [369], SDM[370] and DUET[371].  I-Mutant incorporates pH, temperature and 

mutation type as features in its support vector machine. Automute is based on a multi-

body statistical potential that combines energy-based and machine learning approaches. 

mCSM [369] uses a graph metric to summarize physiochemical interactions within a cutoff 

distance and train them with a Gaussian process regression model. SDM[370] is a 

statistical method that builds an environment dependent substitution matrix. DUET[371] 

is a meta-algorithm combining mCSM and SDM.  

Predictions made by the depth dependent substitution matrices were benchmarked using 

saturation mutagenesis data available for T4 Lysozyme [372] and E.coli controller for cell 

death B (CcdB) protein (Adkar et al., 2012; Tripathia et al., 2016). The accuracy of our 

predictions were compared to those made by other methods described above. 
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2. Methods 

2.1. Computation of residue depth 

Depth is a concise descriptor of an amino acid residue environment [7,8,10±12]. It is 

defined as the average distance of the atoms of the residue to their nearest bulk solvent. 

In this study, residue depth was computed by previously described methods (Tan et al., 

2013, 2011), using default parameters. Here, we have only considered protein structures 

that had only a few or no missing residues (see section 2.2). Missing residues could alter 

the distance to the closest molecule of bulk solvent and hence affect depth values. 

2.2. Pairwise alignments for matrix creation 

1607 structures were culled from the protein data bank (PDB) [278] using PISCES [139] 

and home grown scripts such that their a) sequences were non-redundant at 30% 

sequence identity, b) resolution was <3 Å with R-factor < 0.3 and c) structures were 

missing fewer than 6 contiguous residues. Missing stretches were modeled using the loop 

modeling [375] module of MODELLER [318]. Structures that had more than 6 missing 

residues were discarded, as errors in loop modeling could be significant enough to 

introduce errors in depth measurements. 

BLAST [345] was used to identify the homologs of these 1607 proteins from the PDB.  

From this, 1426 homologs of 947 structures (from the initial 1607) were chosen such that 

the e-values were less than 0.001 and pair-wise sequence identities were less than 30%. 

From these 2383 (1426 + 947) structures, 3696 pairwise structure-structure alignments 

were constructed using SALIGN [22] such that the SALIGN quality score was >= 85% 

and the length difference between the 2 aligned proteins was <35 residues. These 

alignments gave us 800,558 residue substitutions. 

2.3. Creation of depth dependent substitution matrices 

Multiple substitution matrices were created from the pair-wise structure-structure 

alignments. All matrix values, 𝑆௜,௝
ௗ , were ratios of observed over expected residue 

substitution likelihoods and were computed using similar formulae used in BLOSUM[376]. 
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𝑆௜,௝
ௗ ൌ 2 ∙ 𝑙𝑜𝑔ଶ ቆ

𝑞௜,௝
ௗ

𝑒௜,௝
ௗ ቇ 

where i and j are the residues that are being substituted to one another and d being the 

depth of the residue. Note that in these matrices, the substitution of i to j is considered 

equivalent to that of j to i. 𝑞௜,௝
ௗ  is the observed substitution probability and 𝑒௜,௝

ௗ  is the 

expected probability. The matrix values are scaled by a factor of 2 ∙ 𝑙𝑜𝑔ଶ, similar to the 

BLOSUM62 matrix. 

The observed probability is computed as 

𝑞௜,௝
ௗ ൌ

𝑓௜,௝
ௗ

∑ ∑ 𝑓௜,௝
ௗଶ଴

௝ୀଵ
ଶ଴
௜ୀଵ

 

where 𝑓௜,௝
ௗ  is the number of substitutions of residue i to j (and vice versa) at depth range 

d. The denominator is the total number of observed residue substitutions. 

The expected probability of residue substitution at the different depth ranges is given by  

𝑒௜,௝
ௗ ൌ ቊ

𝑝௜
ௗ ∗ 𝑝௝

ௗwhen𝑖 ൌ 𝑗
2 ∙ 𝑝௜

ௗ ∗ 𝑝௝
ௗwhen𝑖 ് 𝑗

 

where, pid is the probability of residue i at depth range d and is given by 

𝑝௜
ௗ ൌ 𝑞௜,௜

ௗ ൅ ෍
𝑞௜,௝

ௗ

2
௜ஷ௝

 

2.4. Database of single point mutants 

Depth dependent substitution matrices were used to predict the effect of single point 

mutations in proteins. The predictions were trained on 1966 mutations of T4 Lysozyme 

[372], where 163 of the 164 amino acids of the protein were mutated to one of 13 different 

amino acids (A, C, E, F, G, H, K, L, P, Q, R, S, and T) after removal of the key catalytic 

residues (D10, E11, R145, and R148). The prediction training was done using a grid 

search over substitution values (searched in a range of -3 to 0.25 in steps of 0.25) in the 

three depth dependent matrices that could best discriminate between deleterious 

(destabilizing) and neutral mutations.  

With the optimal parameters derived from the training set, the predictions were tested on 

another saturation mutagenesis set of 1534 mutants of the 101 residues long E. coli 
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protein Controller of cell division or death B (CcdB) (Adkar et al., 2012; Tripathia et al., 

2016) after removal of key catalytic residues (I24, I25, N95, F98, W99, G100, and I101). 

For the training and testing sets the crystal structures of T4 lysozyme (PDB code: 2LZM 

[377]) and CcdB (PDB code: 3VUB [378]) were used for depth computations. The 

experimental studies for T4 Lysozyme and CcdB ranked the severity of the mutant 

phenotype on a scale of 2-5 and 2-9 respectively. For both proteins, we considered level 

2 to represent neutral (native like) mutations and all other levels to be destabilizing. 

3. Results 

3.1. Matrix creation and optimization 

It was decided apriori to have a set of three 20 X 20 depth matrices, one each for exposed 

(E), intermediate (I) and buried (B) environments. We first determined the optimal ranges 

of depth values for these three matrices. As the computation of depth reports a mean 

value and an associated standard deviation, we decided that the minimum depth range 

for any of the 3 matrices should be 1.5 Å. The lower bound of the matrix corresponding 

to the exposed environment was set to a depth value of 2.5 Å. Its upper bound was tested 

in the range of 4.0 Å to 5.5 Å in steps of 0.5 Å. The lower bound of the intermediate matrix 

ZaV Whe XSSeU bRXQd Rf Whe e[SRVed PaWUi[. IW¶V XSSeU bRXQd ZaV WeVWed iQ Whe UaQge Rf 

its lower bound + 1.5 Å to 8.0 Å in steps of 0.5 Å. The lower bound of the buried 

environment matrix was the upper bound of the intermediate matrix and had no upper 

bound. For each combination of the three ranges, an average root mean square distance, 

DM, was computed between the matrices as  

𝐷ெ ൌ 〈ට∑ ሺ௑೔,ೕି௒೔,ೕሻమ

ଶଵ଴௜,௝ 〉   

where X and Y are either of the three matrices E, I or B (Figure 2) and Xi,j is the score for 

substituting amino acid i for j in matrix X. The depth ranges with the highest DM score 

(1.95) and hence considered optimal were (2.5-5.0 Å; 5.0-8.0 Å; > 8.0 Å). The DM score 

averages over the root mean square distances of 1.44, 1.82 and 2.60 between the matrix 

pairs of exposed-intermediate, buried-intermediate and exposed-buried respectively. 
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Figure 2- The three symmetric 20X20 depth dependent substitution at depth ranges of 

(A) <5Å, (B) 5-8Å and (C) >8Å. 
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The three depth dependent substitution matrices are all distinctly different from one 

another as can be gauged from their pairwise DM values. A closer look into the pairwise 

matrix comparison reveals that most of the substitution scores (in the integral version) are 

different (Figure 3A-C and Table 1). In all, 200 of the 210 substitution values change in 

the different matrices (see section 3.3 for detailed description of substitution trends).  

Figure 3- Histogram of score difference of matrices between (a) Intermediate and 

Exposed residues (b) Buried and Intermediate residues (c) Buried and Exposed residues. 

Table 2- Frequency of residues having a score difference of 0, +/-1,+/-2 or >+/-2 between 

the matrices for exposed and intermediate residues, intermediate and buried residues 



199 
 

and exposed and buried residues. 

Score difference 0 +/-1 +/-2 > +/-2 

Exposed-Intermediate 62 88 44 16 

Intermediate-Buried 48 86 42 34 

Exposed-Buried 25 64 55 66 

 

A test of accuracy of the matrix values was to create a regular substitution matrix. This 

composite matrix was created as described in the methods section, only this time without 

taking into consideration depth levels. When our composite matrix was compared to the 

BLOSUM62 matrix, it was identical for 49%of the substitution values and varied by +/- 1 

unit in 47% of the substitution values. Here again, we believe that the differences of +/- 1 

are mainly caused by rounding off the matrix values. This validates that the three depth 

dependent matrices are stratified versions of the regular substitution matrices. 

In order to check the consistency of the dataset, regular substitution matrices were 

created 5 times with a random sample of 80% of the data. 183 out of 210 substitutions 

(87%) had the same score in all 5 times. The remaining scores for the 27 substitutions 

varied only by +/-1. 

3.2 Depth conservation in alignments 

The substitution matrices were created from pairwise alignments of protein structures. 

Over 90% of the aligned residues had depth differences of <1.5 Å, with 81% having 

differences of <1 Å (Figure 4). The depth differences were examined for different types of 

substitutions i.e. polar to polar, polar to non-polar (or vice versa), and non-polar to non-

polar (Table 2). Polar residues substituted by other polar residue showed the least 

variation in depth as these residues are predominantly found in the outer layer of the 

protein. Non-polar to non-polar residue substitutions showed larger depth changes in 

comparison. A possible reason could be that non-polar residues are present in larger 
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proportions and interchange with one another frequently at deeper depths. In this deep 

environment, changes in amino acid size precipitously change their depth values. The 

values of depth difference for non-polar to polar substitutions (or vice versa) lie in between 

the two values discussed above. 

                                         

           Figure 4- Density plot of the depth difference between the aligned residues 

Table 2- Residue substitutions from polar to non-polar, polar to polar and non-polar to 

non-polar and the proportions that have depth difference of greater than 1Å and 1.5 Å.  

 

Type of substitution Substitutions with depth 
difference >1Å (%) 

Substitutions with depth 
difference >1.5Å (%) 

Non-polar to non-polar  24 13 

Polar to non-polar  19 10 

Polar to polar  11 5 

 

3.3 Substitution trends 

As discussed earlier, the relative abundances of the 20 amino acids at different depth 

levels are different from one another (Figure 1). It is reasonable to expect that their 

substitution rates would also vary accordingly. The depth dependent substitution matrices 

capture these variations (Figure 3). The substitution trends across depth levels show that 
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the polar amino acids are easier to substitute at deeper depths while the hydrophobic 

amino acids show the opposite trend and get harder to substitute. It should be noted 

however that this higher/lower propensity of substitution is relative and at any depth, 

amino acid self-substitutions score the highest.  

Some interesting information one can extract from the depth substitution matrices are the 

substitution trends across depth ranges. In the matrices derived in this study, there are 

six different types of substitution behaviors as we traverse from the outside of the protein 

(low depth) to the interior (high depth). Scores increase for 23 substitutions, decrease in 

52 cases and remain the same in 10 substitutions. In addition to this, 90 substitutions 

have the same score for 2 consecutive depth ranges and their first/last value increase 

(25)/decrease (65). Some substitutions showed a trend where their values in the middle 

depth range had a lower or higher score as compared to scores in the other 2 ranges (35 

out of 210, denoted as ∨ or ∧ in Figure 5). 

A closer look at the substitutions show that by and large the score for substituting one 

polar (S,T,C,Y,N,Q,D,E,K,R,H) amino acid either increases or remains the same from 

exposed to buried environments. This is possibly because in deeper environments 

substituting one polar group by another would maintain charge-charge interactions and 

leave no unpaired charges buried. Cysteine mutations buck this trend and are generally 

less favorable to mutate in deeper environments. Threonine and Serine are also less 

likely to be substituted by any of the larger polar (charged or uncharged) groups in deep 

environments. The trends for hydrophobic (G, A, V, L, I, M, W, F, P) to hydrophobic 

substitutions is in some sense the opposite of what is seen in polar residues. The deeper 

one goes into the protein the less likely it gets to substitute a non-polar group by another. 

This is probably because the difference between the individual hydrophobic groups could 

contribute to substantial differences in hydrophobic packing. The trends for substituting 

non-polar groups by polar groups (or vice versa) get more unlikely in deeper 

environments. Again, there are exceptions to this - Serine, Threonine and Cysteine are 

more amenable to being substituted by small amino acids such as Alanine and Glycine 

with increasing depth. An unusual exception is the increased likelihood of substituting 

Tryptophan by Glutamine that gets less unfavorable in the hydrophobic core.  
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The substitutions of E-H, M-Q, H-P, R-S, A-T, P-S, P-Q, C-R, C-T, A-P AND D-K that are 

disfavored (negative score) in the protein exterior become favored (positive score) in the 

hydrophobic core. The substitutions F-H, F-I, I-Y, F-V, M-V, I-M and L-Y while favored in 

the exterior become disfavored in the interior. In addition to these extreme cases, there 

are several cases of neutral mutations becoming less or more favored in different 

environments and vice versa. Several of the anomalous substitution behavior could be 

explained away by sparse observations. Cysteine, Methionine and Tryptophan, for 

instance, have low abundances and hence the computation of the observed by expected 

substitution likelihood ratios could sometimes be erroneous. The matrix as a whole, we 

believe, is largely reflective of the real substitution rates between amino acids residues. 

                      

Figure 5 - Trends in substitution scores as noticed from the three depth dependent 

matrices. Substitutions colored purple increase in value as depth increases. Those that 

decrease in value with increasing depth are colored orange. Substitutions that have a 

constant value across all the depth environments are colored grey. Substitutions that 

increase and then plateau and decrease and then plateau are colored pink and yellow 

respectively. Substitutions that are colored light and dark green are those whose values 

decrease and then increase or increase and then decrease respectively. 
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An important trend that we have not explicitly considered here is the difference in 

substitution rates between Cysteine (free thiol) and Cystine (disulphide bridged). In the 

~3,700 pairwise structure-structure alignments we have used for constructing the 

matrices we have very few Cystine substitutions (on average 25 substitutions of Cystine 

to other amino acids) and in some cases, substitutions are not observed at all. For this 

reason, the current matrices have not differentiated between Cysteine and Cystine.  

3.4 Applications of the matrix to detect deleterious single point 
mutations 

We used saturation mutagenesis data from two proteins, T4 Lysozyme and CcdB, to train 

and test a prediction schema for identifying destabilizing point mutations. The 

experimental data for both proteins described the mutagenesis data in terms of intensity 

of phenotype of the mutations. In the case of T4 Lysozyme the mutational sensitivity was 

scored on a scale of 2 to 5 while the range was 2 to 9 in the case of CcdB. For the 

computations described below we have taken a sensitivity score of 2 to imply neutral (or 

native like) mutations and all other scores to imply destabilizing mutations for both 

proteins. The datasets hence consist of 1362 (69%) and 1258 (82%) neutral mutations 

and 604 (31%) and 276 (18%) of destabilizing mutations in T4 Lysozyme and CcdB 

respectively. Our simplistic method consisted of finding threshold values in the depth 

substitution matrices using the training set data that would best distinguish between 

neutral and destabilizing mutations. The thresholds were found by a grid search that 

varied the threshold value in the range -3 to -0.25 in steps of 0.25 overall three matrices. 

The optimal threshold values (-3, -0.25 and -0.25 for the <5 Å, 5-8 Å and >8 Å depth 

matrices respectively) were then applied to evaluate the efficacy of the method over the 

testing set data. The accuracy of our binary classification method, and those of other 

methods compared to ours, was measured in terms of Sensitivity, Specificity, Precision, 

Accuracy, f1 and MCC [73][377].  

Our depth dependent substitution matrix (FADHM) method was compared to other 

popular methods including Automute [368], DUET [371], I-mutant [367], SuSPect [366], 
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msCSM [379] and SDM[370] which predict if mutations are destabilizing (Table 3). Our 

precision values (60% and 44% for T4 lysozyme and CcdB respectively) and specificity 

values (85% and 78% for T4 lysozyme and CcdB respectively) were either the highest or 

comparable to that of the other methods. Consistently, in both the training and testing 

sets FADHM has the best accuracy (75% and 78%), f1 (0.55 and 0.57) and MCC values 

(0.38 and 0.48). The next best methods for theT4 lysozyme and CcdB datasets have 

MCC values of 0.30 (I-mutant) and 0.40 (DUET) respectively. Predictions of destabilizing 

mutations by our simple method outperform other sophisticated algorithms.  

Table 3- Prediction performance comparison of different prediction techniques on (a) 

training set (T4 lysozyme) (b) testing set (CcdB). The maximum performance of each 

value measure is indicated in bold. * FADHM is Amino acid DeptH substitution Matrices 

 

Technique Sensitivity(%) Specificity(%) Precision(%) Accuracy(%) F1 MCC 

(A) 

I-mutant 56 75 50 69 0.53 0.30 

SuSPect 75 53 41 60 0.53 0.26 

Automute 70 54 41 59 0.52 0.23 

mCSM 60 70 26 68 0.37 0.22 

SDM 58 73 28 71 0.38 0.24 

DUET 61 70 27 69 0.38 0.24 

FADHM* 51 85 60 75 0.55 0.38 

(B) 

I-mutant 64 78 44 73 0.52 0.36 

SuSPect 99 21 22 35 0.36 0.21 

Automute 76 49 30 55 0.43 0.21 

mCSM 68 76 44 74 0.54 0.39 

SDM 54 81 45 75 0.49 0.33 

DUET 67 78 46 76 0.54 0.40 

FADHM 80 78 44 78 0.57 0.48 
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To check the robustness of our results we repeated the accuracy computations 10 times 

for both the training and testing sets, this time considering only a randomly selected 40% 

subset of the data. These tests showed that the average MCC value for T4 Lysozyme 

and CcdB was 0.39 with a standard deviation of 0.03 and 0.48 with a standard deviation 

of 0.02 respectively. 

4. Discussion 

In earlier studies, we had established the utility of the residue depth measure to concisely 

describe the local environment. The depth measure has been successfully used for 

diverse applications including, but not exhaustive, finding small molecule binding sites on 

proteins, predicting what single point mutations would yield temperature sensitive 

mutations and estimating the pKas of ionizable amino acids. In this study, we have used 

the depth measure in conjunction with the knowledge that the relative abundances of 

different amino acids differ in different protein environments. This suggests that the 

substitution rates of amino acids would also be different at different depths. The 3 depth 

dependent substitution matrices were hence created.  

We arbitrarily chose to create a set of three matrices to represent the substitutions in 

expose, intermediate and buried environments. The depth values (5Å and 8Å) that 

demarcated the boundaries between these 3 classes were obtained by attempting to 

maximize the differences between the matrices. The resulting matrices are quite different 

from one another and show the difference in the substitution likelihoods in different 

environments. We observed 6 different substitution trends in pairwise residue 

substitutions across different environments. The patterns include substitutions whose 

values remained unchanged, increased or decreased monotonically, 

increased/decreased and then plateaued, increase and then decreased or vice versa. 

Only 10 of the 210 substitutions remained unchanged across all three environments. The 

matrices show many expected trends such as how replacing a hydrophobic residue with 

a polar one in the buried environments is generally unfavorable. There were many 

surprising substitutions trends where the intermediate region was the most favored in 

comparison to buried and exposed environments. Some of these trends could be 
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artefacts of low abundance of residues such as Methionine, Cysteine and Tryptophan. 

The other such trends indicate that the matrices were able to capture some of the nuances 

of residue preferences and substitutions across different environments. 

We tested the matrices for their ability to detect mutations that lead to protein instability. 

Saturation mutagenesis data from T4 Lysozyme and CcdB were used as the training and 

testing sets respectively. Mutations/substitutions were considered as destabilizing if the 

substitution score (native to mutant) was less than -3.00, -0.25 and -0.25 in exposed, 

intermediate and buried environments respectively. Our somewhat simplistic approach 

outperformed other popular methods, some of which use machine learning rigorously. Of 

the 276 deleterious mutations in the CcdB test set, we accurately identified 220 while the 

next best method identified only ~160. Our method, and the others, produce a large 

number of false positives and hence a somewhat modest overall performance (MCC of 

0.38 on the training set and 0.48 on the testing set).  In comparison to the others, our 

method has low sensitivity, is comparable in terms of specificity and precision but 

outperforms in accuracy, f1 and MCC values. 

We believe that these depth dependent substitution matrices are important in describing 

the internal environments of proteins. Further developments of these potentials could 

include the creation of asymmetric substitution matrices as the relative abundances of 

different amino acids in the different environments vary. These matrices should be able 

to improve the accuracy in aligning distantly related homologues with one another. This 

is the first of what we expect to be a series of studies to learn from substitution likelihoods 

in different protein environments. 
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Chapter 11 - Conclusions and Future Prospects 
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PURWeiQV aUe eVVeQWiaO µZRUNfRUce¶ of the cell that interact with one another and other 

biomolecules to carry out its functions. The protein surfaces can be characterized 

structurally and physicochemically to study the binding interface on them.  

To structurally describe the protein-protein interfaces we created a library of all protein-

protein and domain-domain interfaces. Domain-domain interfaces were used in our study 

as during evolution protein chains can join together to form a larger protein, hence 

converting a chain-chain interface into a domain-domain interface or vice versa (when 

protein domains split into different chains). Hence, we assume that chain-chain interfaces 

and domain-domain interfaces would be structurally similar and can hence be studied 

together. The library was clustered by structural folds (CATH nomenclature), though an 

ideal structural clustering would involve an all against all comparison for the clustering. 

An all against all structural comparison was intractable given a large number of protein 

structures (178,485 structures leading to 178,485178,485 comparisons). As a result of 

foldwise clustering, we saw that certain domain-domain interfaces were structurally 

similar to chain-chain interfaces. Certain folds such as Rossmann fold, Immunoglobulin-

like fold can interact with a large number of folds because of the sheer diversity in its 

sequences. Certain comparisons of interfaces across protein folds also show that 

interfaces can be topologically similar irrespective of the topology of the protein. 

We also identified small molecule binding sites at protein-protein interfaces, which can be 

targeted by peptides/small molecules and hence inhibit the formation of that protein 

complex. This has immense use in the field of drug targeting and modulating protein 

associations. We also physicochemically characterized and compared protein-protein 

and domain-domain interfaces based on the pair preferences of amino acids. We noticed 

that both the interfaces (chain-chain and domain-domain) have similar pair preferences 

for amino acids. However, chain-chain interfaces, have a higher preference of self-pairing 

of amino acids. This is possibly because of the presence larger number of homo-oligomer 

(involving the same fold) for a chain-chain interface as compared to domain-domain 

interfaces.  

This interface library can serve as an important repertoire to identify binding modes 

between proteins as nature reuses the geometry of the binding interface. We can also 
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utilize this library to model proteins with multiple domains where individual domains have 

been crystallized separately. A combination of both chain-chain and domain-domain 

interfaces with a topology independent structural search technique can help identify a 

larger number of templates for modeling of protein complexes and multi-domain proteins. 

This library can be used as structural templates to sample binding modes of proteins, 

hence helping in modeling protein complexes. 

The interface library contains a repertoire of structural binding modes between proteins, 

which can be used to model protein complexes of different types. However, we only 

studied coiled-coil interfaces. We developed a random forest based scoring scheme to 

predict if two coiled-coil proteins would interact with one another in a particular orientation. 

Features of the scoring scheme involve pair preferences of the interacting amino acid 

pairs in a coiled-coil motif. We utilized this scoring scheme to predict native coiled-coil 

interface interactions from non-native interactions. To showcase the utility of this scoring 

scheme, we identified the binding modes of JC virus agnoprotein to p53 and Rab-11B. 

We also modeled the complex of agnoprotein with Rab-11B based on the best scoring 

coiled-coil pose using a template coiled-coil protein. Several coiled-coil related scoring 

schemes exist, which aim to predict coiled-coil regions in proteins, oligomerization state, 

but to the best of our knowledge, this is the first scoring scheme to identify if two coiled-

coil proteins would interact in a specific orientation. This technique will be converted into 

a webserver to identify binding partners of coiled-coil proteins and model the complexes 

of these proteins. This resource can also be developed to design inhibitory peptides 

following a heptad repeat pattern that would bind to a coiled-coil protein of interest with a 

higher affinity compared to its native interacting partner. 

Along with the structural description of protein-protein interfaces, we also studied the 

residue environments at protein-protein interfaces. Not all residues at an interface prefer 

to change their environments upon complex formation. The hydrophilic amino acids do 

not prefer to get buried upon complex formation, whereas the hydrophobic amino acids 

have higher propensities to get buried. Hence the hydrophilic amino acids probably form 

the rim of the interface and the hydrophobic amino acids the core of the interface. We 

utilized these probabilities of amino acids moving from one depth level in a monomer to 
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another depth level in a complex, to develop a scoring scheme (called MODP) to score 

protein complexes. We employed MODP to identify native protein complex structures and 

to distinguish near-native structures from non-native structures in 3 different protein 

complex decoy sets. We compared our technique to another state of the art technique 

PIZSA. PIZSA outperforms MODP in ranking the native structures among its decoys. 

However, MODP (MCC in the range of 0.16-0.36) outperforms PIZSA (MCC in the range 

of 0.07-0.17) in identifying near-native structures in all the three datasets. This can be 

because of inherent differences in the scoring schemes. PIZSA involves residue level and 

atomic level propensities in the scoring and is hence able to identify native structures well. 

MODP, however, is a coarse-grained technique and hence allows the identification of 

near natives better. We can hence use PIZSA and MODP, as complementary techniques 

to each other in the identification of near-native and ranking of native interfaces. MODP 

can also be further suitably modified to identify patches on the surface of the proteins that 

are likely to undergo oligomerization. This would involve scoring surface patches and 

identifying regions on the surface with hydrophobic amino acids, which are more likely to 

form the interacting interface. To the best of our knowledge, this method would be the 

first to predict interacting regions on protein surfaces. 

We also studied the properties of protein-protein interface residues to identify the residues 

that are important for binding (hotspot residues). We developed an empirical decision tree 

based scoring scheme involving- a) depth change on complex formation, b) conservation 

and c) amino acid contact pair potential to classify hotspot residues from non-hotspot 

residues. We compared ourselves (DepthCon) with other state of the art scoring 

schemes. DepthCon yielded an MCC of 0.46+/-0.01 across 1 training and 4 testing sets. 

Whereas the best technique, PredHS-Ensemble had an MCC of 0.48+/-0.13. The higher 

standard deviation of PredHS-Ensemble indicates that PredHS-Ensemble performs well 

in certain cases whereas fails in certain others, whereas DepthCon has similar 

performances across different datasets. This technique can be converted to a web server 

for use by the scientific community to predict hotspot regions in proteins. Identification of 

these hotspot residues can help modulate the interaction strength of a complex by 

mutation of the hotspot residues. 
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Along with the characterization of protein-protein interfaces we also structurally studied 

protein-small molecule interfaces. We did a pilot study with the small molecule Nutlin to 

predict its off target proteins. Nutlin binds to Mdm2, which is upregulated in a lot of cancer 

and is under clinical trials for cancers caused by upregulated Mdm2. We carved the 

binding pocket of Nutlin on Mdm2 and utilized CLICK to identify structurally similar binding 

pockets in other proteins (off target). We identified 49 human proteins with a structurally 

similar binding pocket of Nutlin as on Mdm2. We also computationally accessed the 

binding strength of these complexes by MM/GBSA, docking scores and molecular 

dynamics simulations. We were able to predict binding pockets of Nutlin, which were 

inaccessible to docking tools. Most of the docking tools sample poses of the small 

molecule, keeping the protein rigid. Flexible docking, however, allows movement of the 

side chain residues, and is computationally intensive. However, the inherent flexibility of 

the structural match (non-zero RMSD between the 2 structures being matched) allows us 

to predict binding pockets, which might be inaccessible in the crystal structure but are 

accessible in its natural environment because of thermal fluctuations. The binding to one 

of the predicted off target protein, Gamma-glutamyl hydrolase was also experimentally 

verified by thermal shift assay. Gamma glutamyl hydrolase has been associated with 

arthritis and cancer and hence Nutlin might be a useful drug against these conditions 

(drug repurposing). Hence, this method can be used for prediction of off target effects of 

drugs and drug repurposing. 

In addition to studying the off target effects of Nutlin, we also predicted the binding pockets 

of drugs with experimentally verified off targets. We predicted the binding pocket of 6 

drugs (Cetirizine, Disopyramide, Doxorubicin, Fluoxetine, Paroxetine and Rabeprazole) 

on 2 proteins (DRD3 and HRH1). Both these proteins are transmembrane proteins and 

most of the predictions (~80%) made by us were on the extra-cellular region of the 

proteins, where, a large number of ligands were already known to bind. The predicted 

binding site for a most of the cases (~80%) was on a site with an already bound ligand in 

the crystal structure. This further validates our prediction as previous studies point 

towards multiple drugs binding to the same binding pocket. This technique developed by 

us can be useful in predicting off target effects of drugs with known complexes, on human 

proteins and also help in drug repurposing. This study can be made more extensive by 
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inclusion of computational models of human proteins during the prediction. The CLICK 

based structural match, does not take into consideration the physicochemical properties 

of the binding site. Hence, it become important to develop appropriate scoring schemes 

to score the protein-small molecule complexes. 

Along with studying protein-protein and protein-small molecule interfaces, we also 

designed and predicted inhibitors against all the 9 proteins of Nipah virus. We modeled 

the proteome of the virus and computationally designed 4 peptide inhibitors against 3 

proteins (G, F and M proteins) and 146 small molecule inhibitors against 5  proteins (F, 

G, M, N and P proteins). We increased the structural coverage of the Nipah proteome by 

90% of what was deposited in the PDB. We computationally accessed the stability of all 

4 peptide inhibitors and 13 of the top shortlisted small molecules. MM/PBSA calculations 

were used to computationally analyze the stability of binding. All of the peptide inhibitors 

and 9 of the small molecule ligands provided favorable binding free energy from the 

MM/PBSA calculations. We also analyzed the drug resistance of the predicted/designed 

inhibitors against the different strains of the Nipah virus. None of the sequence variations, 

other than 1, in the binding pocket of the inhibitor, had a negative BLOSUM substitution 

score indicating conservative substitutions. The one mutation that had a non-negative 

substitution score had its side chain pointing away from the binding site. Hence, we 

assume that the predicted/designed inhibitors will be effective against the different strains 

of the Nipah virus. We tackled the prediction of therapeutics on a proteome wide scale 

and these molecules can serve as the starting points for drug development. 

Besides studying protein surfaces for protein-protein and protein-small molecule 

interactions, we also characterized residue environments in proteins. Different amino 

acids prefer to be at different environments in a protein. We characterized the amino acid 

environments using a parameter called residue depth, which is the distance of the residue 

from the nearest bulk solvent molecule. The hydrophilic amino acids prefer to be on the 

surface (lower depth) while the hydrophobic amino acids prefer to be buried (higher 

depth). Since amino acids prefer to be in different environments, the rate of substitution 

will also be different depending on the environment. We computed the rates of 

substitution of the different amino acids at different depth levels (exposed, intermediate 
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and buried) and created 3 depth dependent amino acid substitution matrices (FADHM). 

These 3 matrices captured the substitution trends in these different environments. We 

noticed that depending on the nature of amino acid substitution, their substitution trends 

vary in different depth levels. We utilized these matrices to predict deleterious mutations 

in proteins on a test set of CcdB mutations containing 1534 mutations, of which 276 

mutations were deleterious. FADHM was able to predict 220 mutations (MCC 0.48) 

whereas the next best technique (DUET) predicted only 160 (MCC 0.40). The substitution 

matrices can be further improved and utilized to improve structure-sequence alignments 

of proteins, hence improving the quality of models predicted by homology based structure 

modeling. These matrices can be modified to asymmetric matrices or family based 

matrices, but we are unsure of the presence of adequate structural data for such studies. 

This thesis encompasses various structural and residue environment based 

characterization of proteins with the specific aim of studying protein-protein and protein-

small molecule interfaces. The work carried out in this thesis has multiple applications in 

the prediction of deleterious mutations in proteins, sampling and scoring protein-protein 

complex models, scoring and modeling coiled-coil proteins, identification of hotspot 

residues, predicting off target effects of drugs and drug repurposing. 
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