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#### Abstract

The major theme of this thesis is the study on multiplicity results for fractional elliptic equations and system of equations. The thesis is mainly divided into three parts. In the first part, existence and multiplicity of positive solutions for perturbed nonlocal scalar field equation with subcritical nonlinearity and nonhomogeneous terms have been studied, and the global compactness result has been proved. The second part deals with Fractional Hardy-Sobolev equation involving critical nonlinearity and nonhomogeneous term. The existence of at least two positive solutions is obtained provided the corresponding nonhomogeneous terms are small enough in the dual space norm. Besides the profile decomposition for the Palais-Smale sequences of the associated energy functional has been accomplished. Third part comprises of the study of nonhomogeneous weakly coupled nonlocal system of equations with critical and subcritical nonlinearities. Firstly, the existence of a positive solution exploiting the local geometry of the associated functional near the origin is achieved. Then proving the global compactness result (which gives the complete description of the associated Palais Smale sequences for the system), the existence of two positive solutions is obtained under some suitable conditions on the nonhomogeneous terms. In addition, considering the corresponding homogeneous system, uniqueness for the ground state solution has been proved.


## Notation

The following symbols will be used throughout the thesis.
$\mathbb{R}$ : the set of real numbers.
$\mathbb{N}$ : the set of natural numbers.
$\mathbb{R}^{N}: N$ - fold cartesian product of $\mathbb{R}$ with itself.
$B_{r}:$ Ball in $\mathbb{R}^{N}$ of radius $r$ centered at origin.
$B(x, r):$ Ball in $\mathbb{R}^{N}$ of radius $r$ centered at $x$.
$C\left(\mathbb{R}^{N}\right)$ : the set of continuous functions on $\mathbb{R}^{N}$.
$C_{c}\left(\mathbb{R}^{N}\right)$ : the set of continuous functions on $\mathbb{R}^{N}$ with compact support.
$C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ : the space of smooth functions from $\mathbb{R}^{N} \rightarrow \mathbb{R}$ with compact support.
$H^{s}\left(\mathbb{R}^{N}\right)=W^{s, 2}\left(\mathbb{R}^{N}\right):$ fractional Sobolev space.
$H^{-s}\left(\mathbb{R}^{N}\right)$ : The dual space of $H^{s}\left(\mathbb{R}^{N}\right)$.
$\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ : Homogeneous fractional Sobolev Space.
$\left(\dot{H}^{s}\left(\mathbb{R}^{N}\right)\right)^{\prime}:=$ The dual space of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$
$\Delta$ : the Laplace Operator defined by $\Delta u=\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}} u$ for any function
$u: \mathbb{R}^{N} \rightarrow \mathbb{R}$, real valued measurable function.
$(-\Delta)^{s}$ : the fractional-Laplacian Operator.
$f_{B(x, R)} u \mathrm{~d} x$ : average integral of $u$ over the ball of radius $R$ centered at $x$.
$\|\cdot\|_{X}:$ Norm in the Banach space $X$.
$S$ : Best Sobolev Constant.
$2_{s}^{*}$ : the fractional critical Sobolev exponent $\frac{2 N}{N-2 s}$.
$\square$ : end of a proof.

## Chapter 1

## Introduction

The main objective of the thesis is to study existence and multiplicity of solutions to various class of nonlocal elliptic equations and system of equations. Over the last few decades fractional Laplace operator drew much attention both in pure and applied mathematics point of view. The fractional Laplacian and these types of operators arise in natural way in many different contexts such as the thin obstacle problem, optimization, mathematical finance, phase transition, anomalous diffusion, crystal dislocation, soft thin films, ultra relativistic limits of quantum mechanics, jump Lévy process in probability theory, minimal surfaces, flame propagation, chemical reactions of liquids, population dynamics etc. To know details about this topics one might refer to [58], [41], [40] and references therein.

In contrast to classical differential operators, such as the Laplacian which is defined for a $C^{2}$ function $u$ as, $-\Delta u(x)=-\sum_{i=1}^{n} \frac{\partial^{2} u}{\partial x_{i}^{2}}(x)$ whose value at any point $x$, depends on the local behavior of function $u$ in an arbitrarily small neighborhood of $x$, where as to define $(-\Delta)^{s} u(s \in(0,1))$, one needs the information about $u$ in the entire space $\mathbb{R}^{N}$.

The contents of the thesis is mostly divided into three parts. On the
first part we have dealt with existence and multiplicity results for a class of nonlocal scalar field equation. Second part concerns about fractional HardySobolev type equation and the last part discusses about elliptic system of equations with fractional Laplacian.

Chapter 2 is devoted to the basic tools that are needed to study our problems. The contents of the thesis is mainly corresponds to a paper or preprint as follows:

## Part I:

- Bhakta, M.; Chakraborty, S.; Ganguly, D., Existence and Multiplicity of positive solutions of certain nonlocal scalar field equations, arXiv: 1910:07919 (To appear in Mathematische Nachrichten (2022)).


## Part II:

- Bhakta, M.; Chakraborty, S.; Pucci, P.; Fractional Hardy-Sobolev equations with nonhomogeneous terms, Adv. Nonlinear Anal. 10 (2021), no. 1, 1086-1116.


## Part III:

- Bhakta, M.; Chakraborty, S.; Pucci, P.; Nonhomogeneous systems involving critical or subcritical nonlinearities, Differential Integral Equations 33 (2020), no. 7-8, 323-336.
- Bhakta, M.; Chakraborty, S.; Miyagaki, O. H.; Pucci, P.; Fractional elliptic systems with critical nonlinearities, Nonlinearity 34 (2021), no. 11, 7540-7573.

The thesis is organized as follows:

- Chapter 2 consists of the background materials which are essential to study critical points of the energy functional associated to non-local
equation. First we introduce the Fractional Sobolev spaces, Fractional Laplace operator. Then we mention key differences between local and nonlocal operators. Then we define the Lusternik-Schnirelmann Category theory, Morrey Spaces, Fractional Hardy-Sobolev inequality. Contents of this chapter is based on [10, 93, 105].
- Chapter 3 corresponds to the existence and multiplicity of positive solutions of nonlocal scalar field equation with subcritical nonlinearity and with non-homogeneous term of the type

$$
\left\{\begin{align*}
(-\Delta)^{s} u+u & =a(x)|u|^{p-1} u+f(x) \text { in } \mathbb{R}^{N}  \tag{P}\\
u & >0 \text { in } \mathbb{R}^{N}, \\
u & \in H^{s}\left(\mathbb{R}^{N}\right)
\end{align*}\right.
$$

where $s \in(0,1)$ is fixed parameter, $N>2 s, 1<p<2_{s}^{*}-1:=\frac{N+2 s}{N-2 s}$, $0<a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ and $0 \not \equiv f \in H^{-s}\left(\mathbb{R}^{N}\right)$ is a nonnegative functional i.e., ${ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \geq 0$ whenever $u \geq 0$.

We establish Palais-Smale decomposition of the functional associated with the above equation. Using the decomposition, we prove that ( $\mathcal{P}$ ) admits at least two positive solutions when $a(x) \geq 1, a(x) \rightarrow 1$ as $|x| \rightarrow$ $\infty$ and $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}$ is small enough (but $f \not \equiv 0$ ). Further, we establish existence of three positive solutions to $(\mathcal{P})$, under the condition that $a(x) \leq 1$ with $a(x) \rightarrow 1$ as $|x| \rightarrow \infty$ and $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}$ is small enough (but $f \not \equiv 0$ ). Finally, we prove existence of a positive solution when $f \equiv$ 0 under certain asymptotic behavior on the function $a$. This chapter is based on the paper [24].

- Chapter 4 deals with existence and multiplicity of positive solutions of the fractional Hardy-Sobolev equations with nonhomogeneous term
of the type

$$
\left\{\begin{aligned}
(-\Delta)^{s} u-\gamma \frac{u}{|x|^{2 s}} & =K(x)^{\frac{|u|^{2} s(t)-2}{}} \frac{|x|^{t}}{t}+f(x) \quad \text { in } \quad \mathbb{R}^{N}, \\
u & \in \dot{H}^{s}\left(\mathbb{R}^{N}\right),
\end{aligned}\right.
$$

where $N>2 s, s \in(0,1), 0 \leq t<2 s<N$ and $2_{s}^{*}(t):=\frac{2(N-t)}{N-2 s}$. Clearly, $2<2_{s}^{*}(t) \leq \frac{2 N}{N-2 s}=2_{s}^{*}$. Here $0<\gamma<\gamma_{N, s}$, where $\gamma_{N, s}$ is the best Hardy constant in the fractional Hardy inequality

$$
\gamma_{N, s} \int_{\mathbb{R}^{N}} \frac{|u(x)|^{2}}{|x|^{2 s}} \mathrm{~d} x \leq \int_{\mathbb{R}^{N}}|\xi|^{2 s}|\mathcal{F}(u)(\xi)|^{2} \mathrm{~d} \xi, \quad \gamma_{N, s}=2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{4}\right)}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)} .
$$

Here and throughout $\mathscr{F}(u)$ denotes the Fourier transform of $u$.
In $\left(E_{K, t, f}^{\gamma}\right)$, the functions $K$ and $f$ satisfy the properties :
(K) $0<K \in C\left(\mathbb{R}^{N}\right), K(0)=1=\lim _{|x| \rightarrow \infty} K(x)$.
(F) $f \not \equiv 0$ is a nonnegative functional in the dual space $\dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime}$ of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$, i.e. whenever $u$ is a nonnegative function in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ then ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}} \geq 0$.

We establish the profile decomposition of the Palais-Smale sequence of the functional associated to $\left(E_{K, t, f}^{\gamma}\right)$. Further, if $K \geq 1$ and $\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}$ is small enough (but $f \not \equiv 0$ ), we establish existence of at least two positive solutions to the above equation. This chapter is based on the paper [27].

- Chapter 5 deals with existence, uniqueness/multiplicity of positive solutions to the following nonlocal system of equations

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u+\gamma u=\frac{\alpha}{\alpha+\beta}|u|^{\alpha-2} u|v|^{\beta}+f(x) \text { in } \mathbb{R}^{N}, \\
(-\Delta)^{s} v+\gamma v=\frac{\beta}{\alpha+\beta}|v|^{\beta-2} v|u|^{\alpha}+g(x) \text { in } \mathbb{R}^{N}, \\
u, v>0 \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

where $N>2 s, \alpha, \beta>1, \alpha+\beta \leq 2_{s}^{*}, 2_{s}^{*}:=2 N /(N-2 s), f, g$ are nontrivial nonnegative functionals in the dual space of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ if $\alpha+\beta=2_{s}^{*}$ and of $H^{s}\left(\mathbb{R}^{N}\right)$ if $\alpha+\beta<2_{s}^{*}$, while $\gamma=0$ if $\alpha+\beta=2_{s}^{*}$ and $\gamma=1$ if $\alpha+\beta<2_{s}^{*}$.

First via a minimization argument exploiting the local geometry of the associated functional near the origin we prove the existence of one positive solution whose energy is negative provided the non-homogeneous terms are small enough in the dual norm. This part is based on the paper [26].

When $\gamma=0, \alpha+\beta=2_{s}^{*}$ and $f=0=g$, we show that the ground state solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ is unique. On the other hand, when $f$ and $g$ are nontrivial nonnegative functionals with $\operatorname{ker}(f)=\operatorname{ker}(g)$, then we establish the existence of at least two different positive solutions of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ provided that $\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}$ and $\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}$ are small enough. Moreover, we also provide a global compactness result, which gives a complete description of the Palais-Smale sequences of the above system. This part of the chapter is based on the paper [25].

## Chapter 2

## Nonlocal Framework and Variational Tools

This chapter is devoted to the basic definitions and results regarding fractional Sobolev spaces and fractional nonlocal operators that will be used throughout the thesis. Almost every results presented in this chapter is well known. First three sections of this chapter is written in the spirit of [93], [58]. On the last two sections we briefly discuss about Morrey space and fractional Hardy-Sobolev inequality. Most of the proofs have been omitted.

### 2.1 Fourier transform of tempered distributions

First we introduce the notion of Fourier transform of a tempered distribution. We consider the Schwartz space consisting of $C^{\infty}\left(\mathbb{R}^{N}\right)$ functions which, together with all its derivatives of all orders, decrease to zero at infinity faster than any power of $|x|^{-1}$. More precisely, we define

$$
\mathscr{S}\left(\mathbb{R}^{N}\right):=\left\{\phi \in C^{\infty}\left(\mathbb{R}^{N}\right): \forall \alpha, \beta \in \mathbb{N}_{0}^{N}, \sup _{x \in \mathbb{R}^{N}}\left|x^{\alpha} D^{\beta} \phi(x)\right|<\infty\right\},
$$

whose topology is generated by the seminorms $\left\{p_{j}\right\}_{j \in \mathbb{N}}$ defined as:

$$
p_{j}(\phi):=\sup _{x \in \mathbb{R}^{N}}(1+|x|)^{j} \sum_{|\alpha| \leq j}\left|D^{\alpha} \phi(x)\right|,
$$

where $\phi \in \mathscr{S}\left(\mathbb{R}^{N}\right)$.
For any $\phi \in \mathscr{S}\left(\mathbb{R}^{N}\right)$, denoting the space variable $x \in \mathbb{R}^{N}$ and the frequency variable $\xi \in \mathbb{R}^{N}$, the Fourier transform of $\phi$ is defined as

$$
\begin{equation*}
\mathscr{F} \phi(\xi)=\hat{\phi}(\xi):=\int_{\mathbb{R}^{N}} e^{-2 \pi i x \cdot \xi} \phi(x) \mathrm{d} x . \tag{2.1.1}
\end{equation*}
$$

We note that, for every $\phi \in \mathscr{S}\left(\mathbb{R}^{N}\right)$, we have $\mathscr{F} \phi \in \mathscr{S}\left(\mathbb{R}^{N}\right)$. The inverse Fourier transform is given by

$$
\begin{equation*}
\mathscr{F}^{-1} \phi(x):=\int_{\mathbb{R}^{N}} e^{2 \pi i x \cdot \xi} \hat{\phi}(\xi) \mathrm{d} \xi \tag{2.1.2}
\end{equation*}
$$

It can be proved that the map $\phi \mapsto \hat{\phi}$ is a continuous linear map of $\mathscr{S}\left(\mathbb{R}^{N}\right)$ into itself with a continuous inverse and hence the Fourier transform is a (topological) isomorphism of $\mathscr{S}\left(\mathbb{R}^{N}\right)$ onto itself.

Now, let $\mathscr{S}^{\prime}\left(\mathbb{R}^{N}\right)$ be the topological dual of $\mathscr{S}\left(\mathbb{R}^{N}\right)$ and this space is called the space of tempered distributions. If $T \in \mathscr{S}^{\prime}\left(\mathbb{R}^{N}\right)$, the Fourier transform of $T$ can be defined as the tempered distribution given by

$$
\langle\mathscr{F} T, \phi\rangle:=\langle T, \mathscr{F} \phi\rangle,
$$

for every $\phi \in \mathscr{S}\left(\mathbb{R}^{N}\right)$, where $\langle\cdot, \cdot\rangle$ denotes the usual duality bracket between $\mathscr{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and $\mathscr{S}\left(\mathbb{R}^{N}\right)$. We have for

$$
\phi \in \mathscr{S}\left(\mathbb{R}^{N}\right), \quad\|\phi\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\|\hat{\phi}\|_{L^{2}\left(\mathbb{R}^{N}\right)}
$$

which leads us to the extension of the Fourier transform to another class of functions:

Theorem 2.1.1. (Plancherel) There exists a unique isometry $\mathscr{P}: L^{2}\left(\mathbb{R}^{N}\right) \rightarrow$ $L^{2}\left(\mathbb{R}^{N}\right)$ which is surjective such that $\mathscr{P}(\phi)=\hat{\phi}$, for every $\phi \in \mathscr{S}\left(\mathbb{R}^{N}\right)$.

The above formula will be used to establish the equivalence between the fractional spaces $H^{s}\left(\mathbb{R}^{N}\right)$ and $\hat{H}^{s}\left(\mathbb{R}^{N}\right)$ (see Proposition 2.4.4).

### 2.2 Fractional Sobolev spaces

Let $\Omega$ be an open, smooth set in $\mathbb{R}^{N}$ and $p \in[1,+\infty)$. For any $s>0$, we would define the fractional Sobolev space $W^{s, p}(\Omega)$. If $s \geq 1$ is a positive integer, $W^{s, p}(\Omega)$ denotes the classical Sobolev space equipped with the standard norm

$$
\|u\|_{W^{s, p}(\Omega)}:=\sum_{0 \leq|\alpha| \leq s}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)},
$$

for every $u \in W^{s, p}(\Omega)$. We are interested in the cases where $s \notin \mathbb{N}$. Now, for a fixed $s \in(0,1)$, the Sobolev space $W^{s, p}(\Omega)$ is defined as:

$$
\begin{equation*}
W^{s, p}(\Omega):=\left\{u \in L^{p}(\Omega): \frac{|u(x)-u(y)|}{|x-y|^{\frac{N}{p}+s}} \in L^{p}(\Omega \times \Omega)\right\} \tag{2.2.1}
\end{equation*}
$$

endowed with the norm

$$
\begin{equation*}
\|u\|_{W^{s, p}(\Omega)}:=\left(\int_{\Omega}|u(x)|^{p} d x+\iint_{\Omega \times \Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+s p}} d x d y\right)^{\frac{1}{p}}, \tag{2.2.2}
\end{equation*}
$$

where the term

$$
\begin{equation*}
[u]_{W^{s, p}(\Omega)}:=\left(\iint_{\Omega \times \Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+s p}} d x d y\right)^{\frac{1}{p}} \tag{2.2.3}
\end{equation*}
$$

is the Gagliardo seminorm of $u$. For $s>1, s \notin \mathbb{N}$, we can write $s=k+\tau$, for $\tau \in(0,1)$. Then we define,

$$
W^{s, p}(\Omega):=\left\{u \in W^{k, p}(\Omega): D^{\alpha} u \in W^{\tau, p}(\Omega) \text { for any } \alpha \text { such that }|\alpha|=k\right\} .
$$

This space is equipped with the norm

$$
\|u\|_{W^{s, p}(\Omega)}:=\left(\|u\|_{W^{k, p}(\Omega)}^{p}+\sum_{|\alpha|=m}\left\|D^{\alpha} u\right\|_{W^{\tau, p}(\Omega)}^{p}\right)^{\frac{1}{p}}
$$

for every $u \in W^{s, p}(\Omega)$. The space $W^{s, p}(\Omega)$ is a well defined Banach space for every $s>0$.

### 2.2.1 Embedding results

This subsection deals with the embeddings of fractional Sobolev spaces into Lebesgue spaces. Some basic facts are recalled briefly. For details, see [58, Sections 6 and 7], [93, Section 1.2.1].

Proposition 2.2.1. Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ and $1 \leq p<\infty$. Then the following assertions hold true:
(a) If $0<s \leq s^{\prime}<1$, then the embedding

$$
W^{s^{\prime}, p}(\Omega) \hookrightarrow W^{s, p}(\Omega)
$$

is continuous. Hence, there exists a constant $C_{1}(N, s, p) \geq 1$ such that

$$
\|u\|_{W^{s, p}(\Omega)} \leq C_{1}(N, s, p)\|u\|_{W^{s^{\prime}, p}(\Omega)},
$$

for any $u \in W^{s^{\prime}, p}(\Omega)$.
(b) If $0<s<1$ and $\Omega$ is of class $C^{0,1}$ (that is, with the Lipschitz boundary) and with bounded boundary $\partial \Omega$, then the embedding

$$
W^{1, p}(\Omega) \hookrightarrow W^{s, p}(\Omega)
$$

is continuous. Hence, there exists a constant $C_{2}(N, s, p) \geq 1$ such that

$$
\|u\|_{W^{s, p}(\Omega)} \leq C_{2}(N, s, p)\|u\|_{W^{1, p}(\Omega)},
$$

for any $u \in W^{1, p}(\Omega)$.
(c) If $s^{\prime} \geq s>1$ and $\Omega$ is of class $C^{0,1}$, then the embedding

$$
W^{s^{\prime}, p}(\Omega) \hookrightarrow W^{s, p}(\Omega)
$$

is continuous.
Proof. For proofs, see Proposition 2.1, Proposition 2.2 and Corollary 2.3 in [58].

Now let us recall some basic properties about continuous (compact) embeddings of the fractional Sobolev spaces $W^{s, p}$ into Lebesgue spaces. We divide our discussion in three different cases : (i) $s p<N$, (ii) $s p=N$, (iii) $s p>$ $N$. Proofs of the following results can be found in [58, Sections 6-8].

Case 1: $s p<N$
Theorem 2.2.2. Let $s \in(0,1)$ and $p \in[1,+\infty)$ such that $s p<N$. Then there exists a positive constant $C:=C(N, p, s)$ such that, for any $u \in W^{s, p}\left(\mathbb{R}^{N}\right)$,

$$
\|u\|_{L^{p_{s}^{*}\left(\mathbb{R}^{N}\right)}}^{p} \leq C \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+p s}} d x d y
$$

where the exponent

$$
p_{s}^{*}:=\frac{N p}{N-p s}
$$

is the so-called fractional critical exponent . Consequently, the space $W^{s, p}\left(\mathbb{R}^{N}\right)$ is continuously embedded in $L^{q}\left(\mathbb{R}^{N}\right)$ for any $q \in\left[p, p_{s}^{*}\right]$. Moreover, the embedding $W^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow L_{\text {loc }}^{q}\left(\mathbb{R}^{N}\right)$ is compact for every $q \in\left[p, p_{s}^{*}\right)$.

Definition 2.2.3 (Extension domain). For any $s \in(0,1)$ and any $1 \leq p<$ $\infty$, we say that an open set $\Omega \subseteq \mathbb{R}^{N}$ is an extension domain for $W^{s, p}(\Omega)$ if there exists a positive constant $C \equiv C(n, p, s, \Omega)$ such that for every function $u \in W^{s, p}(\Omega)$ there exists $\tilde{u} \in W^{s, p}\left(\mathbb{R}^{N}\right)$ with $\tilde{u}(x)=u(x)$ for all $x \in \Omega$ and $\|\tilde{u}\|_{W^{s, p}\left(\mathbb{R}^{N}\right)} \leq C\|u\|_{W^{s, p}(\Omega)}$.

In an extension domain $\Omega$, the following embedding result holds:
Theorem 2.2.4. Let $s \in(0,1)$ and $p \in[1,+\infty)$ such that $s p<N$. Let $\Omega \subset$ $\mathbb{R}^{N}$ be an extension domain for $W^{s, p}$. Then there exists a positive constant $C:=C(N, p, s, \Omega)$ such that, for any $u \in W^{s, p}(\Omega)$,

$$
\|u\|_{L^{q}(\Omega)} \leq C\|u\|_{W^{s, p}(\Omega)},
$$

for any $q \in\left[p, p_{s}^{*}\right]$; that is, the space $W^{s, p}(\Omega)$ is continuously embedded in
$L^{q}(\Omega)$ for any $q \in\left[p, p_{s}^{*}\right]$. If, in addition, $\Omega$ is bounded, then the space $W^{s, p}(\Omega)$ is compactly embedded in $L^{q}(\Omega)$ for any $q \in\left[1, p_{s}^{*}\right)$.

Case 2: $s p=N$
Theorem 2.2.5. Let $s \in(0,1)$ and $p \in[1,+\infty)$ such that $s p=N$. Then there exists a positive constant $C:=C(N, p, s)$ such that for any $u \in W^{s, p}\left(\mathbb{R}^{N}\right)$,

$$
\|u\|_{L^{q}\left(\mathbb{R}^{N}\right)} \leq C\|u\|_{W^{s, p}\left(\mathbb{R}^{N}\right)}
$$

for any $q \in[p,+\infty)$; that is, the space $W^{s, p}\left(\mathbb{R}^{N}\right)$ is continuously embedded in $L^{q}\left(\mathbb{R}^{N}\right)$ for any $q \in[p,+\infty)$.

For an extension domain $\Omega$, the following embedding results hold:
Theorem 2.2.6. Let $s \in(0,1)$ and $p \in[1,+\infty)$ such that $s p=N$. Let $\Omega \subset \mathbb{R}^{N}$ be an extension domain for $W^{s, p}(\Omega)$. Then there exists a positive constant $C:=C(N, p, s, \Omega)$ such that, for any $u \in W^{s, p}(\Omega)$,

$$
\|u\|_{L^{q}(\Omega)} \leq C\|u\|_{W^{s, p}(\Omega)},
$$

for any $q \in[p,+\infty)$; that is, the space $W^{s, p}(\Omega)$ is continuously embedded in $L^{q}(\Omega)$ for any $q \in[p,+\infty)$. If, in addition, $\Omega$ is bounded, then the space $W^{s, p}(\Omega)$ is compactly embedded in $L^{q}(\Omega)$ for any $q \in[1,+\infty)$.

Case 3: $s p>N$
We denote by $C^{0, \alpha}(\Omega)$ the space of Hölder continuous functions endowed with the standard norm

$$
\|u\|_{C^{0, \alpha}(\Omega)}:=\|u\|_{L^{\infty}(\Omega)}+\sup _{x, y \in \Omega, x \neq y} \frac{|u(x)-u(y)|}{|x-y|^{\alpha}} .
$$

Theorem 2.2.7. Let $s \in(0,1)$ and $p \in[1,+\infty)$ such that $s p>N$. Let $\Omega$ be a $C^{0,1}$ domain of $\mathbb{R}^{N}$. Then there exists a positive constant $C:=C(N, p, s, \Omega)$ such that for any $u \in W^{s, p}(\Omega)$, we have,

$$
\|u\|_{C^{0, \alpha}(\Omega)} \leq C\|u\|_{W^{s, p}(\Omega)},
$$

with $\alpha:=(s p-N) / p$; that is, the space $W^{s, p}(\Omega)$ is continuously embedded in $C^{0, \alpha}(\Omega)$.

As a consequence of Theorem 2.2.7, we have the following result.
Corollary 2.2.8. Let $s \in(0,1)$ and $p \in[1,+\infty)$ such that $s p>N$. Let $\Omega$ be a $C^{0,1}$ bounded domain of $\mathbb{R}^{N}$. Then the embedding

$$
W^{s, p}(\Omega) \hookrightarrow C^{0, \beta}(\Omega)
$$

is compact for every $\beta<\alpha$, with $\alpha:=(s p-N) / p$.

### 2.2.2 The Sobolev space $H^{s}(\Omega)$

This section is devoted to the case $p=2$ where we deal its relation with the fractional Laplacian. Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ and denote

$$
H^{s}(\Omega):=W^{s, 2}(\Omega),
$$

for any $s \in(0,1)$. In this case, we note that the preceding fractional Sobolev space turns out to be a Hilbert space. The inner product on $H^{s}(\Omega)$ is defined by

$$
\langle u, v\rangle_{H^{s}(\Omega)}:=\int_{\Omega} u(x) v(x) \mathrm{d} x+\iint_{\Omega \times \Omega} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y
$$

for any $u, v \in H^{s}(\Omega)$ induces the norm given in (2.2.2) when $p=2$. That is, for every $s \in(0,1)$, we have,

$$
\begin{equation*}
H^{s}\left(\mathbb{R}^{N}\right):=W^{s, 2}\left(\mathbb{R}^{N}\right)=\left\{u \in L^{2}\left(\mathbb{R}^{N}\right):[u]_{W^{s, 2}\left(\mathbb{R}^{N}\right)}<+\infty\right\} \tag{2.2.4}
\end{equation*}
$$

where $[\cdot]_{W^{s, 2}\left(\mathbb{R}^{N}\right)}$ is defined in (2.2.3).
Alternatively, we can also define the space $H^{s}\left(\mathbb{R}^{N}\right)$ via a Fourier transform, that is, we define

$$
\begin{equation*}
\hat{H}^{s}\left(\mathbb{R}^{N}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}}\left(1+|y|^{2 s}\right)|\mathscr{F} u(y)|^{2} d x<+\infty\right\} \tag{2.2.5}
\end{equation*}
$$

for any $s>0$ and

$$
\hat{H}^{s}\left(\mathbb{R}^{N}\right):=\left\{u \in \mathscr{S}^{\prime}: \int_{\mathbb{R}^{N}}\left(1+|y|^{2}\right)^{s}|\mathscr{F} u(y)|^{2} d x<+\infty\right\}
$$

for every $s<0$.
The equivalence between the space $\hat{H}^{s}\left(\mathbb{R}^{N}\right)$ defined in (2.2.5) and the one defined by the Gagliardo norm in (2.2.4) is given in Proposition 2.4.4.

Theorem 2.2.2 motivates us to define, the homogeneous fractional Sobolev space is denoted by

$$
\dot{H}^{s}\left(R^{N}\right):=\left\{u \in L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right): \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y<\infty\right\},
$$

which turns out to be a Hilbert space with the inner product

$$
\langle u, v\rangle_{\dot{H}^{s}}=\iint_{\mathbb{R}^{2 N}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y
$$

and corresponding Gagliardo norm is given by

$$
\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}:=\left(\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}}=\left(\int_{\mathbb{R}^{N}}|\xi|^{2 s}|\mathscr{F}(u)(\xi)|^{2} \mathrm{~d} \xi\right)^{\frac{1}{2}}
$$

### 2.3 The Morrey Spaces

The contents of this section can be found in [31,94].
First we recall the definition of the homogeneous Morrey spaces $L^{r, \gamma}\left(\mathbb{R}^{N}\right)$, introduced by Morrey as a refinement of the usual Lebesgue spaces. A measurable function $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ belongs to the Morrey space $L^{r, \gamma}\left(\mathbb{R}^{N}\right)$, with $r \in[1, \infty)$ and $\gamma \in[0, N]$ if and only if

$$
\begin{equation*}
\|u\|_{L^{r, \gamma}\left(\mathbb{R}^{N}\right)}^{r}:=\sup _{R>0, x \in \mathbb{R}^{N}} R^{\gamma} f_{B(x, R)}|u|^{r} \mathrm{~d} y<\infty \tag{2.3.1}
\end{equation*}
$$

Note that if $\gamma=N$ then $L^{r, N}\left(\mathbb{R}^{N}\right)$ coincides with the usual Lebesgue space $L^{r}\left(\mathbb{R}^{N}\right)$ for any $r \geq 1$ and similarly $L^{r, 0}\left(\mathbb{R}^{N}\right)$ coincides with $L^{\infty}\left(\mathbb{R}^{N}\right)$. Also we
observe that $L^{r, \gamma}\left(\mathbb{R}^{N}\right)$ experiences same translation and dilation invariance as in $L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$ and therefore of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ if $\frac{\gamma}{r}=\frac{N-2 s}{2}$. Let $(u)^{x_{0}, r}$ be the function defined by

$$
(u)^{x_{0}, r}(\cdot)=r^{-\frac{N-2 s}{2}} u\left(\frac{\cdot-x_{0}}{r}\right) .
$$

By change of variable formula, one can see that the following equality holds

$$
\left\|(u)^{x_{0}, r}\right\|_{L^{r}, \frac{N-2 s_{r}}{2}}=\|u\|_{L^{r}, \frac{N-2 s}{2} r},
$$

for any $r \in\left[1,2_{s}^{*}\right]$. We recall a result from [94] which states
Theorem 2.3.1. [94, Theorem 1] For any $0<2 s<N$ there exists $a$ constant $C$ depending only on $N$ and such that, for any $2 / 2_{s}^{*} \leq \theta<1$ and for any $1 \leq r<2_{s}^{*}$,

$$
\begin{equation*}
\|u\|_{L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)} \leq\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{\theta}\|u\|_{L^{r, r(N-2 s) / 2}}^{1-\theta} \quad \text { for all } u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) . \tag{2.3.2}
\end{equation*}
$$

Again, there exists a constant $C=C(N, s)$ such that

$$
\begin{equation*}
\|u\|_{L^{r, r(N-2 s) / 2}\left(\mathbb{R}^{N}\right)} \leq C\|u\|_{L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)} \quad \text { for all } u \in L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right), \tag{2.3.3}
\end{equation*}
$$

see Theorem 2.3.1 (also see [31, (A.2)]). For further discussion on Morrey spaces, we refer the reader to [94].

Next we define the product space $L^{2, N-2 s}\left(\mathbb{R}^{N}\right) \times L^{2, N-2 s}\left(\mathbb{R}^{N}\right)$ in the standard way with

$$
\|(u, v)\|_{L^{p} \times L^{p}}:=\left(\|u\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{2}+\|v\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{2}\right)^{\frac{1}{2}}
$$

and

$$
\|(u, v)\|_{L^{2, N-2 s} \times L^{2, N-2 s}}:=\left(\|u\|_{L^{2, N-2 s}}^{2}+\|v\|_{L^{2, N-2 s}}^{2}\right)^{\frac{1}{2}} .
$$

Therefore, using Sobolev inequality and (2.3.3), it follows that

$$
\begin{equation*}
\dot{H}^{s} \times \dot{H}^{s} \hookrightarrow L^{2_{s}^{*}} \times L^{2_{s}^{*}} \hookrightarrow L^{2, N-2 s} \times L^{2, N-2 s}, \tag{2.3.4}
\end{equation*}
$$

where the embeddings are continuous.

Lemma 2.3.2. For any $0<s<N / 2$ there exists a constant $C=C(N, s)$ such that, for any $2 / 2_{s}^{*} \leq \theta<1$ and for any $1 \leq r<2_{s}^{*}$

$$
\|(u, v)\|_{L^{2_{s}^{*}} \times L^{2_{s}^{*}}} \leq C\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\|(u, v)\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}}^{1-\theta}
$$

for all $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$.

Proof. Using Theorem 2.3.1,

$$
\begin{aligned}
\|(u, v)\|_{L^{2_{s}^{*}} \times L^{2_{s}^{*}}} & =\left(\|u\|_{L^{2_{s}^{*}}}^{2}+\|v\|_{L^{2_{s}^{*}}}^{2}\right)^{\frac{1}{2}} \\
& \leq\|u\|_{L^{2_{s}^{*}}}+\|v\|_{L^{2_{s}^{*}}} \\
& \leq C\left[\|u\|_{\dot{H}^{s}}^{\theta}\|u\|_{L^{2, N-2 s}}^{1-\theta}+\|v\|_{\dot{H}^{s}}^{\theta}\|v\|_{L^{2}, N-2 s}^{1-\theta}\right] \\
& \leq C\left[\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\|u\|_{L^{2, N-2 s}}^{1-\theta}+\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\|v\|_{L^{2, N-2 s}}^{1-\theta}\right] \\
& \leq C\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\left[\|u\|_{L^{2, N-2 s}}^{1-\theta}+\|v\|_{L^{2, N-2 s}}^{1-\theta}\right] \\
& \leq C\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\left[\|(u, v)\|_{L^{2, N-2 s} \times L^{2, N-2 s}}^{1-\theta}+\|(u, v)\|_{L^{2, N-2 s} \times L^{2, N-2 s}}^{1-\theta}\right] \\
& \leq 2 C\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\|(u, v)\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}}^{1-\theta} .
\end{aligned}
$$

### 2.4 The fractional Laplacian operator

A very popular non-local operator is given by the fractional Laplacian $(-\Delta)^{s}$ with $s \in(0,1)$. This operator and its generalization appear in many areas of mathematics, like harmonic analysis, probability theory, potential theory, quantum mechanics, statistical physics etc. This section deals with the definition of this operator and its properties. For more complete discussions and comparisons regarding fractional Laplacian see [58], [40], [85].

Let $s \in(0,1)$ and define the fractional Laplacian operator $(-\Delta)^{s}: \mathscr{S} \rightarrow$
$L^{2}\left(\mathbb{R}^{N}\right)$ by

$$
\begin{align*}
(-\Delta)^{s} u(x) & :=C(N, s) \text { P.V. } \int_{\mathbb{R}^{N}} \frac{u(x)-u(y)}{|x-y|^{N+2 s}} \mathrm{~d} y  \tag{2.4.1}\\
& :=C(N, s) \lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{N} \backslash B(x, s)} \frac{u(x)-u(y)}{|x-y|^{N+2 s}} \mathrm{~d} y, \quad x \in \mathbb{R}^{N}
\end{align*}
$$

where $B(x, \varepsilon)$ is the ball centered at $x \in \mathbb{R}^{N}$ with radius $\varepsilon$ and $C(N, s)$ is the following (positive) normalization constant:

$$
\begin{equation*}
C(N, s):=\left(\int_{\mathbb{R}^{N}} \frac{1-\cos \left(\xi_{1}\right)}{|\xi|^{N+2 s}} d \xi\right)^{-1} \tag{2.4.2}
\end{equation*}
$$

with $\xi=\left(\xi_{1}, \xi^{\prime}\right), \xi^{\prime} \in \mathbb{R}^{N-1}$. The next proposition tells us that the singular integral defined in (2.4.1) can be written as a weighted second-order differential quotient.

Proposition 2.4.1. Let $s \in(0,1)$. Then for any $u \in \mathscr{S}$,

$$
\begin{equation*}
-(-\Delta)^{s} u(x)=\frac{1}{2} C(N, s) \int_{\mathbb{R}^{N}} \frac{u(x+y)+u(x-y)-2 u(x)}{|y|^{N+2 s}} \mathrm{~d} y, x \in \mathbb{R}^{N} \tag{2.4.3}
\end{equation*}
$$

For proof, see [93, Proposition 1.10].
Remark 2.4.2. The above expression in (2.4.3) discloses the fact that the fractional Laplacian is a sort of second order difference operator, weighted by a measure supported in $\mathbb{R}^{N}$ with a polynomial decay, namely

$$
-(-\Delta)^{s} u(x)=\frac{1}{2} \int_{\mathbb{R}^{N}} \delta_{u}(x, y) \mathrm{d} \mu(y)
$$

where $\delta_{\mu}(x, y):=u(x+y)+u(x-y)-2 u(x), \quad$ and $\quad \mathrm{d} \mu(y):=\frac{\mathrm{d} y}{|y|^{N+2 s}}$.
Remark 2.4.3. Let $s \in(0,1 / 2)$. Notice that for any $u \in \mathscr{S}$ and for a fixed $x \in \mathbb{R}^{N}$, we have that,

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{u(x)-u(y)}{|x-y|^{N+2 s}} \mathrm{~d} y & \leq C \int_{B(x, R)} \frac{|x-y|}{|x-y|^{N+2 s}} \mathrm{~d} y \\
& +\|u\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N} \backslash B(x, R)} \frac{1}{|x-y|^{N+2 s}} \mathrm{~d} y \\
& \leq C\left(\int_{0}^{R} \frac{1}{\rho^{2 s}} \mathrm{~d} \rho+\int_{R}^{+\infty} \frac{1}{\rho^{2 s+1}} \mathrm{~d} \rho\right)<+\infty
\end{aligned}
$$

where $C$ is a positive constant depending only on the dimension $N$ and the $L^{\infty}$ - norm of the function $u$. So, in the case $s \in(0,1 / 2)$, the integral

$$
\int_{\mathbb{R}^{N}} \frac{u(x)-u(y)}{|x-y|^{N+2 s}} \mathrm{~d} y
$$

is not singular near the point $x$, so one can get rid of the P.V. in (2.4.1).

Proposition 2.4.4. Let $s \in(0,1)$ and $C(N, s)$ be the constant defined in (2.4.2). Then, for any $u \in H^{s}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
[u]_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=2 C(N, s)^{-1} \int_{\mathbb{R}^{N}}|\xi|^{2 s}|\mathscr{F} u(\xi)|^{2} d \xi . \tag{2.4.4}
\end{equation*}
$$

Moreover, $H^{s}\left(\mathbb{R}^{N}\right)=\hat{H}^{s}\left(\mathbb{R}^{N}\right)$
For proof, see [93, Corollary 1.15].
Now we show that the fractional Laplacian $(-\Delta)^{s}$ can be viewed as a pseudo-differential operator of symbol $|\xi|^{2 s}$ (see [58, Section 3]).

Proposition 2.4.5. Let $s \in(0,1)$. Then, for any $u \in \mathscr{S}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
(-\Delta)^{s} u(x)=\mathscr{F}^{-1}\left(|\xi|^{2 s}(\mathscr{F} u)(\xi)\right)(x), x \in \mathbb{R}^{N} \tag{2.4.5}
\end{equation*}
$$

where $\mathscr{F}^{-1}$ is the inverse Fourier transform defined in (2.1.2).

For proof, (see [93, Proposition 1.17]).
The following lemma ensures the relation between the fractional Laplacian operator $(-\Delta)^{s}$ and the fractional Sobolev space $H^{s}\left(\mathbb{R}^{N}\right)$ (see [58]).

Proposition 2.4.6. Let $s \in(0,1)$ and $C(N, s)$ be the constant defined in (2.4.2). Then, for any $u \in H^{s}\left(\mathbb{R}^{N}\right)$,

$$
\begin{equation*}
[u]_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=2 C(N, s)^{-1}\left\|(-\Delta)^{s / 2} u\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} . \tag{2.4.6}
\end{equation*}
$$

For proof, see [93, Proposition 1.18].

### 2.4.1 Local vs Nonlocal operator

We list some major differences between the usual Laplacian and the fractional Laplacian. For more details one might see [1], [40] and references therein.

- 1. Let $u \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $0 \leq u(x) \leq 1$ on $\mathbb{R}^{2}$ and it satisfies

$$
u \equiv 1 \text { on } B\left(x_{0}, \frac{r}{2}\right) \text { and } \operatorname{supp}(u) \subset B\left(x_{0}, r\right), 0 \notin \overline{B\left(x_{0}, r\right)}
$$

Consider the figure below


It is easy to see that $(-\Delta) u(0)=0$. In contrast we notice that,

$$
\int_{\mathbb{R}^{2}} \frac{u(y)-u(0)}{|y|^{2+2 s}} \mathrm{~d} y \geq \int_{B\left(x_{0}, r / 2\right)} \frac{1}{|y|^{2+2 s}} \mathrm{~d} y>0
$$

and this gives $(-\Delta)^{s} u(0) \neq 0$.
The above example conveys a general message that the classical Laplacian maps a $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ function to again a $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ function, which is not the case for fractional Laplace operator.

- 2. Classical Laplacian on a function $u$ does not require any integrability assumption on $u$, whereas in order to define $(-\Delta)^{s} u$, one must assume,

$$
\int_{\mathbb{R}^{N}} \frac{|u(y)|}{1+|y|^{N+2 s}} \mathrm{~d} y<+\infty
$$

which can be understood as a local integrability complemented by a growth condition at infinity.

- 3. (All functions are locally $s$-harmonic up to a small error) It is a very well-known fact that, Harmonic functions are very rigid. For instance, in dimension 1, they reduce to linear functions and in any dimension, they never possess any local extrema. But the situation is completely different for fractional harmonic functions. In fact, we can approximate every function $f$ in $C^{k}\left(\overline{B_{1}}\right)$ by an $s$-harmonic function in $B_{1}$ that vanishes outside a compact set. This was proved in [61].
- 4. (Harnack inequality) The classical Harnack inequality says that for a nonnegative harmonic function on a ball, its oscillation can be controlled on every compactly contained subset of the ball.

The same does not hold for $s$-harmonic functions. For Harnack inequality to hold in fractional case one must assume the solution to be nonnegative on whole of $\mathbb{R}^{N}$, rather than on a given ball. For details one might see [84].

- 5. (Growth from the boundary) Roughly, solution of Laplace equations have "linear (i.e., Lipschitz) growth from the boundary", whereas for $s$-harmonic function, we only have Hölder growth from the boundary. To understand this, consider $u \in C\left(\overline{B_{1}}\right)$ which solves

$$
\left\{\begin{array}{l}
\Delta u=f \quad \text { in } B_{1} \\
u=0 \quad \text { on } \partial B_{1},
\end{array}\right.
$$

then we can show that

$$
|u(x)| \leq C(1-|x|) \sup _{B_{1}}|f| .
$$

Notice that $(1-|x|)$ represents the distance of the point $x \in B_{1}$ from the boundary $\partial B_{1}$.

In contrast, the function $u(x)=\left(x_{n}\right)_{+}^{s}$ is $s$-harmonic in the half space $\left\{x_{n}>0\right\}$. But this function is only Hölder continuous of exponent $s$ near the origin.

- 6. (Regularity up to the boundary) Roughly, solutions of Laplace equations are "smooth up to the boundary", whereas one can expect at most Hölder continuity at the boundary for solutions of fractional Laplace equation. For details regarding boundary regularity for the Dirichlet problem for fractional Laplacian one might see [99].


### 2.5 Fractional Hardy-Sobolev inequality

We study about fractional Hardy equation and fractional Hardy-Sobolev equation in some detail in Chapter 4. Fractional Hardy inequality states that for $s \in(0,1)$ and $N>2 s$ and for all $u$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ the following inequality holds:

$$
\gamma_{N, s} \int_{\mathbb{R}^{N}} \frac{|u(x)|^{2}}{|x|^{2 s}} \mathrm{~d} x \leq\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}
$$

where $\gamma_{N, s}$ is the best Hardy constant, that is

$$
\gamma_{N, s}:=\inf _{\dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}}{\left(\int_{\mathbb{R}^{N}} \frac{|x(x)|^{2}}{|x|^{2 s}} \mathrm{~d} x\right)}
$$

It has also been shown that $\gamma_{N, s}=2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)}\right.}{}$. Note that $\gamma_{N, s}$ converges to the best classical Hardy constant $\left(\frac{N-2}{2}\right)^{2}$, when $s \rightarrow 1$. For more details regarding fractional Hardy inequality we refer [73].

Lemma 2.5.1. ([75, Lemma 2.1]) For $s \in(0,1)$ and $0 \leq t<2 s<N$, there exists positive constants $C_{1}(N, s)$ and $C_{2}(N, s)$ such that

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2}{2_{s}^{*}(t)}} \leq C_{1}\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2} \quad \forall u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \tag{2.5.1}
\end{equation*}
$$

where $2_{s}^{*}(t)=\frac{2(N-t)}{N-2 s}$. Moreover, if $\gamma<\gamma_{N, s}$ then

$$
\begin{array}{r}
\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2}{2_{s}^{*}(t)}} \leq C_{2}\left(\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}-\gamma \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 s}} \mathrm{~d} x\right)  \tag{2.5.2}\\
\forall u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) .
\end{array}
$$

Proof. Here we briefly sketch the proof. Note that, for $t=0$, (2.5.1) is fractional Sobolev inequality and for $t=2 s$, (2.5.1) is fractional Hardy inequality. So it is enough to consider the case $0<t<2 s$, for which $2_{s}^{*}(t)>2$. Then we have

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x & =\int_{\mathbb{R}^{N}} \frac{|u|^{\frac{t}{s}}}{|x|^{t}}|u|^{2_{s}^{*}(t)-\frac{t}{s}} \mathrm{~d} x \\
& \leq\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 s}} \mathrm{~d} x\right)^{\frac{t}{2 s}}\left(\int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{2 s-t}{2 s}} \\
& \leq C\|u\|_{H_{s}^{s}\left(\mathbb{R}^{N}\right)}^{\omega_{s}^{*}(t)}
\end{aligned}
$$

For the first inequality we use Hölder's inequality with exponents $\frac{2 s}{t}$ and $\frac{2 s}{2 s-t}$, whereas for the last inequality we have used fractional Sobolev inequality and fractional Hardy inequality.

The proof of (2.5.2) follows directly from the above and Remark 4.0.2.

### 2.6 The Lusternik-Schnirelman Category theory

The following results due to Lusternik and Schnirelman will help us to find critical points of abstract functional on Hilbert Manifolds, in connection with the topological properties of the manifold. For detailed treatment on this topic one might look at $[9,10,105]$.

Definition 2.6.1. For a topological space $M$, a nonempty subset $A$ of $M$ is said to be contractible in $M$ if the inclusion map $i: A \hookrightarrow M$ is homotopic to a constant $p \in M$, namely there is map $\eta \in C([0,1] \times A, M)$ such that for some $p \in M$
(i) $\eta(0, u)=u$ for all $u \in A$
(ii) $\eta(1, u)=p$ for all $u \in A$

Definition 2.6.2. The ( $L-S$ ) category of $A$ with respect to $M$, denoted by $\operatorname{cat}(A, M)$, is the least non-negative integer $k$ such that $A \subset \cup_{i=1}^{k} A_{i}$, where each $A_{i}(1 \leq i \leq k)$ is closed and contractible in $M$. We set $\operatorname{cat}(\emptyset, M)=0$ and $\operatorname{cat}(A, M)=+\infty$ if there are no integers with the above property. We write $\operatorname{cat}(M)$ to denote $\operatorname{cat}(M, M)$.

Remark 2.6.3. From the definition we see that for any $A \subseteq M, \operatorname{cat}(A, M)=$ $\operatorname{cat}(\bar{A}, M)$. Moreover, for $A \subset M \subset \tilde{M}$, since contractible closed sets in $M$ are also closed and contractible in $\tilde{M}$, we have, $\operatorname{cat}(A, M) \geq \operatorname{cat}(A, \tilde{M})$.

Example 1. Let $S^{N-1}$ denotes the unit sphere in $\mathbb{R}^{N}$. Clearly, $S^{N-1}$ is not contractible in itself. But we can consider, two closed hemispheres which covers $S^{N-1}$ and contractible in $S^{N-1}$. Thus cat $\left(S^{N-1}\right)=2$. But if we consider the closed unit disc in $\mathbb{R}^{N}$, that is closed and contractible in $\mathbb{R}^{N}$ and contains $S^{N-1}$ as its boundary. Therefore, $\operatorname{cat}\left(S^{N-1}, \mathbb{R}^{N}\right)=1$.

Example 2. We can prove that $\operatorname{cat}\left(\mathbb{T}^{2}\right)=3$, where $\mathbb{T}^{2}=S^{1} \times S^{1}$ denotes the two dimensional torus in $\mathbb{R}^{3}$. In general, $\operatorname{cat}\left(\mathbb{T}^{N}\right)=N+1$, where $\mathbb{T}^{N}=$ $\mathbb{R}^{N} / \mathbb{Z}^{N}$ denotes the $N$-dimensional Torus.

The following fundamental properties of Lusternik-Schnirelman category, can be found in [10] (also see Ambrosetti [9]).

Lemma 2.6.4. For $A, B \subset M$,
(i) if $A \subset B$, then $\operatorname{cat}(A, M) \leq \operatorname{cat}(B, M)$;
(ii) $\operatorname{cat}(A \cup B, M) \leq \operatorname{cat}(A, M)+\operatorname{cat}(B, M)$;
(iii) if $A$ is closed and let $\eta \in C(A, M)$ be a deformation, then

$$
\operatorname{cat}(A, M) \leq \operatorname{cat}(\overline{\eta(A)}, M)
$$

Next we state the following property (see [9], also see [4, Proposition 2.4]) which will play a pivotal role to in the coming chapter.

Proposition 2.6.5. Suppose $M$ is a Hilbert manifold and $\Psi \in C^{1}(M, \mathbb{R})$. Assume that for $c_{0} \in \mathbb{R}$ and $k \in \mathbb{N}$,
(i) $\Psi(x)$ satisfies $(P S)_{c}$ for $c \leq c_{0}$,
(ii) $\operatorname{cat}\left(\left\{x \in M: \Psi(x) \leq c_{0}\right\}\right) \geq k$.

Then $\Psi(x)$ has at least $k$ critical points in $\left\{x \in M: \Psi(x) \leq c_{0}\right\}$.

For definition and related discussions on $(P S)_{c}$ see next chapter, Section 3.2.

Lemma 2.6.6. ( [4, Lemma 2.5]) Let $N \geq 1$ and $M$ be a topological space and $S^{N-1}$ denote the unit sphere in $\mathbb{R}^{N}$. Suppose the there exists two continuous mapping

$$
F: S^{N-1} \rightarrow M, \quad G: M \rightarrow S^{N-1},
$$

such that $G \circ F$ is homotopic to the identity map Id : $S^{N-1} \rightarrow S^{N-1}$, namely there is continuous map $\eta:[0,1] \times S^{N-1} \rightarrow S^{N-1}$ such that

$$
\begin{aligned}
& \eta(0, x)=(G \circ F)(x) \text { for all } x \in S^{N-1} \\
& \eta(1, x)=x \text { for all } x \in S^{N-1} .
\end{aligned}
$$

Then $\operatorname{cat}(M) \geq 2$.
$\qquad$

## Chapter 3

## Existence and Multiplicity of

## Positive solutions of certain

## Nonlocal Scalar Field Equations

In this chapter we study the existence and multiplicity of positive solutions to the following fractional elliptic problem in $\mathbb{R}^{N}$ :

$$
\left\{\begin{align*}
(-\Delta)^{s} u+u & =a(x)|u|^{p-1} u+f(x) \text { in } \mathbb{R}^{N}  \tag{P}\\
u & >0 \text { in } \mathbb{R}^{N}, \\
u & \in H^{s}\left(\mathbb{R}^{N}\right)
\end{align*}\right.
$$

where $s \in(0,1)$ is fixed parameter, $N>2 s, 1<p<2_{s}^{*}-1:=\frac{N+2 s}{N-2 s}$, $0<a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ and $0 \not \equiv f \in H^{-s}\left(\mathbb{R}^{N}\right)$ is a nonnegative functional i.e., ${ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \geq 0$ whenever $u \geq 0$.

Definition 3.0.1 (Positive weak solution). We say $u \in H^{s}\left(\mathbb{R}^{N}\right)$ is a positive weak solution of $(\mathcal{P})$ if $u>0$ in $\mathbb{R}^{N}$ and for every $\phi \in H^{s}\left(\mathbb{R}^{N}\right)$, we have
$\iint_{\mathbb{R}^{2 N}} \frac{(u(x)-u(y))(\phi(x)-\phi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{N}} u \phi \mathrm{~d} x=\int_{\mathbb{R}^{N}} a u^{p} \phi \mathrm{~d} x+_{H^{-s}}\langle f, \phi\rangle_{H^{s}}$, where ${ }_{H^{-s}}\langle., .\rangle_{H^{s}}$ denotes the duality bracket between $f$ and $\phi$.
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 CERTAIN NONLOCAL SCALAR FIELD EQUATIONSIn recent years, there has been a considerable interest in more general version of nonlinear scalar field equation with fractional diffusion

$$
\left\{\begin{align*}
(-\Delta)^{s} u+V(x) u & =g(x, u) \text { in } \mathbb{R}^{N},  \tag{3.0.1}\\
u & >0 \text { in } \mathbb{R}^{N}, \\
u & \in H^{s}\left(\mathbb{R}^{N}\right),
\end{align*}\right.
$$

see for e.g., the papers ( $[11,29,62,66,71,81,100]$ ) and the references quoted therein. In the physical context, equations of the type (3.0.1) arise in the study of standing waves for the fractional Schrödinger equations and fractional Klein-Gordon equations. First consider the fractional Schrödinger equation

$$
i \frac{\partial \psi}{\partial t}+(-\Delta)^{s} \psi+(V(x)+\omega) \psi=g(x, \psi)
$$

where $\psi=\psi(x, t)$ is a complex valued function defined on $\mathbb{R}^{N} \times \mathbb{R}$. Suppose we assume

$$
\begin{equation*}
g\left(x, \rho e^{i \theta}\right)=e^{i \theta} g(x, \rho), \quad \forall \rho, \theta \in \mathbb{R}, \quad x \in \mathbb{R}^{N}, \tag{3.0.2}
\end{equation*}
$$

and $g: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ and $g(x,$.$) is a continuous odd function and g(x, 0)=0$. Then one can look for standing wave solutions, i.e., $\psi(x, t)=e^{i \omega t} u(x)$, which led us to the following scalar field equation

$$
\begin{equation*}
(-\Delta)^{s} u+V(x) u=g(x, u) \text { in } \mathbb{R}^{N} . \tag{3.0.3}
\end{equation*}
$$

In context to fractional quantum mechanics, nonlinear fractional Schrödinger equation has been proposed by Laskin in ( $[86,87]$ ) in modelling some quantum mechanical phenomenon. In particular it arises in evaluating Feynman path integral from the Brownian-like to the Lévy-like quantum mechanical paths.

One may also consider fractional nonlinear Klein-Gordon equation:

$$
\psi_{t t}+(-\Delta)^{s} \psi+\left(V(x)+\omega^{2}\right) \psi=g(x, \psi)
$$

where $\psi: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{C}$ and $g$ satisfies (3.0.2). Then one can look for standing wave solutions as before and once again this will led us to the equation of type (3.0.3).

Equations of the type (3.0.3) with $s=1$ arise in various other contexts of physics, for example, the classical approximation in statistical mechanics, constructive field theory, false vacuum in cosmology, nonlinear optics, laser propagation etc (see [13, 52, 70, 78]). They are also known as nonlinear Euclidean scalar field equations (see $[21,22]$ ) which has been studied extensively in the last few decades by many Mathematicians. We recall some of the works without any claim of completeness the papers ( $[15,21,22,57,59,111]$ ) and the references quoted therein. Much of the interest has centered on the existence and multiplicity of solutions under various assumptions on the potential $V$ and the nonlinearity $g$.

Also in the nonlocal case $s \in(0,1)$, several existence and multiplicity results have been obtained for (3.0.3) using different variational techniques. Felmer et al. [66] have studied the existence and the symmetry of positive solutions to equation (3.0.3) with $V \equiv 1$ and involving a superlinear nonlinearity $g(x, u)$ satisfying the Ambrosetti-Rabinowitz condition. Frank et al. [71] have proved the uniqueness and nondegeneracy of positive ground state solutions to equation (3.0.3) with $V \equiv 1$ and $g(x, u)=|u|^{p-1} u$ where $p<2_{s}^{*}-1$. Using minimization on Nehari manifold, Secchi [100] have obtained the existence of ground state solutions to equation (3.0.3) when the nonlinearity is superlinear and subcritical, and the potential $V$ satisfies suitable assumptions as $|x| \rightarrow \infty$. Pucci et al. [97] established via Mountain Pass Theorem and Ekeland's variational principle, the existence of multiple solutions for a Kirchhoff fractional Schrödinger equations involving a nonlin-
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earity satisfying the Ambrosetti-Rabinowitz condition, a positive potential $V$ validating suitable assumptions, and in presence of a perturbation term. We refer to $[33,45,63,67,76]$ for further results related to (3.0.3).

Under the stated assumptions, problem ( $\mathcal{P}$ ) can be considered as a perturbation problem of the following homogeneous equation:

$$
\begin{align*}
& (-\Delta)^{s} w+w=w^{p} \text { in } \mathbb{R}^{N}, \\
& w>0 \text { in } \mathbb{R}^{N}  \tag{3.0.4}\\
& w \in H^{s}\left(\mathbb{R}^{N}\right)
\end{align*}
$$

In the seminal paper, Frank, Lenzmann and Silvestre in [71] proved that (3.0.4) has a unique (up to a translation) ground state solution. Further, if $w$ is any positive solution of (3.0.4), then $w$ is radially symmetric, strictly decreasing and $w \in H^{2 s+1}\left(\mathbb{R}^{N}\right) \cap C^{\infty}\left(\mathbb{R}^{N}\right)$ and satisfies the decay property:

$$
\begin{equation*}
\frac{C^{-1}}{1+|x|^{N+2 s}} \leq w(x) \leq \frac{C}{1+|x|^{N+2 s}}, \tag{3.0.5}
\end{equation*}
$$

with some constant $C>0$ depending on $N, p, s$.
Our main question is whether positive solutions can still survive after a perturbation of type $(\mathcal{P})$. This question have been studied by several authors in the local case $s=1$. The homogeneous case, i.e., $f(x) \equiv 0$ has been studied extensively by Bahri-Li [15], Berestycki-Lions [21] and Ding-Ni [59]. On the other hand for the non homogeneous case, i.e., $f(x) \not \equiv 0$ we refer the works of Bahri-Berestycki [14], Tanaka [106] in the case of bounded domain and Adachi-Tanaka [4], Jeanjean [83] and Zhu [113] in the case of entire $\mathbb{R}^{N}$ where existence and multiplicity of positive solutions were proved under some assumptions on the potential function and nonhomogeneous term. We also refer the work of Cao-Zhou [42] for the existence of positive solution with more general nonlinearities. In the nonlocal case, there are very few papers where the existence and the multiplicity of solutions for nonhomogeneous
problem have been studied, we refer $[19,53]$ for equations studied in bounded domain and $[12,31,82]$ for entire $\mathbb{R}^{N}$. We also refer $[17,18]$ for closely related problems.

In this article, drawing primary motivation from the above works, we propose to establish the existence and the multiplicity of positive solutions to the equation $(\mathcal{P})$, under the effect of a small perturbation $f \in H^{-s}\left(\mathbb{R}^{N}\right)$, and suitable assumptions on the potential $a$.

We separate the following two cases:

- $\left(\mathbf{A}_{1}\right): a(x) \in(0,1] \quad \forall x \in \mathbb{R}^{N}, \quad \inf _{x \in \mathbb{R}^{N}} a(x)>0$, $\mu(\{x: a(x) \neq 1\})>0$, and $a(x) \rightarrow 1$ as $|x| \rightarrow \infty$,
- $\left(\mathbf{A}_{\mathbf{2}}\right): a(x) \geq 1 \quad \forall x \in \mathbb{R}^{N}, a \in L^{\infty}\left(\mathbb{R}^{N}\right), \quad \mu(\{x: a(x) \neq 1\})>0$, and $\quad a(x) \rightarrow 1$ as $|x| \rightarrow \infty$,
where $\mu(X)$ denotes the Lebesgue measure of a set $X$.


### 3.1 Main Results

Now we state our main theorems

Theorem 3.1.1. Suppose a satisfies $\left(\mathbf{A}_{\mathbf{1}}\right)$ and

$$
\begin{equation*}
1-a(x) \leq \frac{C}{1+|x|^{\mu(N+2 s)}} \quad \forall x \in \mathbb{R}^{N} \tag{3.1.1}
\end{equation*}
$$

for some $\mu>p+1+\frac{N}{N+2 s}$. Then there exists $\delta_{0}>0$ such that for any $0 \not \equiv f \in H^{-s}\left(\mathbb{R}^{N}\right)$ with $f$ is a non-negative functional and $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq \delta_{0}$, problem (P) admits at least three positive solutions.

Theorem 3.1.2. Let a satisfy $\left(\mathbf{A}_{\mathbf{2}}\right), 0 \not \equiv f \in H^{-s}\left(\mathbb{R}^{N}\right)$ is a nonnegative functional and $S_{1}$ be defined as in (3.2.24). Moreover, if

$$
\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}<C_{p} S_{1}^{\frac{p+1}{2(p-1)}} \quad \text { where } \quad C_{p}:=\left(p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{-\frac{1}{p-1}}\left(\frac{p-1}{p}\right)
$$
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then $(\mathcal{P})$ admits at least two positive solutions.
Remark 3.1.3. For the above two Theorems, it was necessary that $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}$ sufficiently small but $f \not \equiv 0$. In contrast, our next existence result holds in the case when $f \equiv 0$.

Theorem 3.1.4. Let $f \equiv 0,0<a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ and there exists $a_{0}>0$ such that

$$
\lim _{|x| \rightarrow \infty} a(x)=a_{0}=\inf _{x \in \mathbb{R}^{N}} a(x) .
$$

Then, there exists a positive solution to ( $\mathcal{P}$ ) for every $1<p<2_{s}^{*}-1$.

Like in the local case, it is well known that the Sobolev embedding

$$
H^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}^{N}\right) \quad \text { for } 2 \leq p \leq \frac{2 N}{N-2 s},
$$

is not compact. Thus the variational functional associated with $(\mathcal{P})$ fails to satisfy the Palais-Smale (PS) condition. The lack of compactness becomes clear when one looks at the special case (3.0.4). Solutions of (3.0.4) are invariant under translation and therefore, it is not compact. Thus the standard variational technique can not be applied directly. The existence and multiplicity results obtained in the local case were based on the careful analysis of the Palais-Smale level. However one of the major differences in the nonlocal case $s \in(0,1)$ with the local case $s=1$ is due to the difference in Palais-Smale decomposition theorem.

In the case of $s=1$, we see that Palais-Smale condition holds for $\bar{I}_{a, f}$ (see Section 3.2 for the definitions) at level $c$ if $c$ can not be decomposed as $c=\bar{I}_{a, f}(\bar{u})+k \bar{I}_{1,0}(w)$, where $k \geq 1, \bar{u}$ is a solution of $(\mathcal{P})$ and $w$ is the unique radial solution of (3.0.4) (with $s=1$ ). But in the case of $s \in$ $(0,1)$, uniqueness of positive solution of (3.0.4) is not yet known, only the uniqueness of ground state solution is known ( [71]). Therefore, studying
the Palais-Smale decomposition theorem (see Proposition 3.2.1), we can not exclude the possibility of breaking down of Palais-Smale condition at the level $c$ for $c \in\left(\bar{I}_{a, f}(u)+\bar{I}_{1,0}\left(w^{*}\right), \bar{I}_{a, f}(u)+2 \bar{I}_{1,0}\left(w^{*}\right)\right)$, where $w^{*}$ is the unique ground state solution of (3.0.4) and $u$ is any positive solution of $(\mathcal{P})$. Thus one can not argue using Palais-Smale decomposition to obtain positive solutions to $(\mathcal{P})$ whose energy level is strictly greater than $\bar{I}_{a, f}(u)+\bar{I}_{1,0}\left(w^{*}\right)$. For the same reason, arguments of Bahri-Li [15] can not be adopted here to prove Theorem 3.1.4 even if we assume $\lim _{|x| \rightarrow \infty} a(x)=1$.

It is worth mentioning about the novelty of the paper. In the local case $s=1$, solutions of (3.0.4) has exponential decay, where as for $s \in(0,1)$, solutions of (3.0.4) has polynomial decay of the rate $|x|^{-(N+2 s)}$. Thus it is not at all straight forward to guess that the energy estimates would stay in the desired level in the nonlocal case and hence deriving such estimates require a very careful analysis. Due to this fact we are able to prove Theorem 3.1.1 under much weaker growth rate assumption of $a$ at infinity (see (3.1.1)) compared to the local case $s=1$ (see [4]), where it was assumed

$$
1-a(x) \leq C \exp (-(2+\delta)|x|) \quad \text { for all } x \in \mathbb{R}^{N}
$$

for some constant $\delta>0, C>0$.
Now let us briefly explain the methodology to obtain our results. To prove Theorem 3.1.1, we establish existence of first positive solution as a perturbation of 0 (which actually solves the problem for $f \equiv 0$, without the signed condition) via Mountain Pass theorem. We obtain the second and third solutions of $(\mathcal{P})$ using Lusternik-Schnirelman category where the main problem lies in the breaking down of Palais-Smale condition at some level $c$ and we have proved that below the level of breaking down of Palais Smale condition there are two other critical points of the energy functional associated to $(\mathcal{P})$.
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To prove Theorem 3.1.2, we first decompose $H^{s}\left(\mathbb{R}^{N}\right)$ into three components which are homeomorphic to the interior, boundary and the exterior of the unit ball in $H^{s}\left(\mathbb{R}^{N}\right)$ respectively. Then using assumption $\left(A_{2}\right)$, we prove that the energy functional associated to $(\mathcal{P})$ attains its infimum on one of the components which serves as our first positive solution. The second positive solution is obtained via a careful analysis on the (PS)-sequence associated to the energy functional and we construct a min-max critical level $\gamma$, where the (PS) condition holds. That leads to the existence of second positive solution.

In order to prove Theorem 3.1.4, we first establish existence of a positive solution $u_{k}$ to the following problem:

$$
\left\{\begin{aligned}
(-\Delta)^{s} u+u & =a(x)|u|^{p-1} u \text { in } B_{k} \\
u & =0 \text { in } \mathbb{R}^{N} \backslash B_{k},
\end{aligned}\right.
$$

where $B_{k}$ is the ball of radius $k$ centered at 0 . Then we show $\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}$ is uniformly bounded and there exists $0 \leq \bar{u} \in H^{s}\left(\mathbb{R}^{N}\right)$ such that up to a subsequence $u_{k} \rightharpoonup \bar{u}$ in $H^{s}\left(\mathbb{R}^{N}\right)$ and $\bar{u}$ is a positive solution of $(\mathcal{P})$. The main difficulty in this proof lies in showing that $\bar{u}$ i.e., the weak limit of the subsequence $u_{k}$ is a nontrivial element in $H^{s}\left(\mathbb{R}^{N}\right)$.

This chapter is organised in the following way: In Section 3.2, we prove the Palais-Smale decomposition theorem associated with the functional corresponding to $(\mathcal{P})$. In Section 3.4, we establish existence of three positive solutions of $(\mathcal{P})$, namely Theorem 3.1.1. Section 3.3 deals with existence of two positive solutions of $(\mathcal{P})$ under the assumption $\left(A_{2}\right)$, namely Theorem 3.1.2. In section 3.5, we prove Theorem 3.1.4.

### 3.2 Palais-Smale characterization

In this section we study the Palais-Smale sequences (in short, PS sequences) of the functional associated to $(\mathcal{P})$.

$$
\begin{align*}
\bar{I}_{a, f}(u)= & \frac{1}{2} \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y+\frac{1}{2} \int_{\mathbb{R}^{N}}|u|^{2} \mathrm{~d} x \\
& \quad-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)|u|^{p+1} \mathrm{~d} x-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}  \tag{3.2.1}\\
= & \frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)|u|^{p+1} \mathrm{~d} x-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}},
\end{align*}
$$

where $0<a \in L^{\infty}\left(\mathbb{R}^{N}\right), a(x) \rightarrow 1$ as $|x| \rightarrow \infty$ and $0 \not \equiv f \in H^{-s}\left(\mathbb{R}^{N}\right)$ is a nonnegative functional i.e., ${ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \geq 0$ whenever $u \geq 0$.

We say that the sequence $u_{k} \in H^{s}\left(\mathbb{R}^{N}\right)$ is a PS sequence for $\bar{I}_{a, f}$ at level $\beta$ if $\bar{I}_{a, f}\left(u_{k}\right) \rightarrow \beta$ and $\left(\bar{I}_{a, f}\right)^{\prime}\left(u_{k}\right) \rightarrow 0$ in $H^{-s}\left(\mathbb{R}^{N}\right)$. It is easy to see that the weak limit of a PS sequence solves $(\mathcal{P})$ (with $f \equiv 0$ ) except the positivity.

However the main difficulty is that the PS sequence may not converge strongly and hence the weak limit can be zero even if $\beta>0$. The main purpose of this section is to classify PS sequences for the functional $\bar{I}_{a, f}$. Classification of PS sequences has been done for various problems having lack of compactness, to quote a few, we cite $[16,20,88]$. We establish a classification theorem for the PS sequences of (3.2.1) in the spirit of the above results.

Throughout this section we assume $a(x) \rightarrow 1$ as $|x| \rightarrow \infty$.

Proposition 3.2.1. Let $\left\{u_{k}\right\} \subset H^{s}\left(\mathbb{R}^{N}\right)$ be a PS sequence for $\bar{I}_{a, f}$. Then there exists a subsequence (still denoted by $u_{k}$ ) for which the following hold : there exists an integer $m \geq 0$, sequences $x_{k}^{i}$ for $1 \leq i \leq m$, functions $\bar{u}$, $w_{i}$ for $1 \leq i \leq m$ such that

$$
\begin{equation*}
(-\Delta)^{s} \bar{u}+\bar{u}=a(x)|\bar{u}|^{p-1} \bar{u}+f \quad \text { in } \quad \mathbb{R}^{N} \tag{3.2.2}
\end{equation*}
$$

$$
\begin{gather*}
(-\Delta)^{s} w_{i}+w_{i}=w_{i}^{p} \text { in } \mathbb{R}^{N}  \tag{3.2.3}\\
w_{i} \in H^{s}\left(\mathbb{R}^{N}\right), w_{i} \not \equiv 0 \\
u_{k}-\left(\bar{u}+\sum_{i=1}^{m} w_{i}\left(\cdot-x_{k}^{i}\right)\right) \rightarrow 0 \text { as } k \rightarrow \infty \\
\bar{I}_{a, f}\left(u_{k}\right) \rightarrow \bar{I}_{a, f}(\bar{u})+\sum_{i=1}^{m} \bar{I}_{1,0}\left(w_{i}\right) \text { as } k \rightarrow \infty  \tag{3.2.4}\\
\left|x_{k}^{i}\right| \rightarrow \infty,\left|x_{k}^{i}-x_{k}^{j}\right| \rightarrow \infty \text { as } k \rightarrow \infty, \text { for } 1 \leq i \neq j \leq m, \tag{3.2.5}
\end{gather*}
$$

where we agree in the case $m=0$, the above holds without $w_{i}, x_{k}^{i}$.
To prove the above proposition, we first need some auxiliary lemmas.
Lemma 3.2.2. Let $t>0$ and $2 \leq q<2_{s}^{*}$. If $\left\{w_{k}\right\}$ is a bounded sequence in $H^{s}\left(\mathbb{R}^{N}\right)$ and if

$$
\sup _{y \in \mathbb{R}^{N}} \int_{B(y, t)}\left|w_{k}\right|^{q} \mathrm{~d} x \longrightarrow 0 \quad \text { as } \quad k \rightarrow \infty
$$

then $w_{k} \rightarrow 0$ in $L^{r}\left(\mathbb{R}^{N}\right)$ for all $r \in\left(2,2_{s}^{*}\right)$. In addition, if $w_{k}$ satisfies

$$
\begin{equation*}
(-\Delta)^{s} w_{k}+w_{k}-a(x)\left|w_{k}\right|^{p-1} w_{k}-f \longrightarrow 0 \quad \text { in } \quad H^{-s}\left(\mathbb{R}^{N}\right) \tag{3.2.6}
\end{equation*}
$$

then $w_{k} \rightarrow 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$.
Proof. Choose $\kappa \in\left(q, 2_{s}^{*}\right)$ arbitrarily. Therefore, using interpolation, we have

$$
\left\|w_{k}\right\|_{L^{\kappa}(B(y, t))} \leq\left\|w_{k}\right\|_{L^{q}(B(y, t))}^{1-\lambda}\left\|w_{k}\right\|_{L^{2_{s}^{*}}(B(y, t))}^{\lambda} \leq C\left\|w_{k}\right\|_{L^{q}(B(y, t))}^{1-\lambda}\left\|w_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\lambda}
$$

where $\frac{1}{\kappa}=\frac{1-\lambda}{q}+\frac{\lambda}{2_{s}^{*}}$. Now, covering $\mathbb{R}^{N}$ by balls of radius $t$, in such a way that each point of $\mathbb{R}^{N}$ is contained in at most $N_{0}$ balls (for some positive integer $N_{0}$ ), we find

$$
\int_{\mathbb{R}^{N}}\left|w_{k}\right|^{\kappa} \mathrm{d} x \leq N_{0} C^{\kappa} \sup _{y \in \mathbb{R}^{N}}\left(\int_{B(y, t)}\left|w_{k}\right|^{q} \mathrm{~d} x\right)^{(1-\lambda) \frac{\kappa}{q}}\left\|w_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\lambda \kappa}
$$

Therefore, the hypothesis of the lemmas implies $w_{k} \rightarrow 0$ in $L^{\kappa}\left(\mathbb{R}^{N}\right)$ for all $\kappa \in\left(q, 2_{s}^{*}\right)$. This completes the lemma if $q=2$, otherwise, if $q>2$, then again one can argue in similar way by choosing $\kappa \in(2, q)$. In addition, if (3.2.6) is satisfied, then we obtain

$$
\begin{equation*}
\left.\left.\left.\right|_{H^{-s}}\left\langle(-\Delta)^{s} w_{k}+w_{k}-a(x)\right| w_{k}\right|^{p-1} w_{k}-f, w_{k}\right\rangle_{H^{s}} \mid=o(1)\left\|w_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}, \tag{3.2.7}
\end{equation*}
$$

where ${ }_{H^{-s}}\langle., .\rangle_{H^{s}}$ denotes the duality bracket between $H^{-s}\left(\mathbb{R}^{N}\right)$ and $H^{s}\left(\mathbb{R}^{N}\right)$. Since $\left\{w_{k}\right\}$ is bounded in $H^{s}\left(\mathbb{R}^{N}\right)$, the RHS is $o(1)$. On the other hand, for the LHS we observe that since $w_{k}$ is bounded in $H^{s}\left(\mathbb{R}^{N}\right)$ and $w_{k} \rightarrow 0$ in $L^{r}\left(\mathbb{R}^{N}\right)$, for $r \in\left(2,2_{s}^{*}\right)$, we must have $w_{k} \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$ and consequently, ${ }_{H^{-s}}\left\langle f, w_{k}\right\rangle_{H^{s}}=o(1)$. Also, by first part, $w_{k} \rightarrow 0$ in $L^{p+1}\left(\mathbb{R}^{N}\right)$. Hence, (3.2.7) yields $w_{k} \rightarrow 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$.

Lemma 3.2.3. Let $\phi_{k}$ weakly converges to $\phi$ in $H^{s}\left(\mathbb{R}^{N}\right)$, then we have

$$
a\left|\phi_{k}\right|^{p-1} \phi_{k}-a|\phi|^{p-1} \phi \longrightarrow 0 \quad \text { in } \quad H^{-s}\left(\mathbb{R}^{N}\right) .
$$

Proof. Defining $\psi_{k}$ as $\phi_{k}-\phi$, we see $\psi_{k} \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$. In particular, $\left\{\psi_{k}\right\}$ is bounded in $H^{s}\left(\mathbb{R}^{N}\right)$. Thus, up to a subsequence, $\psi_{k} \rightarrow$ 0 in $L_{\text {loc }}^{q}\left(\mathbb{R}^{N}\right)$ for all $1<q<2_{s}^{*}$ and $\psi_{k} \rightarrow 0$ a.e.. Consequently, $a\left|\phi+\psi_{k}\right|^{p-1}\left(\phi+\psi_{k}\right)-a|\phi|^{p-1} \phi \rightarrow 0$ a.e.. Therefore, using Vitali's convergence theorem, it follows $a\left|\phi+\psi_{k}\right|^{p-1}\left(\phi+\psi_{k}\right)-a|\phi|^{p-1} \phi \rightarrow 0$ in $L_{l o c}^{\frac{p+1}{p}}\left(\mathbb{R}^{N}\right)$. We also observe that for every $\varepsilon>0$, there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
|a| \phi+\left.\psi_{k}\right|^{p-1}\left(\phi+\psi_{k}\right)-\left.a|\phi|^{p-1} \phi\right|^{\frac{p+1}{p}} \leq \varepsilon\left|\psi_{k}\right|^{p+1}+C_{\varepsilon}|\phi|^{p+1} . \tag{3.2.8}
\end{equation*}
$$

Moreover, since $\psi_{k} \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$ implies $\psi_{k}$ is uniformly bounded in $L^{p+1}\left(\mathbb{R}^{N}\right)$ and the fact that $|\phi|^{p+1} \in L^{1}\left(\mathbb{R}^{N}\right)$, it is easy to see from (3.2.8) that given $\varepsilon>0$, there exists $R>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N} \backslash B(0, R)}|a| \phi+\left.\psi_{k}\right|^{p-1}\left(\phi+\psi_{k}\right)-\left.a|\phi|^{p-1} \phi\right|^{\frac{p+1}{p}} \mathrm{~d} x<\varepsilon . \tag{3.2.9}
\end{equation*}
$$
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As a result, $a\left|\phi+\psi_{k}\right|^{p-1}\left(\phi+\psi_{k}\right)-a|\phi|^{p-1} \phi \rightarrow 0$ in $L^{\frac{p+1}{p}}\left(\mathbb{R}^{N}\right)$. Since $H^{s}\left(\mathbb{R}^{N}\right)$ is continuously embedded in $L^{p+1}\left(\mathbb{R}^{N}\right)$, which is the dual space of $L^{\frac{p+1}{p}}\left(\mathbb{R}^{N}\right)$, it follows that $a\left|\phi+\psi_{k}\right|^{p-1}\left(\phi+\psi_{k}\right)-a|\phi|^{p-1} \phi \rightarrow 0$ in $H^{-s}\left(\mathbb{R}^{N}\right)$.

Lemma 3.2.4. For each $c_{0} \geq 0$, there exists $\delta>0$ such that if $v \in H^{s}\left(\mathbb{R}^{N}\right)$ solves

$$
\begin{equation*}
(-\Delta)^{s} v+v=|v|^{p-1} v \text { in } \mathbb{R}^{N}, v \in H^{s}\left(\mathbb{R}^{N}\right) \tag{3.2.10}
\end{equation*}
$$

and $\|v\|_{H^{s}\left(\mathbb{R}^{N}\right)} \leq c_{0},\|v\|_{L^{2}\left(\mathbb{R}^{N}\right)} \leq \delta$, then $v \equiv 0$.
Proof. Taking $v$ as a test function, it follows

$$
\begin{equation*}
\|v\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}}|v|^{p+1} \mathrm{~d} x \leq\|v\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{\lambda(p+1)}\|v\|_{L^{2 s}\left(\mathbb{R}^{N}\right)}^{(1-\lambda)(p+1)} \leq C \delta^{\lambda(p+1)}\|v\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{(1-\lambda+1)(p)}, \tag{3.2.11}
\end{equation*}
$$

where $\lambda$ is such that $\frac{1}{p+1}=\frac{\lambda}{2}+\frac{1-\lambda}{2_{s}^{*}}$. If $(1-\lambda)(p+1) \geq 2$, i.e., $p \geq 1+\frac{4 s}{N}$, then (3.2.11) implies $v \equiv 0$ as we can choose $\delta$ small enough. Now if $p<1+\frac{4 s}{N}$, then (3.2.11) yields $\|v\|_{H^{s}\left(\mathbb{R}^{N}\right)} \leq C \delta^{\frac{\lambda(p+1)}{2-(1-\lambda)(p+1)}}$. Therefore, choosing $\delta>0$ small enough, we can conclude the lemma.

## Proof of Proposition 3.2.1:

Proof. We prove this proposition in the spirit of [16]. We divide the proof into few steps.

Step 1: Using standard arguments it follows that any PS sequence for $\bar{I}_{a, f}$ is bounded in $H^{s}\left(\mathbb{R}^{N}\right)$. More precisely,

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \bar{I}_{a, f}\left(u_{k}\right)+o(1)+o(1)\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \geq & \bar{I}_{a, f}\left(u_{k}\right)-\frac{1}{p+1}\left(\bar{I}_{a, f}\right)^{\prime}\left(u_{k}\right) u_{k} \\
= & \left(\frac{1}{2}-\frac{1}{p+1}\right)\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} \\
& -\left(1-\frac{1}{p+1}\right) H_{H^{-s}}\left\langle f, u_{k}\right\rangle_{H^{s}} .
\end{aligned}
$$

Hence boundedness follows. Consequently, up to a subsequence $u_{k} \rightharpoonup u$ in
$H^{s}\left(\mathbb{R}^{N}\right)$. Moreover, as $\left(\bar{I}_{a, f}\right)^{\prime}\left(u_{k}\right) v \rightarrow 0$ as $k \rightarrow \infty \quad \forall v \in H^{s}\left(\mathbb{R}^{N}\right)$, we have

$$
\begin{equation*}
(-\Delta)^{s} u_{k}+u_{k}-a(x)\left|u_{k}\right|^{p-1} u_{k}-f=\varepsilon_{k} \xrightarrow{k} 0 \quad \text { in } \quad H^{-s}\left(\mathbb{R}^{N}\right) . \tag{3.2.12}
\end{equation*}
$$

Step 2: From (3.2.12) we get by letting $k \rightarrow \infty$,

$$
\begin{aligned}
& \iint_{\mathbb{R}^{2 N}} \frac{\left(u_{k}(x)-u_{k}(y)\right)(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{N}} u_{k} v \mathrm{~d} x \\
&-\int_{\mathbb{R}^{N}} a(x)\left|u_{k}\right|^{p-1} u_{k} v \mathrm{~d} x-{ }_{H^{-s}}\langle f, v\rangle_{H^{s}} \rightarrow 0,
\end{aligned}
$$

for all $v \in H^{s}\left(\mathbb{R}^{N}\right)$.
Claim 1: Weak limit $u$ satisfies

$$
(-\Delta)^{s} u+u=a(x)|u|^{p-1} u+f \text { in } \mathbb{R}^{N}, \quad u \in H^{s}\left(\mathbb{R}^{N}\right)
$$

Indeed, $u_{k} \rightharpoonup u$ in $H^{s}\left(\mathbb{R}^{N}\right)$ implies,

$$
\begin{aligned}
& \iint_{\mathbb{R}^{2 N}} \frac{\left(u_{k}(x)-u_{k}(y)\right)(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{N}} u_{k} v \mathrm{~d} x \\
& \longrightarrow \iint_{\mathbb{R}^{2 N}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{N}} u v \mathrm{~d} x .
\end{aligned}
$$

Further using Lemma 3.2.3 we conclude

$$
\int_{\mathbb{R}^{N}} a(x)\left|u_{k}\right|^{p-1} u_{k} v \mathrm{~d} x \longrightarrow \int_{\mathbb{R}^{N}} a(x)|u|^{p-1} u v \mathrm{~d} x
$$

In view of above the claim follows.
Step 3: In this step we show that $u_{k}-u$ is a PS sequence for $\bar{I}_{a, 0}$ at the level $\lim _{k \rightarrow \infty} \bar{I}_{a, f}\left(u_{k}\right)-\bar{I}_{a, f}(u)$ and $u_{k}-u \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$.

To see this, first we observe that using Brezis-Lieb lemma, we have

$$
\begin{gather*}
\iint_{\mathbb{R}^{2 N}} \frac{\left|u_{k}(x)-u_{k}(y)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
=\iint_{\mathbb{R}^{2 N}} \frac{\left|\left(u_{k}-u\right)(x)-\left(u_{k}-u\right)(y)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y+o(1) .  \tag{3.2.13}\\
\int_{\mathbb{R}^{N}}\left|u_{k}\right|^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}}|u|^{2} \mathrm{~d} x=\int_{\mathbb{R}^{N}}\left|u_{k}-u\right|^{2} \mathrm{~d} x+o(1) . \tag{3.2.14}
\end{gather*}
$$
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$$
\begin{equation*}
\int_{\mathbb{R}^{N}} a(x)\left|u_{k}\right|^{p+1} \mathrm{~d} x-\int_{\mathbb{R}^{N}} a(x)|u|^{p+1} \mathrm{~d} x=\int_{\mathbb{R}^{N}} a(x)\left|u_{k}-u\right|^{p+1} \mathrm{~d} x+o(1) \tag{3.2.15}
\end{equation*}
$$

Further as $u_{k} \rightharpoonup u$ and $f \in H^{-s}\left(\mathbb{R}^{N}\right)$, we also have

$$
\begin{equation*}
H_{H^{-s}}\left\langle f, u_{k}\right\rangle_{H^{s}} \longrightarrow_{H^{-s}}\langle f, u\rangle_{H^{s}} \tag{3.2.16}
\end{equation*}
$$

Using above, it follows that

$$
\begin{aligned}
\bar{I}_{a, 0}\left(u_{k}-u\right)= & \frac{1}{2}\left(\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}\right) \\
& -\frac{1}{p+1}\left(\int_{\mathbb{R}^{N}} a(x)\left|u_{k}\right|^{p+1}-\int_{\mathbb{R}^{N}} a(x)|u|^{p+1}\right)+o(1) \\
\longrightarrow & \lim _{k \rightarrow \infty} \bar{I}_{a, f}\left(u_{k}\right)+{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}-\bar{I}_{a, 0}(u), \quad \text { as } k \rightarrow \infty, \\
= & \lim _{k \rightarrow \infty} \bar{I}_{a, f}\left(u_{k}\right)-\bar{I}_{a, f}(u) .
\end{aligned}
$$

Next, note that (3.2.12) and Claim 1 implies

$$
(-\Delta)^{s}\left(u_{k}-u\right)+\left(u_{k}-u\right)-a(x)\left(\left|u_{k}\right|^{p-1} u_{k}-|u|^{p-1} u\right)=\varepsilon_{k} \rightarrow 0 \quad \text { in } \quad H^{-s}\left(\mathbb{R}^{N}\right) .
$$

Combining this with Lemma 3.2.3, we conclude $I_{a, 0}^{\prime}\left(u_{k}-u\right) \rightarrow 0$ in $H^{-s}\left(\mathbb{R}^{N}\right)$. Hence Step 3 follows.

Step 4: Using Lemma 3.2.2 we have, either $u_{k}-u \rightarrow 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$, in that case the proof is over or there exists $\alpha>0$, such that up to a subsequence

$$
Q_{k}(1):=\sup _{y \in \mathbb{R}^{N}} \int_{B(y, 1)}\left|u_{k}-u\right|^{2} \mathrm{~d} x>\alpha>0
$$

Therefore we can find a sequence $\left\{y_{k}\right\} \subset \mathbb{R}^{N}$ such that

$$
\begin{equation*}
\int_{B\left(y_{k}, 1\right)}\left|u_{k}-u\right|^{2} \mathrm{~d} x \geq \alpha \tag{3.2.17}
\end{equation*}
$$

Let us define $\tilde{u}_{k}(x):=\left(u_{k}-u\right)\left(y_{k}+x\right)$, then using translation invariance of $H^{s}\left(\mathbb{R}^{N}\right)$, it implies $\tilde{u}_{k}$ is also bounded in $H^{s}\left(\mathbb{R}^{N}\right)$ and hence up to a subsequence converges weakly in $H^{s}\left(\mathbb{R}^{N}\right)$ to $\tilde{u}$. Now we claim that $\tilde{u} \neq 0$. Indeed

Rellich compactness theorem yields $H^{s}\left(B\left(y_{k}, 1\right)\right) \hookrightarrow L^{2}\left(B\left(y_{k}, 1\right)\right)$ compactly embedded and therefore (3.2.17) concludes the claim.

Also it follows from the fact $u_{k}-u \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$ and (3.2.17) that

$$
\left|y_{k}\right| \longrightarrow \infty \quad \text { as } k \rightarrow \infty .
$$

Now define, $v_{k}:=\tilde{u}_{k}-\tilde{u}$. Note that, $\tilde{u}_{k} \rightharpoonup \tilde{u}$ implies $v_{k} \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$. Using this and Lemma 3.2.3, in the definition of $\bar{I}_{1,0}^{\prime}\left(v_{k}\right)$ yields

$$
\begin{equation*}
\bar{I}_{1,0}^{\prime}\left(v_{k}\right)=o(1) \text { in } H^{-s}\left(\mathbb{R}^{N}\right), \tag{3.2.18}
\end{equation*}
$$

i.e., $(-\Delta)^{s} v_{k}+v_{k}-\left|v_{k}\right|^{p-1} v_{k} \longrightarrow 0 \quad$ in $H^{-s}\left(\mathbb{R}^{N}\right)$.

Step 5: In this step we show that

$$
\begin{equation*}
(-\Delta)^{s} \tilde{u}+\tilde{u}=|\tilde{u}|^{p-1} \tilde{u} \quad \text { in } \mathbb{R}^{N}, \quad \tilde{u} \in H^{s}\left(\mathbb{R}^{N}\right) \tag{3.2.19}
\end{equation*}
$$

To prove this step, it is enough to show that for arbitrarily chosen $v \in$ $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, the following holds:

$$
\begin{equation*}
\langle\tilde{u}, v\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=\int_{\mathbb{R}^{N}}|\tilde{u}|^{p-1} \tilde{u} v \mathrm{~d} x \tag{3.2.20}
\end{equation*}
$$

To show the above, let $v \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be arbitrarily chosen. Since, $\tilde{u}_{k} \rightharpoonup \tilde{u}$, using Step 3, we estimate the inner product between $\tilde{u}$ and $v$ as follows:

$$
\begin{align*}
& \langle\tilde{u}, v\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=\lim _{k \rightarrow \infty}\left\langle\tilde{u}_{k}, v\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} \\
= & \lim _{k \rightarrow \infty}\left[\iint_{\mathbb{R}^{2 N}} \frac{\left(\left(u_{k}-u\right)\left(x+y_{k}\right)-\left(u_{k}-u\right)\left(y+y_{k}\right)\right)(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right. \\
& \left.\quad+\int_{\mathbb{R}^{N}}\left(u_{k}-u\right)\left(x+y_{k}\right) v(x) \mathrm{d} x\right] \\
= & \lim _{k \rightarrow \infty}\left[\iint_{\mathbb{R}^{2 N}} \frac{\left(\left(u_{k}-u\right)(x)-\left(u_{k}-u\right)(y)\right)\left(v\left(x-y_{k}\right)-v\left(y-y_{k}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right. \\
& \left.\quad+\int_{\mathbb{R}^{N}}\left(u_{k}-u\right)(x) v\left(x-y_{k}\right) \mathrm{d} x\right] \\
= & \lim _{k \rightarrow \infty} \int_{\mathbb{R}^{N}} a(x)\left|\left(u_{k}-u\right)(x)\right|^{p-1}\left(u_{k}-u\right)(x) v\left(x-y_{k}\right) \mathrm{d} x \\
= & \lim _{k \rightarrow \infty} \int_{\mathbb{R}^{N}} a\left(x+y_{k}\right)\left|\tilde{u}_{k}(x)\right|^{p-1} \tilde{u}_{k}(x) v(x) \mathrm{d} x . \tag{3.2.21}
\end{align*}
$$

Claim 2: $\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{N}} a\left(x+y_{k}\right)\left|\tilde{u}_{k}(x)\right|^{p-1} \tilde{u}_{k}(x) v(x) \mathrm{d} x=\int_{\mathbb{R}^{N}}|\tilde{u}|^{p-1} \tilde{u} v \mathrm{~d} x$.
To prove the claim, we estimate

$$
\begin{aligned}
& \left.\left|\int_{\mathbb{R}^{N}} a\left(x+y_{k}\right)\right| \tilde{u}_{k}(x)\right|^{p-1} \tilde{u}_{k}(x) v(x) \mathrm{d} x-\int_{\mathbb{R}^{N}}|\tilde{u}|^{p-1} \tilde{u} v \mathrm{~d} x \mid \\
\leq & \left|\int_{\mathbb{R}^{N}} a\left(x+y_{k}\right)\left(\left|\tilde{u}_{k}\right|^{p-1} \tilde{u}_{k}-|\tilde{u}|^{p-1} \tilde{u}\right) v \mathrm{~d} x\right|+\left.\left|\int_{\mathbb{R}^{N}}\left(a\left(x+y_{k}\right)-1\right)\right| \tilde{u}\right|^{p-1} \tilde{u} v \mathrm{~d} x \mid \\
= & I_{k}^{1}+J_{k}^{1} .
\end{aligned}
$$

Since $\left|y_{k}\right| \rightarrow \infty,|\tilde{u}|^{p-1} \tilde{u} v \in L^{1}\left(\mathbb{R}^{N}\right), a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ and $a(x) \rightarrow 1$ as $|x| \rightarrow \infty$, using dominated convergence theorem, it follows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} J_{k}^{1}=0 \tag{3.2.22}
\end{equation*}
$$

On the other hand, since $v$ has compact support, using Vitali's convergence theorem

$$
\lim _{k \rightarrow \infty} I_{k}^{1} \leq\left.\lim _{k \rightarrow \infty}\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\operatorname{supp} v}| | \tilde{u}_{k}\right|^{p-1} \tilde{u}_{k}-|\tilde{u}|^{p-1} \tilde{u}| | v \mid \mathrm{d} x=0 .
$$

Combining the above two estimates, Claim 2 holds. Using Claim 2, we conclude Step 5 from (3.2.21).

Further, by Brezis-Lieb Lemma

$$
\begin{aligned}
\iint_{\mathbb{R}^{2 N}} \frac{\left|\tilde{u}_{k}(x)-\tilde{u}_{k}(y)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y & -\iint_{\mathbb{R}^{2 N}} \frac{|\tilde{u}(x)-\tilde{u}(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& -\iint_{\mathbb{R}^{2 N}} \frac{\left|v_{k}(x)-v_{k}(y)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \rightarrow 0 \\
& \int_{\mathbb{R}^{N}}\left|\tilde{u}_{k}\right|^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}}|\tilde{u}|^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}}\left|v_{k}\right|^{2} \mathrm{~d} x \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$.
In view of the above steps, if $\tilde{u}_{k}-\tilde{u}$ does not converge to zero in $H^{s}\left(\mathbb{R}^{N}\right)$, we can repeat the procedure for the Palais-Smale (PS) sequence $\tilde{u}_{k}-\tilde{u}$ to land in either of the two cases. If it converges to zero then we stop or else
we repeat the process. But this process has to stop in finitely many steps and we obtain $\tilde{u}_{1}, \tilde{u}_{2}, \ldots, \tilde{u}_{n}$ denotes the limit solution of (3.2.19) obtained through the procedure, we have

$$
\sum_{i=1}^{n} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{i}\right|^{2} \mathrm{~d} x \leq \liminf _{k \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|u_{k}-u\right|^{2} \mathrm{~d} x .
$$

Thus $n$ can not go to infinity in view of Lemma 3.2.4.

We end this section with the definition of some functions which will be used throughout the rest of the paper. We define,

$$
\begin{gather*}
J(u):=\frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}}{\left(\int_{\mathbb{R}^{N}} a(x)|u(x)|^{p+1} \mathrm{~d} x\right)^{\frac{2}{p+1}}}, \quad J_{\infty}(u):=\frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}}{\left(\int_{\mathbb{R}^{N}}|u(x)|^{p+1} \mathrm{~d} x\right)^{\frac{2}{p+1}}},  \tag{3.2.23}\\
\text { and } S_{1}:=\inf _{u \in H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} J_{\infty}(u) . \tag{3.2.24}
\end{gather*}
$$

From [71], it is known that $S_{1}$ is achieved by unique ground state solution $w^{*}$ of (3.0.4). Further $w^{*}$ is radially symmetric positive decreasing smooth function satisfying (3.0.5).

### 3.3 Proof of Theorem 3.1.1

In this section we prove multiplicity of positive solutions to ( $\mathcal{P}$ ) when $a$ satisfies the assumption $\left(\mathbf{A}_{\mathbf{1}}\right)$ in the spirit of [4] (also see [15], [5]). Define,

$$
\begin{equation*}
I_{a, f}(u)=\frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}, \tag{3.3.1}
\end{equation*}
$$

where $f \in H^{-s}\left(\mathbb{R}^{N}\right)$ is a nonnegative nontrivial functional. Clearly, if $u$ is a critical points of $I_{a, f}$, then $u$ is solution to

$$
\left\{\begin{align*}
(-\Delta)^{s} u+u & =a(x) u_{+}^{p}+f(x) \text { in } \mathbb{R}^{N}  \tag{3.3.2}\\
u & \in H^{s}\left(\mathbb{R}^{N}\right) .
\end{align*}\right.
$$
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Remark 3.3.1. If $u$ is a weak solution of (3.3.2) and $f$ is a nonnegative functional, then taking $v=u_{-}$as a test function in (3.3.2), we obtain
$-\left\|u_{-}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}-\iint_{\mathbb{R}^{2 N}} \frac{\left[u_{+}(y) u_{-}(x)+u_{+}(x) u_{-}(y)\right]}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y={ }_{H^{-s}}\left\langle f, u_{-}\right\rangle_{H^{s}} \geq 0$.
This in turn implies $u_{-}=0$, i.e., $u \geq 0$. Therefore, using maximum principle [56, Theorem 1.2], it follows that, $u>0$ and hence $u$ is a solution to (P).

We set

$$
\begin{equation*}
\Sigma:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right):\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1\right\} \quad \text { and } \quad \tilde{\Sigma}_{+}:=\left\{u \in \Sigma: u_{+} \not \equiv 0\right\} \tag{3.3.3}
\end{equation*}
$$

Define a modified functional $J_{a, f}: \tilde{\Sigma}_{+} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
J_{a, f}:=\max _{t>0} I_{a, f}(t v), \tag{3.3.4}
\end{equation*}
$$

where $I_{a, f}$ is defined as in (3.3.1). Set,

$$
\begin{aligned}
& \underline{\mathrm{a}}=\inf _{x \in \mathbb{R}^{N}} a(x)>0, \\
& \bar{a}=\sup _{x \in \mathbb{R}^{N}} a(x)=1 .
\end{aligned}
$$

From the definition of $J_{a, f}$, a straight forward computation yields

$$
\begin{equation*}
J_{a, 0}(v)=I_{a, 0}\left(\left(\int_{\mathbb{R}^{N}} a(x) v_{+}^{p+1} \mathrm{~d} x\right)^{-\frac{1}{p-1}} v\right)=\left(\frac{1}{2}-\frac{1}{p+1}\right)\left(\int_{\mathbb{R}^{N}} a(x) v_{+}^{p+1} \mathrm{~d} x\right)^{-\frac{2}{p-1}} . \tag{3.3.5}
\end{equation*}
$$

Thus,

$$
\bar{a}^{-\frac{2}{p-1}} J_{1,0}(v) \leq J_{\bar{a}, 0}(v) \leq J_{a, 0}(v) \leq J_{\underline{\mathbf{a}}, 0}(v)=\underline{\mathrm{a}}^{-\frac{2}{p-1}} J_{1,0}(v) .
$$

Further, as

$$
\max _{t \in[0,1]} I_{1,0}\left(t w^{*}\right)=I_{1,0}\left(w^{*}\right),
$$

where $w^{*}$ is the unique (radial) ground state solution of (3.0.4), we obtain

$$
\begin{equation*}
\bar{a}^{-\frac{2}{(p-1)}} I_{1,0}\left(w^{*}\right) \leq \inf _{v \in \tilde{\Sigma}_{+}} J_{a, 0}(v) \leq \underline{\mathrm{a}}^{-\frac{2}{(p-1)}} I_{1,0}\left(w^{*}\right) \tag{3.3.6}
\end{equation*}
$$

Lemma 3.3.2. (i) Let $u \in H^{s}\left(\mathbb{R}^{N}\right)$ and $\varepsilon \in(0,1)$. Then there holds
$(1-\varepsilon) I_{\frac{a}{1-\varepsilon}, 0}(u)-\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2} \leq I_{a, f}(u) \leq(1+\varepsilon) I_{\frac{a}{1+\varepsilon}, 0}(u)+\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2}$.
(ii) For $v \in \tilde{\Sigma}_{+}$and $\varepsilon \in(0,1)$, there holds $(1-\varepsilon)^{\frac{p+1}{p-1}} J_{a, 0}(v)-\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2} \leq J_{a, f}(v) \leq(1+\varepsilon)^{\frac{p+1}{p-1}} J_{a, 0}(v)+\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2}$.
(iii) In particular, there exists $d_{0}>0$ such that if $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{0}$, then,

$$
\inf _{v \in \tilde{\Sigma}_{+}} J_{a, f}(v)>0 .
$$

Proof. Using Young inequality with $\varepsilon>0$, we can write

$$
\left.\right|_{H^{-s}}\langle f, u\rangle_{H^{s}} \left\lvert\, \leq\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \leq \frac{\varepsilon}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2} .\right.
$$

Applying the above inequality in the definition of $I_{a, f}(u)$, we obtain (i). Using (i) in the definition of $J_{a, f}(v)$, we obtain
$(1-\varepsilon) J_{\frac{a}{1-\varepsilon}, 0}(v)-\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2} \leq J_{a, f}(v) \leq(1+\varepsilon) J_{\frac{a}{1+\varepsilon}, 0}(v)+\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2}$.
Combining this with (3.3.5), we get (ii). Finally, substituting (3.3.6) into (ii) yields (iii).

Next, for $v \in \tilde{\Sigma}_{+}$, we study properties of the function $\tilde{g}:[0, \infty) \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
\tilde{g}(t):=I_{a, f}(t v) . \tag{3.3.9}
\end{equation*}
$$

Lemma 3.3.3. (i) For every $v \in \tilde{\Sigma}_{+}$, the function $\tilde{g}$ has at most two critical points in $[0, \infty)$.
(ii) If $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{0}$ ( $d_{0}$ is chosen as in Lemma 3.3.2), then for any $v \in \tilde{\Sigma}_{+}$, there exists a unique $t_{a, f}(v)>0$ such that

$$
I_{a, f}\left(t_{a, f}(v) v\right)=J_{a, f}(v),
$$
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where $J_{a, f}$ is defined as in (3.3.4). Moreover, $t_{a, f}(v)>0$ satisfies,

$$
\begin{equation*}
t_{a, f}(v)>\left(p \int_{\mathbb{R}^{N}} a(x) v_{+}^{p+1} \mathrm{~d} x\right)^{-\frac{1}{p-1}} \geq\left(p S_{1}^{-\frac{(p+1)}{2}}\right)^{-\frac{1}{p-1}}, \tag{3.3.10}
\end{equation*}
$$

and furthermore

$$
\begin{equation*}
I_{a, f}^{\prime \prime}\left(t_{a, f}(v) v\right)(v, v)<0 \tag{3.3.11}
\end{equation*}
$$

(iii) If $\tilde{g}$ has a critical point different from $t_{a, f}(v)$, then it lies in $\left[0,\left(1-\frac{1}{p}\right)^{-1}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}\right]$.

This lemma can be proved exactly in the same spirit of [4, Lemma 1.3]. We skip the details. Now we prove the existence of first positive solution in the neighbourhood of 0 .

### 3.3.1 Existence of first solution

The following proposition provides existence of first positive solution.
Proposition 3.3.4. Let $d_{0}$ be as in Lemma 3.3.3. Then there exists $r_{1}>0$ and $d_{1} \in\left(0, d_{0}\right]$ such that
(i) $I_{a, f}(u)$ is strictly convex in $B\left(r_{1}\right)=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right):\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}<r_{1}\right\}$.
(ii) If $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{1}$, then

$$
\inf _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=r_{1}} I_{a, f}(u)>0 .
$$

Moreover, $I_{a, f}$ has a unique critical point $u_{\text {locmin }}(a, f ; x)$ in $B\left(r_{1}\right)$ and it satisfies,

$$
\begin{equation*}
u_{\text {locmin }}(a, f ; x) \in B\left(r_{1}\right) \quad \text { and } I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)=\inf _{u \in B\left(r_{1}\right)} I_{a, f}(u) . \tag{3.3.12}
\end{equation*}
$$

i.e., $u_{\text {locmin }}(a, f ; x)$ is a positive solution to $(\mathcal{P})$ satisfying (3.3.12).

Proof. We begin the proof of part $(i)$.

$$
\begin{equation*}
I_{a, f}^{\prime \prime}(u)(h, h)=\|h\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-p \int_{\mathbb{R}^{N}} a(x) u_{+}^{p-1} h^{2} \mathrm{~d} x \tag{3.3.13}
\end{equation*}
$$

Since $a \leq 1$, using Hölder inequality and Sobolev inequality, we estimate the second term on the RHS as follows

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} a(x) u_{+}^{p-1} h^{2} \mathrm{~d} x & \leq\left(\int_{\mathbb{R}^{N}}|u|^{p+1} \mathrm{~d} x\right)^{\frac{p-1}{p+1}}\left(\int_{\mathbb{R}^{N}}|h|^{p+1} \mathrm{~d} x\right)^{\frac{2}{p+1}} \\
& \leq S_{1}^{-\frac{p-1}{2}} S_{1}^{-1}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p-1}\|h\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} \\
& =S_{1}^{-\frac{p+1}{2}}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p-1}\|h\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} .
\end{aligned}
$$

Thus substituting the above in (5.2.1) we obtain

$$
I_{a, f}^{\prime \prime}(u)(h, h) \geq\left(1-p S_{1}^{-\frac{p+1}{2}}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p-1}\right)\|h\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} .
$$

Therefore, $I_{a, f}^{\prime \prime}(u)$ is positive definite for $u \in B\left(r_{1}\right)$, with $r_{1}=p^{-\frac{1}{p-1}} S_{1}^{\frac{p+1}{2(p-1)}}$ and hence $I_{a, f}(u)$ is strictly convex in $B\left(r_{1}\right)$. This completes the proof of part (i).
(ii) Let $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=r_{1}$, then we have

$$
\begin{aligned}
I_{a, f}(u) & =\frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \\
& \geq \frac{1}{2} r_{1}^{2}-\frac{1}{p+1} S_{1}^{-\frac{p+1}{2}} r_{1}^{p+1}-r_{1}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \\
& =\left(\frac{1}{2}-\frac{1}{p+1} S_{1}^{-\frac{p+1}{2}} r_{1}^{p-1}\right) r_{1}^{2}-r_{1}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}
\end{aligned}
$$

Since, $r_{1}^{p-1}=\frac{1}{p} S_{1}^{\frac{p+1}{2}}$, we obtain

$$
I_{a, f}(u) \geq\left(\frac{1}{2}-\frac{1}{p(p+1)}\right) r_{1}^{2}-r_{1}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}
$$

Thus there exists $d_{1} \in\left(0, d_{0}\right]$ such that

$$
\inf _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=r_{1}} I_{a, f}(u)>0, \quad \text { for } \quad 0<\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{1}
$$

Since $I_{a, f}(u)$ is strictly convex in $B\left(r_{1}\right)$ and $\inf _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=r_{1}} I_{a, f}(u)>0=$ $I_{a, f}(0)$, there exists a unique critical point $u_{\text {locmin }}(a, f ; x)$ of $I_{a, f}$ in $B\left(r_{1}\right)$ and it satisfies

$$
\begin{equation*}
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)=\inf _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}<r_{1}} I_{a, f}(u)<I_{a, f}(0)=0 \tag{3.3.14}
\end{equation*}
$$
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where the last inequality is due to strict convexity of $I_{a, f}$ in $B\left(r_{1}\right)$. Combining this with Remark 3.3.1, we conclude the proof of the proposition.

The next proposition characterises all the critical points of $I_{a, f}$ in terms of the functional $J_{a, f}$.

Proposition 3.3.5. Let $d_{2}:=\min \left\{d_{1},\left(1-\frac{1}{p}\right) r_{1}\right\}>0$, where $d_{1}, r_{1}$ be as in Proposition 3.3.4 and suppose that $0<\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{2}$. Then,
(i) $J_{a, f} \in C^{1}\left(\tilde{\Sigma}_{+}, \mathbb{R}\right)$ and

$$
\begin{equation*}
J_{a, f}^{\prime}(v) h=t_{a, f}(v) I_{a, f}^{\prime}\left(t_{a, f}(v) v\right) h \tag{3.3.15}
\end{equation*}
$$

for all $h \in T_{v} \tilde{\Sigma}_{+}=\left\{h \in H^{s}\left(\mathbb{R}^{N}\right) \mid\langle h, v\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=0\right\}$.
(ii) $v \in \tilde{\Sigma}_{+}$is a critical point of $J_{a, f}(v)$ iff $t_{a, f}(v) v \in H^{s}\left(\mathbb{R}^{N}\right)$ is a critical point of $I_{a, f}(u)$.
(iii) Moreover, the set of all critical points of $I_{a, f}(u)$ can be written as

$$
\begin{equation*}
\left\{t_{a, f}(v) v \mid v \in \tilde{\Sigma}_{+}, J_{a, f}^{\prime}(v)=0\right\} \cup\left\{u_{\text {locmin }}(a, f ; x)\right\} \tag{3.3.16}
\end{equation*}
$$

Proof. (i) Let $\tilde{g}$ be as defined in (3.3.9). Then, from Lemma 3.3.3, we have

$$
\tilde{g}^{\prime}\left(t_{a, f}(v)\right)=I_{a, f}^{\prime}\left(t_{a, f}(v) v\right)(v)=0 \quad \text { and } \quad I_{a, f}^{\prime \prime}\left(t_{a, f}(v) v\right)(v, v)<0
$$

i.e., $\left.\frac{d^{2}}{d t^{2}}\right|_{t=t_{a, f}(v)} I_{a, f}(t v)<0$. Therefore, by implicit function theorem (applying implicit function theorem on the function, $\tilde{F}:(0, \infty) \times \tilde{\Sigma}_{+} \rightarrow$ $\mathbb{R}, \tilde{F}(t, v)=I_{a, f}^{\prime}(t v)(v)$ which is of class $\left.C^{1}\right)$, we can see that $t_{a, f}(v) \in$ $C^{1}\left(\tilde{\Sigma}_{+},[0, \infty)\right)$. Consequently, $J_{a, f}(v)=I_{a, f}\left(t_{a, f}(v) v\right) \in C^{1}\left(\tilde{\Sigma}_{+}, \mathbb{R}\right)$.
Further, as

$$
\begin{equation*}
I_{a, f}^{\prime}\left(t_{a, f}(v) v\right)(v)=0 \tag{3.3.17}
\end{equation*}
$$

for $h \in T_{v} \tilde{\Sigma}_{+}:=\left\{h \in H^{s}\left(\mathbb{R}^{N}\right) \mid\langle h, v\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=0\right\}$, we have

$$
\begin{aligned}
J_{a, f}^{\prime}(v) h & =I_{a, f}^{\prime}\left(t_{a, f}(v) v\right)\left(t_{a, f}(v) h+\left\langle t_{a, f}^{\prime}(v), h\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} v\right) \\
& =t_{a, f}(v) I_{a, f}^{\prime}\left(t_{a, f}(v) v\right) h+\left\langle t_{a, f}^{\prime}(v), h\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} I_{a, f}^{\prime}\left(t_{a, f}(v) v\right)(v) \\
& =t_{a, f}(v) I_{a, f}^{\prime}\left(t_{a, f}(v) v\right)(h) .
\end{aligned}
$$

Hence (i) follows.
(ii) Applying $(i)$, we have $J_{a, f}^{\prime}(v)=0$ if and only if

$$
\begin{equation*}
I_{a, f}^{\prime}\left(t_{a, f}(v) v\right) h=0 \quad \forall h \in T_{v} \tilde{\Sigma}_{+} . \tag{3.3.18}
\end{equation*}
$$

Since,

$$
H^{s}\left(\mathbb{R}^{N}\right)=\operatorname{Span}\{v\} \oplus T_{v} \tilde{\Sigma}_{+},
$$

combining (3.3.17) and (3.3.18), (ii) follows.
(iii) Suppose that $u \in H^{s}\left(\mathbb{R}^{N}\right)$ is a critical point of $I_{a, f}$. Writting $u=t v$ with $v \in \tilde{\Sigma}_{+}$and $t \geq 0$. By lemma 3.3.3, we have either $t=t_{a, f}(v)$ or $t \leq\left(1-\frac{1}{p}\right)^{-1}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}$.
Thus either $u \in H^{s}\left(\mathbb{R}^{N}\right)$ corresponds to a critical point of $J_{a, f}$ or, $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=t\|v\|_{H^{s}\left(\mathbb{R}^{N}\right)}=t \leq\left(1-\frac{1}{p}\right)^{-1} d_{2} \leq r_{1}$. By Proposition 3.3.4, $I_{a, f}(u)$ has a unique critical point in $B\left(r_{1}\right)$ and it is $u_{\text {locmin }}(a, f ; x)$. Hence the set of all critical points of $J_{a, f}(v)$ is precisely (3.3.16).

Next we study the Palais-Smale condition for $J_{a, f}(v)$.

Proposition 3.3.6. Suppose $0<\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{2}$, where $d_{2}>0$ is as found in Proposition 3.3.5. Then,
(i) $J_{a, f}\left(v_{j}\right) \rightarrow \infty$ whenever $\operatorname{dist}_{H^{s}\left(\mathbb{R}^{N}\right)}\left(v_{j}, \partial \tilde{\Sigma}_{+}\right) \xrightarrow{j} 0$, where

$$
\operatorname{dist}_{H^{s}\left(\mathbb{R}^{N}\right)}\left(v_{j}, \partial \tilde{\Sigma}_{+}\right):=\inf \left\{\left\|v_{j}-u\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}: u \in \Sigma, u_{+} \equiv 0\right\} .
$$

(ii) Suppose that $\left\{v_{j}\right\}_{j=1}^{\infty} \subset \tilde{\Sigma}_{+}$satisfies as $j \rightarrow \infty$

$$
\begin{gather*}
J_{a, f}\left(v_{j}\right) \rightarrow c, \quad \text { for some } c>0,  \tag{3.3.19}\\
\left\|J_{a, f}^{\prime}\left(v_{j}\right)\right\|_{T_{v}^{*} \tilde{\Sigma}_{+}} \equiv \sup \left\{J_{a, f}^{\prime}\left(v_{j}\right) h: h \in T_{v_{j}} \tilde{\Sigma}_{+},\|h\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1\right\} \longrightarrow 0 . \tag{3.3.20}
\end{gather*}
$$

Then there exists a subsequence, still we denote by $\left\{v_{j}\right\}$, a critical point $u_{0}(x) \in H^{s}\left(\mathbb{R}^{N}\right)$ of $I_{a, f}(u)$, an integer $l \in \mathbb{N} \cup\{0\}$ and $l$ sequences of points
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$\left\{y_{j}^{(1)}\right\}, \ldots, \quad\left\{y_{j}^{(l)}\right\} \subset \mathbb{R}^{N}$, critical points $w_{k} \in H^{s}\left(\mathbb{R}^{N}\right)(k=1,2, \cdots l)$ of (3.0.4) such that

1. $\left|y_{j}^{k}\right| \rightarrow \infty$ as $j \rightarrow \infty$, for all $k=1,2, \ldots, l$.
2. $\left|y_{j}^{(k)}-y_{j}^{\left(k^{\prime}\right)}\right| \rightarrow \infty$ as $j \rightarrow \infty$ for $k \neq k^{\prime}$.
3. $\left\|v_{j}(x)-\frac{u_{0}(x)+\sum_{k=1}^{l} w_{k}\left(x-y_{j}^{k}\right)}{\left\|u_{0}(x)+\sum_{k=1}^{l} w_{k}\left(x-y_{j}^{k}\right)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \rightarrow 0$ as $j \rightarrow \infty$.
4. $J_{a, f}\left(v_{j}\right) \rightarrow I_{a, f}\left(u_{0}\right)+\sum_{k=1}^{l} I_{1,0}\left(w_{k}\right)$ as $j \rightarrow \infty$.

Proof. (i) Using (3.3.8) and (3.3.5), for any $\varepsilon \in(0,1)$, we have

$$
\begin{aligned}
J_{a, f}\left(v_{j}\right) & \geq(1-\varepsilon)^{\frac{p+1}{p-1}} J_{a, 0}\left(v_{j}\right)-\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2} \\
& \geq(1-\varepsilon)^{\frac{p+1}{p-1}}\left(\frac{1}{2}-\frac{1}{p+1}\right)\left(\int_{\mathbb{R}^{N}} a(x) v_{j+}^{p+1} \mathrm{~d} x\right)^{-\frac{2}{p-1}}-\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2}
\end{aligned}
$$

Since, $\operatorname{dist}\left(v_{j}, \partial \tilde{\Sigma}_{+}\right) \rightarrow 0$ implies $\left(v_{j}\right)_{+} \rightarrow 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$. Therefore, $\left(v_{j}\right)_{+} \rightarrow$ 0 in $L^{p+1}\left(\mathbb{R}^{N}\right)$. Consequently,

$$
\left|\int_{\mathbb{R}^{N}} a(x)\left(v_{j}\right)_{+}^{p+1} \mathrm{~d} x\right| \leq\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N}}\left(v_{j}\right)_{+}^{p+1} \mathrm{~d} x \rightarrow 0 \text { as } j \rightarrow \infty
$$

Therefore,

$$
J_{a, f}\left(v_{j}\right) \longrightarrow \infty \quad \text { as } \quad \operatorname{dist}_{H^{s}\left(\mathbb{R}^{N}\right)}\left(v_{j}, \partial \tilde{\Sigma}_{+}\right) \longrightarrow 0
$$

Hence (i) follows.
(ii) From (3.3.10) and (3.3.15) we have,

$$
\begin{aligned}
\left\|I_{a, f}^{\prime}\left(t_{a, f}\left(v_{j}\right) v_{j}\right)\right\|_{H^{-s}\left(\mathbb{R}^{N}\right)} & =\frac{1}{t_{a, f}\left(v_{j}\right)}\left\|J_{a, f}^{\prime}\left(v_{j}\right)\right\|_{T_{v_{j}}^{*} \tilde{\Sigma}_{+}} \\
& \leq\left(p S_{1}^{-\frac{p+1}{2}}\right)^{\frac{1}{p-1}}\left\|J_{a, f}^{\prime}\left(v_{j}\right)\right\|_{T_{v_{j}}^{*} \tilde{\Sigma}_{+}} \xrightarrow{j} 0
\end{aligned}
$$

We also have, $I_{a, f}\left(t_{a, f}\left(v_{j}\right) v_{j}\right)=J_{a, f}\left(v_{j}\right) \rightarrow c$ as $j \rightarrow \infty$. Applying PalaisSmale result for $I_{a, f}(u)$ (Proposition 3.2.1), we conclude (ii).

As a consequence to the above Proposition 3.3.6, we have,
Corollary 3.3.7. Suppose that $0<\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{2}$, where $d_{2}>0$ is as found in Proposition 3.3.5. Then $J_{a, f}$ satisfies $(P S)_{c}$ at level

$$
c<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right),
$$

where $w^{*}$ is the unique ground state solution of (3.0.4).

Here we say that $J_{a, f}(v)$ satisfies $(P S)_{c}$ if and only if for any sequence $\left\{v_{j}\right\} \subseteq \tilde{\Sigma}_{+}$satisfying (3.3.19) and (3.3.20) has a strongly convergent subsequence in $H^{s}\left(\mathbb{R}^{N}\right)$.

Proof. By (3.3.14),

$$
\begin{equation*}
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)<0 . \tag{3.3.21}
\end{equation*}
$$

On the other hand, from (3.3.16) we see that apart from $u_{\text {locmin }}(a, f ; x)$, all critical points of $I_{a, f}$ corresponds to a critical point $J_{a, f}$. So, if $u_{1}$ is a critical point of $I_{a, f}$, there exists $v_{1} \in \tilde{\Sigma}_{+}$such that $I_{a, f}\left(u_{1}\right)=J_{a, f}\left(v_{1}\right)>0$ (here we have used (iii) of Lemma 3.3.2). Hence, $I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)=\inf \left\{I_{a, f}\left(u_{0}\right) \mid u_{0} \in H^{s}\left(\mathbb{R}^{N}\right)\right.$ is a critical point of $\left.I_{a, f}\right\}$.

Consequently, $I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right) \leq I_{a, f}\left(u_{0}\right)+\sum_{i=1}^{l} I_{1,0}\left(w_{i}\right)$, for any critical point $u_{0}$ of $I_{a, f}$ and $l \geq 1$, where $w^{*}$ is the unique positive ground state solution of (3.0.4) and $w_{i}$ are positive solutions of (3.0.4). From Proposition 3.3.6, we know that if PS sequence for $J_{a, f}$ breaks down at level $c$, then $c$ must be of the form $I_{a, f}\left(u_{0}\right)+\sum_{i=1}^{l} I_{1,0}\left(w_{i}\right)$, where $u_{0}$ is any critical point of $I_{a, f}$ and $l \in \mathbb{N} \cup\{0\}$. Thus, if $l=0$ and $u_{0}=u_{\text {locmin }}(a, f ; x)$, then applying (3.3.21) to the Proposition 3.3.6(ii)(4), we have $\lim _{j \rightarrow \infty} J_{a, f}\left(v_{j}\right)=$ $I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)<0$. On the other hand, from Lemma 3.3.2(iii) we have $\lim _{j \rightarrow \infty} J_{a, f}\left(v_{j}\right)>0$, which gives a contradiction. Therefore, $l=0$ and $u_{0}=u_{\text {locmin }}(a, f ; x)$ can not happen together. Now, if $l=0$ and $u_{0} \neq$
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$u_{\text {locmin }}(a, f ; x)$, then from Proposition 3.3.6(ii)(3), it follows $v_{j} \rightarrow \frac{u_{0}}{\left\|u_{0}\right\|}$ in $H^{s}\left(\mathbb{R}^{N}\right)$. Hence the Palais-Smale condition at level $c$ is satisfied. Thus the lowest level of breaking down of $(P S)_{c}$ is $I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)$. Hence the corollary follows.

### 3.3.2 Existence of second and third solution

In this subsection, our main aim is to show the existence of second and third positive solution. To this aim we shall use Lusternik-Schnirelman Category theory and a careful analysis of Palais-Smale sequence to prove multiplicity result. We use the following notation.

$$
\begin{equation*}
\left[J_{a, f} \leq c\right]=\left\{v \in \tilde{\Sigma}_{+} \mid J_{a, f}(v) \leq c\right\} \tag{3.3.23}
\end{equation*}
$$

for $c \in \mathbb{R}$. As explained before in order to find the critical points of $J_{a, f}(v)$, we show for a sufficiently small $\varepsilon>0$,

$$
\begin{equation*}
\operatorname{cat}\left(\left[J_{a, f} \leq I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)-\varepsilon\right]\right) \geq 2 \tag{3.3.24}
\end{equation*}
$$

where cat denotes Lusternik-Schnirelman Category.
Now we prove a very delicate energy estimate which plays a pivotal role in the proof of existence of critical points.

Proposition 3.3.8. Let $a$ be as in Theorem 3.1.1 and $f$ be a nonnegative nontrivial functional in $H^{-s}\left(\mathbb{R}^{N}\right)$ with $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{2}$, where $d_{2}>0$ is as found in Proposition 3.3.5. Then there exists $R_{0}>0$ such that

$$
\begin{equation*}
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right), \tag{3.3.25}
\end{equation*}
$$

for all $|y| \geq R_{0}$ and $t>0$. Here $w^{*}$ is the unique ground state solution of (3.0.4).

Proof. It is easy to see that

$$
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right) \longrightarrow I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)<0, \text { as } t \rightarrow 0
$$

which follows from the continuity of $I_{a, f}$. It also follows

$$
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right) \rightarrow-\infty, \quad \text { as } \quad t \rightarrow \infty .
$$

From these two facts, there exist $m, M$ with $0<m<M$ such that

$$
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)
$$

for all $t \in(0, m) \cup(M, \infty)$.
In view of above it is enough to prove (3.3.25) for all $t \in[m, M]$. We can write

$$
\begin{align*}
& I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right) \\
& \begin{array}{l}
=\frac{1}{2}\left\|u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \\
\quad-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)^{p+1} \mathrm{~d} x \\
\quad-{ }_{H^{-s}}\left\langle f,\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)\right\rangle_{H^{s}} \\
=\frac{1}{2}\left\|u_{\text {locmin }}(a, f ; x)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+\frac{t^{2}}{2}\left\|w^{*}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+t\left\langle u_{\text {locmin }}(a, f ; x), w^{*}(x-y)\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} \\
-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left(u_{\text {locmin }}(a, f ; x)\right)^{p+1} \mathrm{~d} x-\frac{t^{p+1}}{p+1} \int_{\mathbb{R}^{N}} a(x) w^{*}(x-y)^{p+1} \mathrm{~d} x \\
\begin{array}{r}
-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left\{\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)^{p+1}\right. \\
\left.\quad-\left(u_{\text {locmin }}(a, f ; x)\right)^{p+1}-t^{p+1} w^{*}(x-y)^{p+1}\right\} \mathrm{d} x \\
\quad-{ }_{H^{-s}}\left\langle f,\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)\right\rangle_{H^{s}} .
\end{array}
\end{array} . \begin{array}{l}
\text { (3.3.26)}
\end{array}
\end{align*}
$$

Also we have for all $h \in H^{s}\left(\mathbb{R}^{N}\right)$,

$$
\begin{aligned}
0=I_{a, f}^{\prime}\left(u_{\text {locmin }}(a, f ; x)\right)(h)= & \left\langle u_{\text {locmin }}(a, f ; x), h\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} \\
& -\int_{\mathbb{R}^{N}} a(x)\left(u_{\text {locmin }}(a, f ; x)\right)^{p} h \mathrm{~d} x-{ }_{H^{-s}}\langle f, h\rangle_{H^{s}},
\end{aligned}
$$

which in turn implies

$$
\left\langle u_{\text {locmin }}(a, f ; x), h\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=\int_{\mathbb{R}^{N}} a(x)\left(u_{\text {locmin }}(a, f ; x)\right)^{p} h \mathrm{~d} x+_{H^{-s}}\langle f, h\rangle_{H^{s}}
$$
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Now by setting $h=t w^{*}(x-y)$ in above expression, we obtain

$$
\begin{gathered}
t\left\langle u_{\text {locmin }}(a, f ; x), w^{*}(x-y)\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=t \int_{\mathbb{R}^{N}} a(x)\left(u_{\text {locmin }}(a, f ; x)\right)^{p} w^{*}(x-y) \mathrm{d} x \\
+t_{H^{-s}}\left\langle f, w^{*}(x-y)\right\rangle_{H^{s}} .
\end{gathered}
$$

Thus using above and the rearranging the terms in (3.3.26) we have

$$
\begin{gather*}
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)=I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(t w^{*}\right) \\
+\frac{t^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x)) w^{*}(x-y)^{p+1} \mathrm{~d} x \\
-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left\{\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)^{p+1}-\left(u_{\text {locmin }}(a, f ; x)\right)^{p+1}\right. \\
\left.-t(p+1)\left(u_{\text {locmin }}(a, f ; x)\right)^{p} w^{*}(x-y)-t^{p+1} w^{*}(x-y)^{p+1}\right\} \mathrm{d} x \\
=I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(t w^{*}\right)+(I)-(I I), \tag{3.3.27}
\end{gather*}
$$

where

$$
(I):=\frac{t^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x)) w^{*}(x-y)^{p+1} \mathrm{~d} x
$$

and

$$
\begin{aligned}
(I I):= & \frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left\{\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right)^{p+1}-\left(u_{\text {locmin }}(a, f ; x)\right)^{p+1}\right. \\
& \left.-t(p+1)\left(u_{\text {locmin }}(a, f ; x)\right)^{p} w^{*}(x-y)-t^{p+1} w^{*}(x-y)^{p+1}\right\} \mathrm{d} x .
\end{aligned}
$$

Therefore the proof will be completed if we can show $I<I I$. To this aim let us recall a standard fact from calculus. The following inequalities hold true

- $(s+t)^{p+1}-s^{p+1}-t^{p+1}-(p+1) s^{p} t \geq 0$ for all $(s, t) \in[0, \infty) \times[0, \infty)$.
- For any $r>, 0$ we can find a constant $A(r)>0$ such that

$$
(s+t)^{p+1}-s^{p+1}-t^{p+1}-(p+1) s^{p} t \geq A(r) t^{2}
$$

for all $(s, t) \in[r, \infty) \times[0, \infty)$.

The proof of the above inequalities follows directly using Taylor's theorem on the function $\psi(x)=x^{p+1}-(x-s)^{p+1}$. In particular,

$$
\psi(s+t)-\psi(s)=t \psi^{\prime}(s)+\frac{t^{2}}{2} \psi^{\prime \prime}(\xi)
$$

where $s \leq \xi \leq s+t$. It's easy to see that $\psi^{\prime \prime}(\xi) \geq 0$ and thus the 1 st inequality follows. For the 2nd inequality, a simple computation yields

$$
\psi^{\prime \prime}(\xi) \geq\left\{\begin{array}{l}
p(p+1) r^{p-1} \quad \text { if } \quad p \geq 2 \\
\frac{p(p+1)(p-1)}{2^{2-p}} r^{p-1} \quad \text { if } \quad 1<p<2
\end{array}\right.
$$

Using the above inequality ( $I I$ ) can be estimated as follows: setting $r:=\min _{|x| \leq 1} u_{\text {locmin }}(a, f ; x)>0, A:=A(r)$, we have

$$
\begin{align*}
(I I) & \geq \frac{1}{p+1} \int_{|x| \leq 1} a(x) A t^{2}\left(w^{*}\right)^{2}(x-y) \mathrm{d} x \geq \frac{m^{2} \underline{\mathrm{a}} A}{p+1} \int_{|x| \leq 1}\left(w^{*}\right)^{2}(x-y) \mathrm{d} x \\
& \geq \frac{C m^{2} \underline{\mathrm{a}} A}{p+1} \int_{|x| \leq 1} \frac{\mathrm{~d} x}{\left(1+|x-y|^{N+2 s}\right)^{2}} \geq \frac{C m^{2} \underline{\mathrm{a}} A}{p+1}|y|^{-2(N+2 s)}, \tag{3.3.28}
\end{align*}
$$

where in the last inequality we have used the fact that for $|x| \leq 1$, there exists $R>0$ with $|y|>R$, such that

$$
\begin{equation*}
1+|x-y|^{N+2 s} \approx|y|^{(N+2 s)} . \tag{3.3.29}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
(I) & =\frac{t^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x)) w^{*}(x-y)^{p+1} \mathrm{~d} x \\
& \leq \frac{t^{p+1}}{p+1} \int_{\mathbb{R}^{N}} \frac{C}{1+|x|^{\mu(N+2 s)}}\left\{\frac{C_{2}}{1+|x-y|^{N+2 s}}\right\}^{p+1} \mathrm{~d} x \\
& \leq \frac{C M^{p+1}}{p+1} \int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{\left(1+|x|^{\mu(N+2 s)}\right)\left(1+|x-y|^{N+2 s}\right)^{p+1}} . \tag{3.3.30}
\end{align*}
$$

Claim: $\int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{\left(1+|x|^{\mu(N+2 s)}\right)\left(1+|x-y|^{N+2 s}\right)^{p+1}} \leq \frac{C^{\prime}}{|y|^{(N+2 s)(p+1)}}$ for $|y|$ large enough.
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Using the claim, first we complete the proof. Clearly combining the above claim with (3.3.28), it immediately follows that there exists $R_{0}>R>0$ large enough such that

$$
(I)<(I I) \text { for }|y| \geq R_{0},
$$

as $p+1>2$. Hence (3.3.25) follows from (3.3.27).
Therefore, we are left to prove the claim.
Note that, to prove the claim, it is enough to show that

$$
\int_{\mathbb{R}^{N}} \frac{|y|^{(p+1)(N+2 s)}}{\left(1+|x|^{\mu(N+2 s)}\right)\left(1+|x-y|^{N+2 s}\right)^{p+1}} \mathrm{~d} x \leq C(N, M, \underline{\mathrm{a}}, p) .
$$

Therefore we estimate LHS of the above inequality:

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \frac{|y|^{(p+1)(N+2 s)}}{\left(1+|x|^{\mu(N+2 s)}\right)\left(1+|x-y|^{N+2 s}\right)^{p+1}} \mathrm{~d} x \\
& \leq \underbrace{\int_{\mathbb{R}^{N}} \frac{|x-y|^{(p+1)(N+2 s)}}{\left(1+|x|^{\mu(N+2 s)}\right)\left(1+|x-y|^{N+2 s}\right)^{p+1}} \mathrm{~d} x}_{:=J_{1}} \\
&+\underbrace{\int_{\mathbb{R}^{N}} \frac{|x|^{(p+1)(N+2 s)}}{\left(1+|x|^{\mu(N+2 s)}\right)\left(1+|x-y|^{N+2 s}\right)^{p+1}} \mathrm{~d} x}_{:=J_{2}} .
\end{aligned}
$$

Clearly,

$$
J_{1} \leq \int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{1+|x|^{\mu(N+2 s)}}=C(N, \mu)
$$

since $\mu>\frac{N}{N+2 s}$. On the other hand, using (3.3.29), we estimate

$$
J_{2} \leq \int_{\mathbb{R}^{N}} \frac{|x|^{(p+1)(N+2 s)}}{1+|x|^{\mu(N+2 s)}} \mathrm{d} x=C(N, \mu, p),
$$

since $\mu>(p+1)+\frac{N}{N+2 s}$ (by hypothesis of the proposition). Combining the above estimates, claim follows. Hence we conclude the proof of the Proposition.

We further need several preparatory lemmas and propositions along with the key energy estimate (3.3.25) to prove existence of second and third positive solution. The results below are along the line of $[4,15]$.

We begin with the properties of the functional $J_{a, 0}$ under the condition ( $\mathbf{A}_{1}$ ).

Lemma 3.3.9. Let $a$ be as in Theorem 3.1.1 and $w^{*}$ is unique ground state solution of (3.0.4). Then there holds
(i) $\inf _{v \in \tilde{\Sigma}_{+}} J_{a, 0}(v)=I_{1,0}\left(w^{*}\right)$.
(ii) $\inf _{v \in \tilde{\Sigma}_{+}} J_{a, 0}(v)$ is not attained.
(iii) $J_{a, 0}(v)$ satisfies $(P S)_{c}$ for $c \in\left(-\infty, I_{1,0}\left(w^{*}\right)\right)$.

Proof. (i) Using (3.3.6), we have $\inf _{v \in \Sigma_{+}} J_{a, 0}(v) \geq I_{1,0}\left(w^{*}\right)$.
Define $w_{l}(x)=w^{*}(x+l e)$, where $e$ is an unit vector in $\mathbb{R}^{N}$. Using Lemma 3.3.3, corresponding to $\bar{w}_{l}=\frac{w_{l}}{\left\|w_{l}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}} \in \tilde{\Sigma}_{+}$there exists an unique $t_{a, 0}\left(\bar{w}_{l}\right)$ such that

$$
J_{a, 0}\left(\frac{w_{l}}{\left\|w_{l}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right)=I_{a, 0}\left(t_{a, 0}\left(\bar{w}_{l}\right) \frac{w_{l}}{\left\|w_{l}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right)
$$

Now let us compute
$I_{a, 0}\left(t_{a, 0}\left(\bar{w}_{l}\right) \frac{w_{l}}{\left\|w_{l}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right)=\frac{t_{a, 0}^{2}\left(\bar{w}_{l}\right)}{2}\left\|\bar{w}_{l}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{t_{a, 0}^{p+1}\left(\bar{w}_{l}\right)}{p+1} \int_{\mathbb{R}^{N}} a(x)\left(\bar{w}_{l}\right)^{p+1} \mathrm{~d} x$.
Moreover from direct computation, we find an explicit form of $t_{a, 0}\left(\bar{w}_{l}\right)$ which is given by

$$
t_{a, 0}\left(\bar{w}_{l}\right)=\left(\int_{\mathbb{R}^{N}} a(x) \bar{w}_{l}^{p+1} \mathrm{~d} x\right)^{-\frac{1}{p-1}} \xrightarrow{l \rightarrow \infty}\left(\frac{\left\|w^{*}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left\|w^{*}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}}\right)^{\frac{p+1}{p-1}}
$$

the last limit follows since $a(x) \rightarrow 1$ as $|x| \rightarrow \infty$. Hence,

$$
\begin{aligned}
& J_{a, 0}\left(\bar{w}_{l}\right) \xrightarrow{l \rightarrow \infty} \frac{1}{2}\left\{\frac{\left\|w^{*}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left\|w^{*}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}}\right\}^{\frac{2(p+1)}{(p-1)}} \\
&-\quad-\frac{1}{p+1}\left(\left\{\frac{\left\|w^{*}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left\|w^{*}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}}\right\}^{\frac{(p+1)^{2}}{(p-1)}} \times \frac{\left\|w^{*}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}}{\left\|w^{*}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p+1}}\right) \\
&=\left(\frac{1}{2}-\frac{1}{p+1}\right)\left\|w^{*}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}=I_{1,0}\left(w^{*}\right) .
\end{aligned}
$$
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Hence ( $i$ ) follows.
(ii) Let us assume on the contrary that there exists $v_{0} \in \tilde{\Sigma}_{+}$such that $J_{a, 0}\left(v_{0}\right)=\inf _{v \in \tilde{\Sigma}_{+}} J_{a, 0}(v)=I_{1,0}\left(w^{*}\right)$. Define, the Nehari manifold $\mathcal{N}$ as

$$
\mathcal{N}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right):\left\langle\left(I_{1,0}\right)^{\prime}(u), u\right\rangle=0\right\} .
$$

From a straight forward computation, it is easy to see that there exists $t_{v_{0}}>0$ such that $t_{v_{0}} v_{0} \in \mathcal{N}$. Further, observe that for any $v \in \mathcal{N}$, it holds

$$
I_{1,0}(v)=\frac{p-1}{2(p+1)}\|v\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} \geq \frac{p-1}{2(p+1)} S_{1}^{\frac{p+1}{p-1}}
$$

where $S_{1}$ is as defined in (3.2.24). therefore, it follows from Remark 3.4.5 that $I_{1,0}(v) \geq I_{1,0}\left(w^{*}\right)$ for all $v \in \mathcal{N}$. Moreover $w \in \mathcal{N}$ and hence

$$
\inf _{v \in \mathcal{N}} I_{1,0}(v)=I_{1,0}\left(w^{*}\right)
$$

Therefore,

$$
\begin{align*}
I_{1,0}\left(w^{*}\right)= & J_{a, 0}\left(v_{0}\right) \\
: & =\max _{t>0} I_{a, 0}\left(t v_{0}\right) \geq I_{a, 0}\left(t_{v_{0}} v_{0}\right) \\
= & \frac{t_{v_{0}}^{2}}{2}\left\|v_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{t_{v_{0}}^{p+1}}{p+1} \int_{\mathbb{R}^{N}} a(x)\left(v_{0}\right)_{+}^{p+1} \mathrm{~d} x \\
= & \frac{t_{v_{0}}^{2}}{2}\left\|v_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{t_{v_{0}}^{p+1}}{p+1} \int_{\mathbb{R}^{N}}\left(v_{0}\right)_{+}^{p+1} \mathrm{~d} x \\
& \quad+\frac{t_{v_{0}}^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x))\left(v_{0}\right)_{+}^{p+1} \mathrm{~d} x \\
= & I_{1,0}\left(t_{v_{0}} v_{0}\right)+\frac{t_{v_{0}}^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x))\left(v_{0}\right)_{+}^{p+1} \mathrm{~d} x \\
\geq & I_{1,0}\left(w^{*}\right)+\frac{t_{v_{0}}^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x))\left(v_{0}\right)_{+}^{p+1} \mathrm{~d} x . \tag{3.3.31}
\end{align*}
$$

The above inequality and (A1) implies

$$
\begin{equation*}
\frac{t_{v_{0}}^{p+1}}{p+1} \int_{\mathbb{R}^{N}}(1-a(x))\left(v_{0}\right)_{+}^{p+1} \mathrm{~d} x=0 . \tag{3.3.32}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left(v_{0}\right)_{+} \equiv 0 \quad \text { in }\left\{x \in \mathbb{R}^{N}: a(x) \neq 1\right\} . \tag{3.3.33}
\end{equation*}
$$

Moreover, substituting (3.3.32) into (3.3.31), we see that inequality in (3.3.31) becomes an equality there. Therefore,

$$
\inf _{\mathcal{N}} I_{1,0}(v)=I_{1,0}\left(w^{*}\right)=I_{1,0}\left(t_{v_{0}} v_{0}\right) .
$$

Thus $t_{v_{0}} v_{0}$ is a constraint critical point of $I_{1,0}$. Therefore using Lagrange multiplier and maximum principle (as before) we conclude that $t_{v_{0}} v_{0}>0$ which in turn implies $v_{0}>0$ in $\mathbb{R}^{N}$. This contradicts (3.3.33). Hence (ii) holds.
(iii) From Proposition 3.3.4, we know that $u_{\text {locmin }}(a, f ; x)$ is the unique critical point of $I_{a, f}$ in $B\left(r_{1}\right)$. Therefore, $u_{\text {locmin }}(a, 0 ; x)=0$. Consequently, it follows from Corollary 3.3.7 that Palais-Smale condition for $J_{a, 0}$ is satisfied at the level $c<I_{1,0}\left(w^{*}\right)$.

This completes the proof.

The following property of $J_{a, 0}(v)$ is important to obtain multiplicity of solutions of $(\mathcal{P})$

## Lemma 3.3.10. (Center of mass)

Let a be as in Theorem 3.1.1. Then there exists a constant $\delta_{0}>0$ such that if $J_{a, 0}(v) \leq I_{1,0}\left(w^{*}\right)+\delta_{0}$, then

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{x}{|x|}|v(x)|^{p+1} \mathrm{~d} x \neq 0 . \tag{3.3.34}
\end{equation*}
$$

Proof. Suppose the conclusion is not true. Then there exists a sequence $\left\{v_{n}\right\} \subset \tilde{\Sigma}_{+}$such that

$$
J_{a, 0}\left(v_{n}\right) \leq I_{1,0}\left(w^{*}\right)+\frac{1}{n} \text { and } \int_{\mathbb{R}^{N}} \frac{x}{|x|}\left|v_{n}\right|^{p+1} \mathrm{~d} x \xrightarrow{n \rightarrow \infty} 0 .
$$

Since, by Lemma 3.3.9, we have $\inf _{v \in \tilde{\Sigma}_{+}} J_{a, 0}(v)=I_{1,0}\left(w^{*}\right)$ and the infimum is not attained, applying Ekeland's variational principle, there exists $\tilde{v}_{n} \subset \tilde{\Sigma}_{+}$
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such that

$$
\begin{aligned}
&\left\|v_{n}-\tilde{v}_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \xrightarrow{n \rightarrow \infty} 0 \\
& J_{a, 0}\left(\tilde{v}_{n}\right) \leq J_{a, 0}\left(v_{n}\right)=I_{1,0}\left(w^{*}\right)+\frac{1}{n} \\
& J_{a, 0}^{\prime}\left(\tilde{v}_{n}\right) \xrightarrow{n \rightarrow \infty} 0 \text { in } H^{-s}\left(\mathbb{R}^{N}\right) .
\end{aligned}
$$

Therefore, $\left\{\tilde{v}_{n}\right\}$ is a Palais Smale sequence for $J_{a, 0}$ at the level $I_{1,0}\left(w^{*}\right)$.
Applying Proposition 3.3.6, we get $\left\{y_{n}\right\} \subset \mathbb{R}^{N}$ such that $\left|y_{n}\right| \xrightarrow{n} \infty$ and

$$
\left\|\tilde{v}_{n}-\frac{w^{*}\left(x-y_{n}\right)}{\left\|w^{*}\left(x-y_{n}\right)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \xrightarrow{n \rightarrow \infty} 0 .
$$

Therefore,

$$
\begin{aligned}
\left\|v_{n}-\frac{w^{*}\left(x-y_{n}\right)}{\left\|w^{*}\left(x-y_{n}\right)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} & \leq\left\|v_{n}-\tilde{v}_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \\
& +\left\|\tilde{v}_{n}-\frac{w^{*}\left(x-y_{n}\right)}{\left\|w^{*}\left(x-y_{n}\right)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)} \xrightarrow{n \rightarrow \infty} 0 .
\end{aligned}
$$

Therefore the above yields

$$
\begin{aligned}
o(\mathbf{1}) & =\int_{\mathbb{R}^{N}} \frac{x}{|x|}\left|v_{n}\right|^{p+1} \mathrm{~d} x=\int_{\mathbb{R}^{N}} \frac{x}{|x|}\left(\frac{w^{*}\left(x-y_{n}\right)}{\left\|w^{*}\left(x-y_{n}\right)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right)^{p+1} \mathrm{~d} x+o(\mathbf{1}) \\
& =\frac{1}{\|w\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p+1}} \int_{\mathbb{R}^{N}} \frac{x+y_{n}}{\left|x+y_{n}\right|}\left|w^{*}(x)\right|^{p+1} \mathrm{~d} x \xrightarrow{n \rightarrow \infty} e \text { for some } e \in S^{N-1} .
\end{aligned}
$$

Hence we arrive at a contradiction.
Lemma 3.3.11. ( [4, Lemma 2.5]) Let $N \geq 1$ and $M$ be a topological space and $S^{N-1}$ denote the unit sphere in $\mathbb{R}^{N}$. Suppose the there exists two continuous mapping

$$
F: S^{N-1} \rightarrow M, \quad G: M \rightarrow S^{N-1}
$$

such that $G \circ F$ is homotopic to the identity map Id : $S^{N-1} \rightarrow S^{N-1}$, namely there is continuous map $\eta:[0,1] \times S^{N-1} \rightarrow S^{N-1}$ such that

$$
\begin{aligned}
& \eta(0, x)=(G \circ F)(x) \text { for all } x \in S^{N-1} \\
& \eta(1, x)=x \text { for all } x \in S^{N-1}
\end{aligned}
$$

Then $\operatorname{cat}(M) \geq 2$.

In view of the above lemma, our next goal will be to construct two mappings:

$$
\begin{aligned}
& F: S^{N-1} \rightarrow\left[J_{a, f} \leq I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)-\varepsilon\right], \\
& G:\left[J_{a, f} \leq I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)-\varepsilon\right] \rightarrow S^{N-1},
\end{aligned}
$$

so that $G \circ F$ is homotopic to the identity.

Proposition 3.3.12. Let $a$ be as in Theorem 3.1.1 and $d_{2}>0$ and $R_{0}>0$ be as found in Proposition 3.3.5 and Proposition 3.3.8 respectively. Then there exists $d_{3} \in\left(0, d_{2}\right]$ and $R_{1}>R_{0}$, such that for any $0<\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{3}$ and for any $|y| \geq R_{1}$, there exists a unique $t=t(f, y)>0$ in a neighbourhood of 1 satisfying

$$
\begin{aligned}
u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)=t_{a, f} & \left(\frac{u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)}{\left\|u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right) \\
& \times \frac{u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)}{\left\|u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}} .
\end{aligned}
$$

Moreover,

$$
\left\{y \in \mathbb{R}^{N}:|y|>R_{1}\right\} \rightarrow(0, \infty) ; \quad y \mapsto t(f, y)
$$

is continuous. Here $w^{*}$ is the unique ground state solution of (3.0.4).
Proof. Using implicit function theorem, the proof follows exactly in the same spirit of [4, Proposition 2.6]. We skip the details.

Let us define $F_{R}: S^{N-1} \rightarrow \tilde{\Sigma}_{+}$in the following way:

$$
F_{R}(y)=\frac{u_{\text {locmin }}(a, f ; x)+t(f, R y) w^{*}(x-R y)}{\left\|u_{\text {locmin }}(a, f ; x)+t(f, R y) w^{*}(x-R y)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}},
$$

for $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{3}$ and $R \geq R_{1}$.
In Proposition 3.3.8, we have noticed that for $|y| \geq R_{0}$, (3.3.25) holds for all $t \geq 0$. For $|y| \geq R_{0}$, we choose $t=t(f, y)$ such that (3.3.35) holds.

Therefore,

$$
\begin{aligned}
J_{a, f}\left(\frac{u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)}{\left\|u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}}\right) & =I_{a, f}\left(u_{\text {locmin }}(a, f ; x)+t w^{*}(x-y)\right) \\
& <I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right) .
\end{aligned}
$$

Proposition 3.3.13. ( [4, Proposition 2.7]) Let $d_{3}$ and $R_{1}$ be as found in Proposition 3.3.12. Then, for $0<\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{3}$ and $R \geq R_{1}$, there exists $\varepsilon_{0}=\varepsilon_{0}(R)>0$ such that

$$
F_{R}\left(S^{N-1}\right) \subseteq\left[J_{a, f} \leq I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)-\varepsilon_{0}(R)\right],
$$

where the notation $\left[J_{a, f} \leq c\right]$ is meant in the sense of (3.3.23).
Proof. By construction, we have,

$$
F_{R}\left(S^{N-1}\right) \subseteq\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right]
$$

Since, $F\left(S^{N-1}\right)$ is compact, the conclusion holds.
Thus we construct a mapping

$$
F_{R}: S^{N-1} \rightarrow\left[J_{a, f} \leq I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)-\varepsilon_{0}(R)\right]
$$

Now we will construct $G$. For the construction of $G$ the following lemma is important.

Lemma 3.3.14. There exists $d_{4} \in\left(0, d_{3}\right]$ such that if $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{4}$, then

$$
\begin{equation*}
\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right] \subseteq\left[J_{a, 0}<I_{1,0}\left(w^{*}\right)+\delta_{0}\right] \tag{3.3.35}
\end{equation*}
$$

where $\delta_{0}>0$ is given in lemma (3.3.10).
Proof. From (3.3.8), we have for any $\varepsilon \in(0,1)$

$$
\begin{equation*}
J_{a, 0}(v) \leq(1-\varepsilon)^{-\frac{p+1}{p-1}}\left(J_{a, f}(v)+\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2}\right) \text { for all } v \in \tilde{\Sigma}_{+} \tag{3.3.36}
\end{equation*}
$$

From (3.3.21), we also have $I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)<0$.

Therefore, if $v \in\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right]$ then $J_{a, f}(v)<$ $I_{1,0}\left(w^{*}\right)$. Consequently, from (3.3.36), we have

$$
J_{a, 0}(v) \leq(1-\varepsilon)^{-\frac{p+1}{p-1}}\left(I_{1,0}\left(w^{*}\right)+\frac{1}{2 \varepsilon}\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}^{2}\right)
$$

for all $v \in\left[J_{a, f} \leq I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right]$. Since $\varepsilon \in(0,1)$ is arbitrary, we have

$$
v \in\left[J_{a, 0}<I_{1,0}\left(w^{*}\right)+\delta_{0}\right] \text { for sufficiently small }\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} .
$$

Hence the lemma follows.
Now we can define, $G:\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1 ; 0}\left(w^{*}\right)\right] \rightarrow S^{N-1}$ by

$$
G(v):=\frac{\int_{\mathbb{R}^{N}} \frac{x}{|x|}|v|^{p+1} \mathrm{~d} x}{\left.\left.\left|\int_{\mathbb{R}^{N}} \frac{x}{|x|}\right| v\right|^{p+1} \mathrm{~d} x \right\rvert\,},
$$

which is well defined thanks to Lemma 3.3.10 and Lemma 3.3.14. Moreover, we will prove that these constructions $F$ and $G$ serves our purpose.

Proposition 3.3.15. For a sufficiently large $R \geq R_{1}$ and for sufficiently small $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}>0$,

$$
G \circ F_{R}: S^{N-1} \rightarrow S^{N-1}
$$

is homotopic to identity.

Proof. This proof follows in the same spirit as in [4, Proposition 2.4]. We skip the details.

We are now in a position to state our main result in this subsection:

Proposition 3.3.16. For sufficiently large $R \geq R_{1}$,

$$
\operatorname{cat}\left(\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)-\varepsilon_{0}(R)\right]\right) \geq 2 .
$$
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Proof. Combining Lemma 3.3.11 and Proposition 3.3.15, this proof follows.

The above proposition led us to the following multiplicity results.

Theorem 3.3.17. Let $a$ be as in Theorem 3.1.1. Then there exists $d_{5}>0$ such that if $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)} \leq d_{5}$ and $f$ is nonnegative nontrivial functional in $H^{-s}\left(\mathbb{R}^{N}\right)$, then $J_{a, f}$ has at least two critical points in

$$
\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right]
$$

Proof. From Corollary 3.3.7, we know $(P S)_{c}$ is satisfied for $J_{a, f}$ when $c \in\left(-\infty, I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right)$. Hence the theorem follows from Proposition 3.3.16 and Proposition 2.6.5.

## Proof of Theorem 3.1.1 concluded:

Proof. We set the first positive solution as $u_{1}:=u_{\text {locmin }}(a, f, x)$ which was found in Proposition 3.3.4. Further, (3.3.21) implies

$$
I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)<0
$$

By Theorem 3.3.17, $J_{a, f}$ has at least two critical points $v_{2}, v_{3}$ in

$$
\left[J_{a, f}<I_{a, f}\left(u_{\text {locmin }}(a, f ; x)\right)+I_{1,0}\left(w^{*}\right)\right] .
$$

Using Proposition 3.3.5(iii), $u_{2}:=t_{a, f}\left(v_{2}\right) v_{2}$ and $u_{3}:=t_{a, f}\left(v_{3}\right) v_{3}$ are the 2nd and 3rd positive solutions of $(\mathcal{P})$. Further, by Lemma 3.3.2(iii), $0<$ $J_{a, f}\left(v_{i}\right)=I_{a, f}\left(u_{i}\right), i=2,3$. Hence

$$
0<I_{a, f}\left(u_{i}\right)<I_{a, f}\left(u_{1}\right)+I_{1,0}\left(w^{*}\right), \quad i=2,3 .
$$

Hence $u_{1}, u_{2}, u_{3}$ are distinct and $(\mathcal{P})$ has at least 3 distinct solutions.

### 3.4 Proof of Theorem 3.1.2

In this section we prove Theorem 3.1.2. To this aim we first establish existence of two positive critical points of $I_{a, f}$ (see (3.3.1)) in the spirit of [83]. Towards that, we partition $H^{s}\left(\mathbb{R}^{N}\right)$ into three disjoint sets. Let, $g: H^{s}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be defined by

$$
g(u):=\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1} .
$$

Now, we define

$$
\begin{gathered}
U_{1}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right): u=0 \quad \text { or } \quad g(u)>0\right\}, \quad U_{2}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right): g(u)<0\right\}, \\
U:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}: g(u)=0\right\} .
\end{gathered}
$$

Remark 3.4.1. Since $p>1$, using Sobolev inequality, it is easy to see that $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}$ and $\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}$ are bounded away from 0 , for all $u \in U$.

We define,

$$
\begin{equation*}
c_{0}:=\inf _{U_{1}} I_{a, f}(u) \quad \text { and } \quad c_{1}:=\inf _{U} I_{a, f}(u) . \tag{3.4.1}
\end{equation*}
$$

Remark 3.4.2. For any $t>0, g(t u)=t^{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-t^{p+1} p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}$.
Moreover $g(0)=0$ and $t \mapsto g(t u)$ is a strictly concave function, we have for any $u \in H^{s}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1$, there exists unique $t=t(u)$ such that $t u \in U$. On the other hand, for any $u \in U$, it holds $g(t u)=$ $\left(t^{2}-t^{p+1}\right)\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}$. This implies

$$
t u \in U_{1} \quad \text { for all } t \in(0,1) \text { and } \quad t u \in U_{2} \quad \text { for all } t>1 .
$$

Lemma 3.4.3. Assume $C_{p}$ is defined as in Theorem 3.1.2. Then there holds,

$$
\frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \geq C_{p} S_{1}^{\frac{p+1}{2(p-1)}} \quad \forall \quad u \in U
$$

where $S_{1}$ is as defined in (3.2.24).
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Proof. $u \in U$ implies, $\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}=\frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{\partial}{p+1}}}{\left(p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{\frac{1}{p+1}}}$. Therefore, combining this with the definition of $S_{1}$, we have

$$
\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \geq S_{1}^{\frac{1}{2}}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}=S_{1}^{\frac{1}{2}} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{2}{p+1}}}{\left(p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{\frac{1}{p+1}}} \quad \forall u \in U .
$$

Therefore, for all $u \in U$, we have

$$
\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \geq \frac{S_{1}^{\frac{p+1}{2(p-1)}}}{\left(p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{\frac{1}{p-1}}}=\frac{p}{p-1} C_{p} S_{1}^{\frac{p+1}{2(p-1)}}
$$

Hence the lemma follows.

Lemma 3.4.4. Assume $C_{p}$ is defined as in Theorem 3.1.2 and

$$
\begin{equation*}
\inf _{u \in H^{s}\left(\mathbb{R}^{N}\right),\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)=1}}\left\{C_{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{2 p}{p-1}}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}\right\}>0 . \tag{3.4.2}
\end{equation*}
$$

Then $c_{0}<c_{1}$, where $c_{0}$ and $c_{1}$ are defined as in (3.4.1).
Proof. Define,

$$
\begin{equation*}
\tilde{J}(u):=\frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}}{p+1}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}, \quad u \in H^{s}\left(\mathbb{R}^{N}\right) \tag{3.4.3}
\end{equation*}
$$

Step 1: In this step we prove that there exists $\alpha>0$ such that

$$
\left.\frac{d}{d t} \tilde{J}(t u)\right|_{t=1} \geq \alpha \quad \forall u \in U
$$

From the definition of $\tilde{J}$, we have

$$
\left.\frac{d}{d t} \tilde{J}(t u)\right|_{t=1}=\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}
$$

Therefore, using the definition of $U$ and the value of $C_{p}$, we have for $u \in U$

$$
\begin{align*}
\left.\frac{d}{d t} \tilde{J}(t u)\right|_{t=1} & =\frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \\
& =\left(p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{\frac{1}{p-1}} C_{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \\
& =\left(\frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}}{\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}}\right)^{\frac{1}{p-1}} C_{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \\
& =C_{p} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{2 p}{p-1}}}{\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{\frac{p+1}{p-1}}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}} . \tag{3.4.4}
\end{align*}
$$

Further, (3.4.2) implies there exists $d>0$ such that

Now,
$\begin{aligned} &(3.4 .5) \Longleftrightarrow C_{p} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{2 p}{(p-1)}}}{\frac{p+1}{p+1}}{ }_{H^{-s}}\langle f, u\rangle_{H^{s}} \geq d, \quad\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}=1 \\ &\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p-1}\end{aligned}$
Hence, plugging back the above estimate into (3.4.4) and using Remark (3.4.1) we complete the proof of Step 1.

Step 2: Let $u_{n}$ be a minimizing sequence for $I_{a, f}$ on $U$, i.e., $I_{a, f}\left(u_{n}\right) \rightarrow c_{1}$ and $\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left\|u_{n}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}$. Therefore, for large $n$
$c_{1}+o(1) \geq I_{a, f}\left(u_{n}\right) \geq \tilde{J}\left(u_{n}\right) \geq\left(\frac{1}{2}-\frac{1}{p(p+1)}\right)\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}$.
This implies that $\left\{\tilde{J}\left(u_{n}\right)\right\}$ is a bounded sequence and $\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}$ and $\left\|u_{n}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}$ are bounded.

Claim: $c_{0}<0$.
Indeed, to prove the claim, it's enough to show that there exists $v \in U_{1}$ such that $I_{a, f}(v)<0$. Note that, thanks to Remark 3.4.2, we can choose $u \in U$ such that ${ }_{H^{-s}}\langle f, u\rangle_{H^{s}}>0$. Therefore,

$$
I_{a, f}(t u) \leq t^{2}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}\left[\frac{p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}}{2}-\frac{t^{p-1}}{p+1}\right]-t_{H^{-s}}\langle f, u\rangle_{H^{s}}<0 .
$$

for $t \ll 1$. Also by Remark 3.4.2, $t u \in U_{1}$. Hence the claim follows.
Thanks to the above claim, $I_{a, f}\left(u_{n}\right)<0$ for large $n$. Consequently,

$$
0>I_{a, f}\left(u_{n}\right) \geq\left(\frac{1}{2}-\frac{1}{p(p+1)}\right)\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\left\langle f, u_{n}\right\rangle_{H^{s}} .
$$
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This in turn implies ${ }_{H^{-s}}\left\langle f, u_{n}\right\rangle_{H^{s}}>0$ for all large $n$ (since $p>1$ ). Consequently, $\frac{d}{d t} \tilde{J}\left(t u_{n}\right)<0$ for $t>0$ small enough. Thus, by Step 1 , there exists $t_{n} \in(0,1)$ such that $\frac{d}{d t} \tilde{J}\left(t_{n} u_{n}\right)=0$. Moreover, $t_{n}$ is unique since,
$\frac{d^{2}}{d t^{2}} \tilde{J}(t u)=\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} t^{p-1}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}=\left(1-t^{p-1}\right)\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}>0$, for all $u \in U$, for all $t \in[0,1)$.

Step 3: In this step we show that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\{\tilde{J}\left(u_{n}\right)-\tilde{J}\left(t_{n} u_{n}\right)\right\}>0 \tag{3.4.6}
\end{equation*}
$$

We observe that, $\tilde{J}\left(u_{n}\right)-\tilde{J}\left(t_{n} u_{n}\right)=\int_{t_{n}}^{1} \frac{d}{d t}\left\{\tilde{J}\left(t u_{n}\right)\right\} \mathrm{d} t$ and that for all $n \in \mathbb{N}$, there is $\xi_{n}>0$ such that $t_{n} \in\left(0,1-2 \xi_{n}\right)$ and $\frac{d}{d t} \tilde{J}\left(t u_{n}\right) \geq \alpha$ for $t \in\left[1-\xi_{n}, 1\right]$.

To establish (3.4.6), it is enough to show that $\xi_{n}>0$ can be chosen independent of $n \in \mathbb{N}$. But this is true since, $\left.\frac{d}{d t} \tilde{J}\left(t u_{n}\right)\right|_{t=1} \geq \alpha$ and for the boundedness of $\left\{u_{n}\right\}$,

$$
\begin{aligned}
\left|\frac{d^{2}}{d t^{2}} \tilde{J}\left(t u_{n}\right)\right| & =\left|\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} t^{p-1}\left\|u_{n}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}\right| \\
& =\left|\left(1-t^{p-1}\right)\left\|u_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}\right| \leq C,
\end{aligned}
$$

for all $n \geq 1$ and $t \in[0,1]$.
Step 4: From the definition of $I_{a, f}$ and $\tilde{J}$, it immediately follows that $\frac{d}{d t} I_{a, f}(t u) \geq \frac{d}{d t} \tilde{J}(t u)$ for all $u \in H^{s}\left(\mathbb{R}^{N}\right)$ and for all $t>0$. Hence,
$I_{a, f}\left(u_{n}\right)-I_{a, f}\left(t_{n} u_{n}\right)=\int_{t_{n}}^{1} \frac{d}{d t}\left(I_{a, f}\left(t u_{n}\right)\right) \mathrm{d} t \geq \int_{t_{n}}^{1} \frac{d}{d t} \tilde{J}\left(t u_{n}\right) \mathrm{d} t=\tilde{J}\left(u_{n}\right)-\tilde{J}\left(t_{n} u_{n}\right)$
Since, $\left\{u_{n}\right\} \in U$ is a minimizing sequence for $I_{a, f}$, and $t_{n} u_{n} \in U_{1}$, we conclude using (3.4.6) that

$$
c_{0}=\inf _{u \in U_{1}} I_{a, f}(u)<\inf _{u \in U} I_{a, f}(u) \equiv c_{1} .
$$

Next, we introduce the problem at infinity associated to (3.3.2):

$$
\begin{equation*}
(-\Delta)^{s} u+u=u_{+}^{p} \quad \text { in } \quad \mathbb{R}^{N}, \tag{3.4.7}
\end{equation*}
$$

and the corresponding functional $I_{1,0}: H^{s}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ defined by

$$
I_{1,0}(u)=\frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1} \int_{\mathbb{R}^{N}} u_{+}^{p+1} \mathrm{~d} x .
$$

Define,

$$
\begin{equation*}
X_{1}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}:\left(I_{1,0}\right)^{\prime}(u)=0\right\}, \quad S^{\infty}:=\inf _{X_{1}} I_{1,0} . \tag{3.4.8}
\end{equation*}
$$

Remark 3.4.5. Clearly $I_{1,0}(u)=\frac{p-1}{2(p+1)}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}$ on $X_{1}$. From (3.2.24), we also have $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} \geq S_{1}^{\frac{p+1}{p-1}}$ on $X_{1}$. Therefore, $S^{\infty} \geq \frac{p-1}{2(p+1)} S_{1}^{\frac{p+1}{p-1}}>0$. Further, it's known from [71] that $S_{1}$ is achieved by unique positive radial ground state solution $w^{*}$ of (3.0.4). Therefore,

$$
I_{1,0}\left(w^{*}\right)=\frac{p-1}{2(p+1)} S_{1}^{\frac{p+1}{p-1}}
$$

Hence $S^{\infty}$ is achieved by $w^{*}$.

Proposition 3.4.6. Assume (3.4.2) holds. Then $I_{a, f}$ has a critical point $u_{0} \in U_{1}$ with $I_{a, f}\left(u_{0}\right)=c_{0}$. In particular, $u_{0}$ is a positive weak solution to $(\mathcal{P})$.

Proof. We decompose the proof into few steps.
Step 1: $c_{0}>-\infty$.
Since $I_{a, f}(u) \geq \tilde{J}(u)$, where $\tilde{J}$ is defined as in (3.4.3), in order to prove Step 1, it is enough to show that $\tilde{J}$ is bounded from below. From definition of $U_{1}$, it immediately follows that

$$
\begin{equation*}
\tilde{J}(u) \geq\left[\frac{1}{2}-\frac{1}{p(p+1)}\right]\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \text { for all } u \in U_{1} \tag{3.4.9}
\end{equation*}
$$

As RHS is quadratic function in $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}, \tilde{J}$ is bounded from below. Hence Step 1 follows.
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Step 2: In this step we show that there exists a bounded PS sequence $\left\{u_{n}\right\} \subset U_{1}$ for $I_{a, f}$ at level $c_{0}$.

Let $\left\{u_{n}\right\} \subset \bar{U}_{1}$ such that $I_{a, f}\left(u_{n}\right) \rightarrow c_{0}$. Since $I_{a, f}(u) \geq \tilde{J}(u)$ from (3.4.9), it follows that $\left\{u_{n}\right\}$ is a bounded sequence. Since by Lemma 3.4.4, $c_{0}<c_{1}$, without restriction we can assume $u_{n} \in U_{1}$. Therefore, by Ekeland's variational principle from $\left\{u_{n}\right\}$, we can extract a PS sequence in $U_{1}$ for $I_{a, f}$ at level $c_{0}$. We again call it by $\left\{u_{n}\right\}$. That completes the proof of Step 2.

Step 3: In this step we show that there exists $u_{0} \in U_{1}$ such that $u_{n} \rightarrow u_{0}$ in $H^{s}\left(\mathbb{R}^{N}\right)$.

Applying Proposition 3.2.1, it follows

$$
\begin{equation*}
u_{n}-u_{0}-\sum_{i=1}^{m} w^{i}\left(x-x_{n}^{i}\right) \rightarrow 0 \text { in } H^{s}\left(\mathbb{R}^{N}\right) \tag{3.4.10}
\end{equation*}
$$

for some $u_{0}$ with $\left(I_{a, f}\right)^{\prime}\left(u_{0}\right)=0$ and some appropriate $w^{i},\left\{x_{n}^{i}\right\}$. To prove Step 3, we need to show that $m=0$. We argue by method of contradiction. Suppose there is $w^{i} \neq 0(i \in\{1,2, \cdots, m\})$ such that $\left(I_{1,0}\right)^{\prime}\left(w^{i}\right)=0$. i.e, $\left\|w^{i}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}}\left(w_{+}^{i}\right)^{p+1} \mathrm{~d} x$. Therefore,

$$
\begin{aligned}
g\left(w^{i}\right) & =\left\|w^{i}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left\|w^{i}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1} \\
& =\int_{\mathbb{R}^{N}}\left(w_{+}^{i}\right)^{p+1} \mathrm{~d} x-p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N}}\left|w^{i}\right|^{p+1} \mathrm{~d} x \\
& \leq\left\|w^{i}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}\left(1-p\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)<0 .
\end{aligned}
$$

The last inequality follows from the fact that $p>1$ and $\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \geq 1$. Now from Remark 3.4.5, $I_{1,0}\left(w^{i}\right) \geq S^{\infty}>0$ for all $1 \leq i \leq m$. Therefore, $I_{a, f}\left(u_{n}\right) \rightarrow I_{a, f}\left(u_{0}\right)+\sum_{i=1}^{m} I_{1,0}\left(w_{i}\right)$ implies $I_{a, f}\left(u_{0}\right)<c_{0}$. This in turn implies, $u_{0} \notin U_{1}$. Therefore, $g\left(u_{0}\right) \leq 0$.

Now we evaluate, $g\left(u_{0}+\sum_{i=1}^{m} w^{i}\left(x-x_{n}^{i}\right)\right)$. Since $u_{n} \in U_{1}$, we have $g\left(u_{n}\right) \geq 0$. Therefore, applying uniform continuity of $g$, we obtain from (3.4.10) that

$$
\begin{equation*}
0 \leq \liminf _{n \rightarrow \infty} g\left(u_{n}\right)=\liminf _{n \rightarrow \infty} g\left(u_{0}+\sum_{i=1}^{m} w^{i}\left(x-x_{n}^{i}\right)\right) \tag{3.4.11}
\end{equation*}
$$

On the other hand, since $\left|x_{n}^{i}\right| \rightarrow \infty,\left|x_{n}^{i}-x_{n}^{j}\right| \rightarrow \infty$, for $1 \leq i \neq j \leq m$ the supports of $u_{0}(\cdot)$ and $w^{i}\left(\cdot-x_{n}^{i}\right)$ are going increasingly far away as $n \rightarrow \infty$ and we get

$$
\lim _{n \rightarrow \infty} g\left(u_{0}+\sum_{i=1}^{m} w^{i}\left(x-x_{n}^{i}\right)\right)=g\left(u_{0}\right)+\lim _{n \rightarrow \infty} \sum_{i=1}^{m} g\left(w^{i}\left(x-x_{n}^{i}\right)\right)=g\left(u_{0}\right)+\sum_{i=1}^{m} g\left(w^{i}\right),
$$

where the last equality is due to the fact that $g$ is invariant under translation in $\mathbb{R}^{N}$. Now since $g\left(u_{0}\right) \leq 0$ and $g\left(w^{i}\right)<0$, for $i \leq i \neq j \leq m$, we get a contradiction to (3.4.11). Hence Step 3 follows.

Step 4: From the previous steps we conclude that $I_{a, f}\left(u_{0}\right)=c_{0}$ and $\left(I_{a, f}\right)^{\prime}\left(u_{0}\right)=0$. Therefore, $u_{0}$ is a weak solution to (3.3.2). Combining this with Remark 3.3.1, we conclude the proof of the proposition.

Proposition 3.4.7. Assume (3.4.2) holds. Then $I_{a, f}$ has a second critical point $v_{0} \neq u_{0}$. In particular, $v_{0}$ is a positive solution to ( $\left.\mathcal{P}\right)$.

Proof. Let $u_{0}$ be the critical point obtained in Proposition 3.4.6 and $w^{*}$ be as in Remark 3.4.5. Set, $w_{t}(x):=w^{*}\left(\frac{x}{t}\right)$

Claim 1: $u_{0}+w_{t} \in U_{2}$ for $t>0$ large enough.
Indeed, as $p>1$ and $\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \geq 1$,

$$
\begin{array}{r}
g\left(u_{0}+w_{t}\right) \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+\left\|w_{t}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+2\left\langle u_{0}, w_{t}\right\rangle_{H^{s}} \\
-p\left(\left\|u_{0}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}+\left\|w_{t}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}\right) \\
\leq(1+\varepsilon)\left\|w_{t}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+(1+C(\varepsilon))\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} \\
-p\left(\left\|u_{0}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}+\left\|w_{t}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}\right),
\end{array}
$$

where to get the last inequality, we have used Young's inequality with $\varepsilon>0$. Further, as $w^{*}$ solves (3.0.4), we have
$\left\|w_{t}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=t^{N-2 s}\left[w^{*}\right]_{H^{s}}^{2}+t^{N}\left\|w^{*}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}$ and $\left\|w_{t}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}=t^{N}\left\|w^{*}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}$,
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where $[\cdot]_{H^{s}}$ denotes the seminorm in $H^{s}\left(\mathbb{R}^{N}\right)$. Therefore,

$$
\begin{aligned}
g\left(u_{0}+w_{t}\right) \leq(1 & +C(\varepsilon))\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-p\left\|u_{0}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1} \\
& +\left[w^{*}\right]_{H^{s}}^{2}\left[(1+\varepsilon) t^{N-2 s}-p t^{N}\right]+t^{N}\left\|w^{*}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}[(1+\varepsilon)-p] .
\end{aligned}
$$

Choose $\varepsilon>0$ such that $1+\varepsilon<p$. Therefore, $g\left(u_{0}+w_{t}\right)<0$ for $t$ to be large enough. Hence the claim follows.

Claim 2: $I_{a, f}\left(u_{0}+w_{t}\right)<I_{a, f}\left(u_{0}\right)+I_{1,0}\left(w_{t}\right), \forall t>0$.
Indeed, since $u_{0}, w_{t}>0$, taking $w_{t}$ as the test function for (3.3.2) yields

$$
\left\langle u_{0}, w_{t}\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}=\int_{\mathbb{R}^{N}} a(x) u_{0}^{p} w_{t} \mathrm{~d} x+{ }_{H^{-s}}\left\langle f, w_{t}\right\rangle_{H^{s}} .
$$

Therefore, using the above expression and the fact that $a \geq 1$, we obtain

$$
\begin{aligned}
I_{a, f}\left(u_{0}+w_{t}\right)= & \frac{1}{2}\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+\frac{1}{2}\left\|w_{t}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}+\left\langle u_{0}, w_{t}\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} \\
& -\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left(u_{0}+w_{t}\right)^{p+1} \mathrm{~d} x-{ }_{H^{-s}}\left\langle f, u_{0}\right\rangle_{H^{s}}-{ }_{H^{-s}}\left\langle f, w_{t}\right\rangle_{H^{s}} \\
= & I_{a, f}\left(u_{0}\right)+I_{1,0}\left(w_{t}\right)+\left\langle u_{0}, w_{t}\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}+\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x) u_{0}^{p+1} \mathrm{~d} x \\
& +\frac{1}{p+1} \int_{\mathbb{R}^{N}} w_{t}^{p+1} \mathrm{~d} x-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left(u_{0}+w_{t}\right)^{p+1} \mathrm{~d} x-{ }_{H^{-s}}\left\langle f, w_{t}\right\rangle_{H^{s}} \\
\leq & I_{a, f}\left(u_{0}\right)+I_{1,0}\left(w_{t}\right)+ \\
& \frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x)\left[(p+1) u_{0}^{p} w_{t}+u_{0}^{p+1}+w_{t}^{p+1}-\left(u_{0}+w_{t}\right)^{p+1}\right] \mathrm{d} x \\
< & I_{a, f}\left(u_{0}\right)+I_{1,0}\left(w_{t}\right) .
\end{aligned}
$$

Hence the Claim follows.
Also, by direct computation, it follows

$$
\begin{equation*}
I_{1,0}\left(w_{t}\right)=\frac{t^{N-2 s}}{2}\left[w^{*}\right]_{H^{s}}^{2}+\frac{t^{N}}{2}\left\|w^{*}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}-\frac{t^{N}}{p+1}\left\|w^{*}\right\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1} \rightarrow-\infty \text { as } t \rightarrow \infty, \tag{3.4.12}
\end{equation*}
$$

From (3.4.12), it is also easy to see that

$$
\sup _{t>0} I_{1,0}\left(w_{t}\right)=I_{1,0}\left(w_{1}\right)=I_{1,0}\left(w^{*}\right)=S^{\infty},
$$

where the last equality is due to Remark 3.4.5. Combing this with Claim 2 yields

$$
\begin{equation*}
I_{a, f}\left(u_{0}+w_{t}\right)<I_{a, f}\left(u_{0}\right)+S^{\infty} \quad \forall t>0 . \tag{3.4.13}
\end{equation*}
$$

Combining (3.4.12) with Claim 2, we have

$$
\begin{equation*}
I_{a, f}\left(u_{0}+w_{t}\right)<I_{a, f}\left(u_{0}\right) \quad \text { for } \quad t \quad \text { large enough. } \tag{3.4.14}
\end{equation*}
$$

Fix $t_{0}>0$ large enough such that (3.4.14) and Claim 1 are satisfied.
Then we set

$$
\gamma:=\inf _{i \in \Gamma} \max _{t \in[0,1]} I_{a, f}(i(t)),
$$

where

$$
\Gamma:=\left\{i \in C\left([0,1], H^{s}\left(\mathbb{R}^{N}\right)\right): i(0)=u_{0}, \quad i(1)=u_{0}+w_{t_{0}}\right\}
$$

As $u_{0} \in U_{1}$ and $u_{0}+w_{t_{0}} \in U_{2}$, for every $i \in \Gamma$, there exists $t_{i} \in(0,1)$ such that $i\left(t_{i}\right) \in U$. Therefore,

$$
\max _{t \in[0,1]} I_{a, f}(i(t)) \geq I_{a, f}\left(i\left(t_{i}\right)\right) \geq \inf _{U} I_{a, f}(u)=c_{1} .
$$

Thus, $\gamma \geq c_{1}>c_{0}=I_{a, f}\left(u_{0}\right)$. Here in the last inequality we have used Lemma 3.4.4.

Claim 3: $\gamma<S^{\infty}$, where $S^{\infty}$ is as defined in (3.4.8).
It's easy to see that $\lim _{t \rightarrow 0}\left\|w_{t}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}=0$. Thus, if we define $\tilde{i}(t)=$ $u_{0}+w_{t t_{0}}$, then $\lim _{t \rightarrow 0}\left\|\tilde{i}(t)-u_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}=0$. Consequently, $\tilde{i} \in \Gamma$. Therefore, using (3.4.13), we obtain

$$
\gamma \leq \max _{t \in[0,1]} I_{a, f}(\tilde{i}(t))=\max _{t \in[0,1]} I_{a, f}\left(u_{0}+w_{t t_{0}}\right)<I_{a, f}\left(u_{0}\right)+S^{\infty} .
$$

Hence the claim follows.
Hence

$$
I_{a, f}\left(u_{0}\right)<\gamma<I_{a, f}\left(u_{0}\right)+S^{\infty} .
$$
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Using Ekeland's variational principle, there exists a PS sequence $\left\{u_{n}\right\}$ for $I_{a, f}$ at level $\gamma$. Doing a standard computation yields $\left\{u_{n}\right\}$ is bounded sequence. Since, by Remark 3.4.5, we have $S^{\infty}=I_{1,0}\left(w^{*}\right)$, from Proposition 3.2.1 we can conclude that $u_{n} \rightarrow v_{0}$, for some $v_{0} \in H^{s}\left(\mathbb{R}^{N}\right)$ such that $\left(I_{a, f}\right)^{\prime}\left(v_{0}\right)=0$ and $I_{a, f}\left(v_{0}\right)=\gamma$. Further, as $I_{a, f}\left(u_{0}\right)<\gamma$, we conclude $v_{0} \neq u_{0}$.
$\left(I_{a, f}\right)^{\prime}\left(v_{0}\right)=0 \Longrightarrow v_{0}$ is a weak solution to (3.3.2). Combining this with Remark 3.3.1, we conclude the proof of the proposition.

Lemma 3.4.8. If $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}<C_{p} S_{1}^{\frac{p+1}{2(p-1)}}$, then (3.4.2) holds.
Proof. Using the given hypothesis, we can obtain $\varepsilon>0$ such that $\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}<$ $C_{p} S_{1}^{\frac{p+1}{2(p-1)}}-\varepsilon$. Therefore, using Lemma 3.4.3, we have

$$
\begin{aligned}
H^{-s}\langle f, u\rangle_{H^{s}} & \leq\|f\|_{H^{-s}\left(\mathbb{R}^{N}\right)}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \\
& <\left[C_{p} S_{1}^{\frac{p+1}{2(p-1)}}-\varepsilon\right]\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \\
& \leq \frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\varepsilon\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}
\end{aligned}
$$

for all $u \in U$. Therefore,

$$
\frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}>\varepsilon\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} \quad \forall u \in U .
$$

i.e.,

$$
\inf _{U}\left[\frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}\right] \geq \varepsilon \inf _{U}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)} .
$$

Since, by Remark 3.4.1, we have $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}$ is bounded away from 0 on $U$, the above expression implies

$$
\begin{equation*}
\inf _{U}\left[\frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}\right]>0 . \tag{3.4.15}
\end{equation*}
$$

On the other hand,
$(3.4 .2) \Longleftrightarrow C_{p} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{2 p}{p-1}}}{\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p-1}}{ }_{H^{-s}}^{p-1}\langle f, u\rangle_{H^{s}}>0$ for $\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}=1$
$\Longleftrightarrow \quad C_{p} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{\frac{2 p}{p-1}}}{\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1}}{ }_{H^{-s}}^{p-1}\langle f, u\rangle_{H^{s}}>0 \quad$ for $\quad u \in U$

$$
\begin{equation*}
\Longleftrightarrow \quad \frac{p-1}{p}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-{ }_{H^{-s}}\langle f, u\rangle_{H^{s}}>0 \quad \text { for } \quad u \in U . \tag{3.4.16}
\end{equation*}
$$

Clearly, (3.4.15) insures RHS of (3.4.16) holds. Hence the lemma follows.

## Proof of Theorem 3.1.2 completed:

Proof. Combining Proposition 3.4.6 and Proposition 3.4.7 with Lemma 3.4.8, we conclude the proof of Theorem 3.1.2.

### 3.5 Existence Result when $f \equiv 0$

In this section we aim to prove Theorem 3.1.4 in the spirit of [59]. For this using Mountain pass theorem, we first attempt to solve the following problem in the bounded domain with Dirichlet boundary condition:
where $B_{k}$ denotes the ball of radius $k$, centered at origin, $0<a \in L^{\infty}\left(\mathbb{R}^{N}\right)$ satisfies

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} a(x)=a_{0}=\inf _{x \in \mathbb{R}^{N}} a(x) . \tag{3.5.1}
\end{equation*}
$$

Remark 3.5.1. Without loss of generality, we can assume $a \not \equiv a_{0}$, since if $a \equiv a_{0}$ then $u=a_{0}^{-\frac{1}{p-1}} w^{*}$ is a solution of $(\mathcal{P})($ with $f \equiv 0)$, where $w^{*}$ is the
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unique ground state solution of (3.0.4). In this case Theorem 3.1.4 follows immediately.

We fix some notations first. Denote,

$$
E_{k}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right): u=0 \text { in } \mathbb{R}^{N} \backslash B_{k}\right\}
$$

i.e., $E_{k}$ is the closure of $C_{0}^{\infty}\left(B_{k}\right)$ w.r.t. the norm in $H^{s}\left(\mathbb{R}^{N}\right)$. Therefore,

$$
E_{1} \subseteq E_{2} \subseteq \cdots \subseteq H^{s}\left(\mathbb{R}^{N}\right)
$$

and $\cup_{k \geq 1} E_{k}$ is dense in $H^{s}\left(\mathbb{R}^{N}\right)$. We define $I_{a, 0}$ as in (3.3.1) (taking $f=0$ there) and let $I_{a, 0}^{k}$ denote the restriction of $I_{a, 0}$ to the subspace $E_{k}$. Like before using Remark 3.3.1, we can conclude that any nontrivial critical point of $I_{a, 0}^{k}$ is necessarily a positive solution of $\left(\mathcal{P}_{k}\right)$.

Lemma 3.5.2. For each $k \geq 1$, Dirichlet problem $\left(\mathcal{P}_{k}\right)$ admits a solution $u_{k}$. Moreover, $\left\{u_{k}\right\}$ is uniformly bounded in $H^{s}\left(\mathbb{R}^{N}\right)$ and so it contains a subsequence that converges weakly to $\bar{u} \geq 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$.

Proof. For $u \in E_{k}$,

$$
\begin{aligned}
I_{a, 0}^{k}(u)=I_{a, 0}(u) & =\frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{dx} \\
& \geq \frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1}\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\|u\|_{L^{p+1}\left(\mathbb{R}^{N}\right)}^{p+1} \\
& \geq \frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1}\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} S_{1}^{-\frac{p+1}{2}}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p+1}
\end{aligned}
$$

where $S_{1}$ is as defined in (3.2.24). As $\cup_{k \geq 1} E_{k}$ is dense in $H^{s}\left(\mathbb{R}^{N}\right)$,

$$
I_{a, 0}(u) \geq \frac{1}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{1}{p+1}\|a\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} S_{1}^{-\frac{p+1}{2}}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{p+1} \quad \forall u \in H^{s}\left(\mathbb{R}^{N}\right)
$$

Therefore, there exist $\delta, \bar{\alpha}>0$ such that

$$
I_{a, 0}(u) \geq \bar{\alpha}>0 \quad \text { on } \quad\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=\delta, \quad u \in H^{s}\left(\mathbb{R}^{N}\right)
$$

Now, choose $u_{0} \in E_{1}$ with $\left\|u_{0}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}>\delta$ and $u_{0} \geq 0$. As $p>1$, there exists $t_{0}>0$ such that

$$
I_{a, 0}\left(t u_{0}\right) \leq \frac{t^{2}}{2}\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{a_{0} t^{p+1}}{p+1} \int_{B_{1}} u_{0}^{p+1} \mathrm{~d} x<0 \quad \forall t>t_{0}
$$

If $t_{0} \leq 1$, then we define $e:=u_{0}$ otherwise, we define $e:=t_{0} u_{0}$. Therefore, $0 \leq e \in E_{1},\|e\| \geq \delta$ and $I_{a, 0}(t e)<0$ for all $t>1$. We define $\Gamma_{k}$ to be the set of all continuous paths in $E_{k}$ connecting 0 and $e$ and $\Gamma$ be the set of all continuous paths in $H^{s}\left(\mathbb{R}^{N}\right)$ connecting 0 and $e$. Set,

$$
\begin{equation*}
\alpha:=\inf _{\gamma \in \Gamma} \max _{u \in \gamma} I_{a, 0}(u) \tag{3.5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{k}:=\inf _{\gamma \in \Gamma_{k}} \max _{u \in \gamma} I_{a, 0}(u) . \tag{3.5.3}
\end{equation*}
$$

Observe that, $\Gamma_{1} \subseteq \Gamma_{2} \subseteq \cdots \subseteq \Gamma$ and this in turn implies

$$
\begin{equation*}
\alpha_{1} \geq \alpha_{2} \geq \cdots \geq \alpha \geq \bar{\alpha}>0 \tag{3.5.4}
\end{equation*}
$$

Moreover, since $\cup_{k \geq 1} E_{k}$ is dense in $H^{s}\left(\mathbb{R}^{N}\right)$, it is easy to check that $\alpha_{k} \rightarrow \alpha$ as $k \rightarrow \infty$. Applying Mountain pass lemma, we obtain $\alpha_{k}$ is a critical point of $I_{a, 0}^{k}$. Let $u_{k} \in E_{k}$ be the critical point of $I_{a, 0}^{k}$ corresponding to $\alpha_{k}$. Therefore, $I_{a, 0}\left(u_{k}\right)=I_{a, 0}^{k}\left(u_{k}\right)=\alpha_{k}$ and $\left(I_{a, 0}^{k}\right)^{\prime}\left(u_{k}\right)=0$. In particular,

$$
\alpha_{k}=I_{a, 0}^{k}\left(u_{k}\right)-\frac{1}{p+1}\left(I_{a, 0}^{k}\right)^{\prime}\left(u_{k}\right) u_{k}=\left(\frac{1}{2}-\frac{1}{p+1}\right)\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2} .
$$

Since $\alpha_{k} \leq \alpha_{1}$, for all $k \geq 1$, from the above expression we obtain $\left\{u_{k}\right\}$ is uniformly bounded in $H^{s}\left(\mathbb{R}^{N}\right)$. Hence there exists $\bar{u}$ in $H^{s}\left(\mathbb{R}^{N}\right)$ such that, up to a subsequence, $u_{k} \rightharpoonup \bar{u}$ in $H^{s}\left(\mathbb{R}^{N}\right)$. Moreover, $I_{a, 0}\left(u_{k}\right)=\alpha_{k} \geq \bar{\alpha}>0$ implies $u_{k}$ is nontrivial. Therefore, taking $\left(u_{k}\right)_{-}$as the test function in

$$
\left\{\begin{aligned}
(-\Delta)^{s} u+u & =a(x) u_{+}^{p} \text { in } B_{k}, \\
u & =0 \text { in } \mathbb{R}^{N} \backslash B_{k},
\end{aligned}\right.
$$

we obtain $u_{k} \geq 0$. Therefore, using maximum principle we have $u_{k}>0$ in $B_{k}$. Hence $\bar{u} \geq 0$.
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Lemma 3.5.3. Let $u_{k}$ be a critical point of $I_{a, 0}^{k}$ and $u_{k} \rightharpoonup \bar{u}$ in $H^{s}\left(\mathbb{R}^{N}\right)$.
Then $\bar{u}$ is a critical point of $I_{a, 0}$.
Proof. $u_{k}$ be a critical point of $I_{a, 0}^{k}$ implies

$$
\left\langle u_{k}, \psi\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}-\int_{B_{k}} a(x)\left(u_{k}\right)_{+}^{p} \psi \mathrm{~d} x=0 \quad \forall \psi \in E_{k} .
$$

Let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$. Then $\phi \in E_{k}$ for large $k$. Therefore, for large $k$,

$$
\begin{equation*}
\left\langle u_{k}, \phi\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}-\int_{\mathbb{R}^{N}} a(x)\left(u_{k}\right)_{+}^{p} \phi \mathrm{~d} x=0 . \tag{3.5.5}
\end{equation*}
$$

Since $u_{k} \rightharpoonup \bar{u}$ in $H^{s}\left(\mathbb{R}^{N}\right)$ implies $\left\langle u_{k}, \phi\right\rangle_{H^{s}\left(\mathbb{R}^{N}\right)} \rightarrow\langle\bar{u}, \phi\rangle_{H^{s}\left(\mathbb{R}^{N}\right)}$ and by Lemma 3.2.3, $\int_{\mathbb{R}^{N}} a(x)\left(u_{k}\right)_{+}^{p} \phi \mathrm{~d} x \rightarrow \int_{\mathbb{R}^{N}} a(x) \bar{u}_{+}^{p} \phi \mathrm{~d} x$, as $k \rightarrow \infty$. Therefore letting $k \rightarrow \infty$ in (3.5.5), yields $I_{a, 0}^{\prime}(\bar{u})(\phi)=0$. Since $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ is arbitrary, the lemma follows.

Thanks to Lemma 3.5.2 and Lemma 3.5.3, we are just left to show that $\bar{u} \not \equiv 0$, in order to complete the proof of Theorem 3.1.4.

### 3.5.1 Comparison argument

For any arbitrarily fixed $R>0$, define,

$$
h_{R}(x)=\left\{\begin{array}{rll}
a(x) & \text { if } & |x|>R,  \tag{3.5.6}\\
0 & \text { if } & |x| \leq R
\end{array}\right.
$$

We define the following Nehari manifolds:

$$
\mathcal{N}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}:\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x\right\}
$$

and

$$
\mathcal{N}_{R}:=\left\{u \in H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}:\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}} h_{R}(x) u_{+}^{p+1} \mathrm{~d} x\right\}
$$

Set,

$$
\begin{equation*}
\alpha^{*}:=\inf _{u \in \mathcal{N}} I_{a, 0}(u) \quad \text { and } \quad \beta_{R}^{*}:=\inf _{u \in \mathcal{N}_{R}} I_{h_{R}, 0}(u) . \tag{3.5.7}
\end{equation*}
$$

Lemma 3.5.4. $\alpha^{*}<\lim _{R \rightarrow \infty} \beta_{R}^{*}$.
Proof. From the definition of $I_{a, 0}$, we have

$$
\begin{aligned}
\alpha^{*} & =\left(\frac{1}{2}-\frac{1}{p+1}\right) \inf _{\mathcal{N}} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x \\
& =\left(\frac{1}{2}-\frac{1}{p+1}\right) \inf _{H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}}\left[\frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left(\int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}}}\right]^{\frac{2(p+1)}{p-1}} .
\end{aligned}
$$

Similarly,

$$
\beta_{R}^{*}=\left(\frac{1}{2}-\frac{1}{p+1}\right) \inf _{H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}}\left[\frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left(\int_{\mathbb{R}^{N}} h_{R}(x) u_{+}^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}}}\right]^{\frac{2(p+1)}{p-1}} .
$$

Therefore, it is enough to prove

$$
\inf _{H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left(\int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}}}<\lim _{R \rightarrow \infty}\left(\inf _{H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}}{\left(\int_{\mathbb{R}^{N}} h_{R}(x) u_{+}^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}}}\right) .
$$

Equivalently, it is enough to show

$$
\begin{equation*}
\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x>\lim _{R \rightarrow \infty}\left(\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{|x|>R} a(x) u_{+}^{p+1} \mathrm{~d} x\right) . \tag{3.5.8}
\end{equation*}
$$

From (3.5.1) we have $\lim _{|x| \rightarrow \infty} a(x)=a_{0}=\inf _{x \in \mathbb{R}^{N}} a(x)$. In view of Remark 3.5.1, we first note that, it is enough to consider the case when $\mu\left(\left\{x \in \mathbb{R}^{N}\right.\right.$ : $\left.\left.a(x) \neq a_{0}\right\}\right)>0$, where $\mu(X)$ denotes the Lebesgue measure of a set $X$. In this case, we

## Claim:

$$
\begin{equation*}
\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x>M:=\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{\mathbb{R}^{N}} a_{0} u_{+}^{p+1} \mathrm{~d} x . \tag{3.5.9}
\end{equation*}
$$

To see the claim, first we note that clearly, for each $u \in H^{s}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1$, we have

$$
\int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x>\int_{\mathbb{R}^{N}} a_{0} u_{+}^{p+1} \mathrm{~d} x .
$$
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Therefore, the claim will be proved if we show that $M$ is attained. For that, let $v_{n}$ be a maximizing sequence, i.e.,

$$
\left\|v_{n}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1, \quad \int_{\mathbb{R}^{N}} a_{0}\left(v_{n}\right)_{+}^{p+1} \mathrm{~d} x \rightarrow M
$$

Using symmetric rearrangement technique, without loss of generality, we can assume that $v_{n}$ is radially symmetric and symmetric decreasing (see [73]). We denote by $H_{\text {rad,d }}^{s}\left(\mathbb{R}^{N}\right)$, the set of all radially symmetric and decreasing functions in $H^{s}\left(\mathbb{R}^{N}\right)$. Using [28, Lemma 6.1], it is easy to see that

$$
H_{r a d, d}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p+1}\left(\mathbb{R}^{N}\right)
$$

is compact. Hence by standard argument, it follows that $M$ is attained. Therefore the claim follows.

Thanks to the above above claim, we have

$$
\begin{align*}
\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{\mathbb{R}^{N}} a(x) u_{+}^{p+1} \mathrm{~d} x & >\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{\mathbb{R}^{N}} a_{0} u_{+}^{p+1} \mathrm{~d} x \\
& >\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{|x|>R} a_{0} u_{+}^{p+1} \mathrm{~d} x \\
& \geq \lim _{R \rightarrow \infty}\left(\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{|x|>R} a_{0} u_{+}^{p+1} \mathrm{~d} x\right) . \tag{3.5.10}
\end{align*}
$$

Using the fact that $\lim _{|x| \rightarrow \infty} a(x) \rightarrow a_{0}$, a straight forward computation yields

$$
\lim _{R \rightarrow \infty}\left(\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{|x|>R} a_{0} u_{+}^{p+1} \mathrm{~d} x\right)=\lim _{R \rightarrow \infty}\left(\sup _{\|u\|_{H^{s}\left(\mathbb{R}^{N}\right)}=1} \int_{|x|>R} a(x) u_{+}^{p+1} \mathrm{~d} x\right) .
$$

Substituting the above equality into (3.5.10), we obtain (3.5.8).
Lemma 3.5.5. $\alpha \leq \alpha^{*}$, where $\alpha$ and $\alpha^{*}$ are defined as in (3.5.2) and (3.5.7).
Proof. Let $v \in \mathcal{N}$ be arbitrarily chosen and $V$ denote the 2-dimensional subspace spanned by $v$ and $e$, where $e$ is as found in the proof of Lemma 3.5.2. Let $V^{+}:=\{a v+b e: a \geq 0, b \geq 0\}$. Let $S$ be the circle on $V$
with radius $R$ large enough such that $I_{a, 0} \leq 0$ on $S \cap V^{+}$(this follows since $p>1$ and standard compactness argument on $V^{+}$) and $v, e$ lie inside $S$. Let $l_{v}:=\{t v: t \geq 0\}$ and $l_{e}:=\{t e: t \geq 0\}$ intersect $S$ at $v_{1}$ and $v_{2}$ respectively. We define, $\tilde{\gamma}$ be the path that consists of the segment on $l_{v}$ with endpoints 0 and $v_{1}$, the arc $S \cap V^{+}$(connecting $v_{1}$ and $v_{2}$ ) and the segment on $l_{e}$ with endpoints $v_{2}$ and $e$. Therefore, clearly $\tilde{\gamma} \in \Gamma$ and $v \in \tilde{\gamma}$.

Claim: $\max _{u \in \tilde{\gamma}} I_{a, 0}(u)=I_{a, 0}(v)$.
Indeed, a straight forward computation yields

$$
v \in \mathcal{N} \quad \text { implies } \quad \max _{t \geq 0} I_{a, 0}(t v)=I_{a, 0}(v) .
$$

Further, from the construction of $\tilde{\gamma}$ it follows $I_{a, 0} \leq 0$ on the rest part of $\tilde{\gamma}$ (since $I_{a, 0} \leq 0$ on $S \cap V^{+}$and $I_{a, 0}(t e)<0$ for $t>1$ ). Hence the claim follows.

The above claim immediately yields

$$
\alpha \leq \max _{u \in \hat{\gamma}} I_{a, 0}(u)=I_{a, 0}(v) .
$$

On the other hand, as $v \in \mathcal{N}$ was arbitrarily chosen, we obtain

$$
\alpha \leq \inf _{v \in \mathcal{N}} I_{a, 0}(v)=\alpha^{*} .
$$

## Proof of Theorem 3.1.4

Proof. By Lemma 3.5.3 and Lemma 3.5.2, we know that $\bar{u}$ is a nonnegative critical point of $I_{a, 0}$. Therefore, it's enough to show that $\bar{u} \not \equiv 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$. We prove this by method of contradiction. Suppose $\bar{u} \equiv 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$. Therefore, using Rellich compactness theorem, $u_{k} \rightarrow 0$ in $L_{l o c}^{p+1}\left(\mathbb{R}^{N}\right)$. Hence,

$$
0 \leq \varepsilon_{k}:=\int_{B_{R}} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty .
$$

It is easy to see that for each $k$, there exists unique $t_{k, R}>0$ such that $t_{k, R} u_{k} \in \mathcal{N}_{R}$, i.e.,

$$
t_{k, R}^{2}\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=t_{k, R}^{p+1} \int_{\mathbb{R}^{N}} h_{R}(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x .
$$
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Claim: $\left\{t_{k, R}\right\}_{k=1}^{\infty}$ is a bounded sequence.
To prove the claim, first we note that since $u_{k}$ is critical point of $I_{a, 0}^{k}$, we have

$$
\begin{aligned}
\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x & =\varepsilon_{k}+\int_{|x|>R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
& =\varepsilon_{k}+\int_{|x|>R} h_{R}(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x .
\end{aligned}
$$

Further, $p>1$ implies there exists $\delta>0$ such that $p+1>2+\delta$. Therefore, if $t_{k, R} \geq 1$ then combining the above two expressions, we obtain

$$
\begin{aligned}
\varepsilon_{k} t_{k, R}^{2}+t_{k, R}^{2} \int_{|x|>R} h_{R}(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x & \geq t_{k, R}^{p+1} \int_{|x|>R} h_{R}(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
& \geq t_{k, R}^{2+\delta} \int_{|x|>R} h_{R}(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x
\end{aligned}
$$

Consequently,

$$
\begin{align*}
t_{k, R}^{2} \varepsilon_{k} & \geq\left(t_{k, R}^{2+\delta}-t_{k, R}^{2}\right) \int_{|x|>R} h_{R}(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
& =\left(t_{k, R}^{2+\delta}-t_{k, R}^{2}\right) \int_{|x|>R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
& =\left(t_{k, R}^{2+\delta}-t_{k, R}^{2}\right)\left(\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\varepsilon_{k}\right) \tag{3.5.11}
\end{align*}
$$

Further, note that $\varepsilon_{k} \rightarrow 0$ and $I_{a, 0}^{k}\left(u_{k}\right)=\alpha_{k}$ implies

$$
\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=2 \int_{\mathbb{R}^{N}} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x+2 \alpha_{k} \geq 2 \alpha_{k} \geq 2 \bar{\alpha}
$$

(the last inequality follows from (3.5.4)). Therefore from (3.5.11), we have

$$
t_{k, R}^{2} \varepsilon_{k} \geq \bar{\alpha}\left(t_{k, R}^{2+\delta}-t_{k, R}^{2}\right) \quad \text { for large } k
$$

As a consequence, $t_{k, R} \rightarrow 1$ as $k \rightarrow \infty$ (for fixed $R>0$ ). Hence the claim holds.

Using the above claim, we have $t_{k, R} u_{k} \rightharpoonup 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$. Further, as $u_{k}$ is critical point of $I_{a, 0}^{k}$ implies $\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x$, a straight
forward computation yields that $\max _{t \geq 0} I_{a, 0}\left(t u_{k}\right)=I_{a, 0}\left(u_{k}\right)$. Therefore,

$$
\begin{aligned}
\alpha_{k}=I_{a, 0}\left(u_{k}\right) \geq & I_{a, 0}\left(t_{k, R} u_{k}\right) \\
= & \frac{t_{k, R}^{2}}{2}\left\|u_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{t_{k, R}^{p+1}}{p+1} \int_{|x|>R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
& \quad-\frac{t_{k, R}^{p+1}}{p+1} \int_{|x|<R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
= & I_{h_{R}, 0}\left(t_{k, R} u_{k}\right)-\frac{t_{k, R}^{p+1}}{p+1} \int_{|x|<R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \\
\geq & \beta_{R}^{*}-\frac{t_{k, R}^{p+1}}{p+1} \int_{|x|<R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x,
\end{aligned}
$$

where in the last inequality we have used the fact that $t_{k, R} u_{k} \in \mathcal{N}_{R}$. As before, $\frac{t_{k, R}^{p+1}}{p+1} \int_{|x|<R} a(x)\left(u_{k}\right)_{+}^{p+1} \mathrm{~d} x \rightarrow 0$ as $k \rightarrow \infty$ (keeping $R>0$ fixed). Thus, taking the limit $k \rightarrow \infty$ yields $\alpha \geq \beta_{R}^{*}$, where $\alpha$ is as defined in (3.5.2). Consequently, $\alpha \geq \lim _{R \rightarrow \infty} \beta_{R}^{*}$. Combining this with Lemma 3.5.5, we obtain $\lim _{R \rightarrow \infty} \beta_{R}^{*} \leq \alpha^{*}$. This contradicts Lemma 3.5.4. Hence $\bar{u} \neq 0$. Therefore, $\bar{u}$ is a nontrivial nonnegative critical point of $I_{a, 0}$. Finally, thanks to maximum principle [56, Theorem 1.2], we get $\bar{u}$ is a positive solution to (3.3.2) (with $f \equiv 0$ ). Hence, $\bar{u}$ is a positive solution to $(\mathcal{P})$ (with $f \equiv 0$ ). This completes the proof.

Remark 3.5.6. It is easy to note that if $a(x) \rightarrow 0$ as $|x| \rightarrow \infty$ at infinity, once again some "compactness" exists and standard variational arguments leads to the existence of positive solutions in this case.

Remark 3.5.7. If $s>\frac{1}{2}$ and $a: \mathbb{R}^{N} \rightarrow[0, \infty)$ is radial function satisfying the growth condition

$$
a(r) \leq C\left(1+r^{l}\right), \quad r \geq 0
$$

$C>0$ being a constant and $l<(N-1)(p-1) / 2$, then proceeding in the spirit of [59, Lemma 4.8], it follows that (3.5.5) admits a positive radial solution $w_{k}$ and $\left\|w_{k}\right\|_{H^{s}\left(\mathbb{R}^{N}\right)}$ is uniformly bounded above. Therefore, up to a subsequence
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$w_{k} \rightharpoonup w$ in $H^{s}\left(\mathbb{R}^{N}\right)$ and $w \geq 0$. Next, using the radial lemma [ [101], Theorem 7.4(i)], it can be shown in the similar way as in [59, Corollary 4.8] that $w \not \equiv 0$ in $H^{s}\left(\mathbb{R}^{N}\right)$ i.e., $(\mathcal{P})$ (with $f \equiv 0$ ) admits a positive radial solution in $H^{s}\left(\mathbb{R}^{N}\right)$. In this case, we do not need to assume any asymptotic behavior of a at infinity.

Conclusion : In this chapter, we have considered nonlocal nonhomogeneous scalar field equation with subcritical nonlinearity multiplied by a positive, bounded coefficient function $a$ whose asymptotic behavior is known. Under the assumption $a \geq 1$ or $a \in(0,1]$, we have obtained multiplicity results under suitable condition on the nonhomogeneous term. While in the homogeneous case we could prove existence of a positive solution under no additional assumption on $a$ except positivity, boundedness and asymptotic behavior. Now, it might be interesting to consider the same question with nonhomogeneous term and weak assumptions on $a$.
$\qquad$

## Chapter 4

## Fractional Hardy-Sobolev equations with <br> nonhomogeneous terms

The chapter deals with the following fractional Hardy-Sobolev equation with nonhomogeneous term

$$
\left\{\begin{aligned}
(-\Delta)^{s} u-\gamma \frac{u}{|x|^{2 s}} & =K(x) \frac{|u|^{2_{s}^{*}(t)-2} u}{|x|^{t}}+f(x) \quad \text { in } \quad \mathbb{R}^{N}, \\
u & \in \dot{H}^{s}\left(\mathbb{R}^{N}\right),
\end{aligned}\right.
$$

where $N>2 s, s \in(0,1), 0 \leq t<2 s<N$ and $2_{s}^{*}(t):=\frac{2(N-t)}{N-2 s}$. Clearly, $2<2_{s}^{*}(t) \leq \frac{2 N}{N-2 s}=2_{s}^{*}$. Here $0<\gamma<\gamma_{N, s}$, where $\gamma_{N, s}$ is the best Hardy constant in the fractional Hardy inequality

$$
\gamma_{N, s} \int_{\mathbb{R}^{N}} \frac{|u(x)|^{2}}{|x|^{2 s}} \mathrm{~d} x \leq \int_{\mathbb{R}^{N}}|\xi|^{2 s}|\mathcal{F}(u)(\xi)|^{2} \mathrm{~d} \xi, \quad \gamma_{N, s}=2^{2 s} \frac{\Gamma^{2}\left(\frac{N+2 s}{4}\right)}{\Gamma^{2}\left(\frac{N-2 s}{4}\right)},
$$

where $\mathcal{F}(u)$ denotes the Fourier transform of $u$. Moreover,

$$
\lim _{s \rightarrow 1} \gamma_{N, s}:=\left(\frac{N-2}{2}\right)^{2}
$$

which is exactly the best Hardy constant in the classical case $s=1$. For the sharp Hardy inequalities in general fractional Sobolev spaces $W^{s, p}\left(\mathbb{R}^{N}\right)$,
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 NONHOMOGENEOUS TERMS$1<p<\infty$, as well as for historical comments in the case $p=2$, we refer the interested reader to [73] and the references therein. While for fractional Hardy-Sobolev-Maz'ya inequality, we mention the recent contribution [90] and for fractional Hardy inequality in Heisenberg group we refer to [6]. In ( $E_{K, t, f}^{\gamma}$ ), the functions $K$ and $f$ satisfy the properties:
(K) $0<K \in C\left(\mathbb{R}^{N}\right), K(0)=1=\lim _{|x| \rightarrow \infty} K(x)$.
(F) $f \not \equiv 0$ is a nonnegative functional in the dual space $\dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime}$ of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$, i.e. whenever $u$ is a nonnegative function in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ then ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}} \geq 0$.

Using the Hardy inequality, it is easy to see that the operator $L_{\gamma, s}:=(-\Delta)^{s}-$ $\frac{\gamma}{|x|^{2 s}}$ with $0 \leq \gamma<\gamma_{N, s}$ is a positive operator. The request $\gamma<\gamma_{N, s}$ is fairly natural since we are looking for positive solutions. In this case the HardySobolev inequality holds for $L_{\gamma, s}$, which states that if $0 \leq t<2 s<N$, then

$$
\begin{equation*}
S_{\gamma, t, s}=S_{\gamma, t, s}\left(\mathbb{R}^{N}\right):=\inf _{u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 s}} \mathrm{~d} x}{\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2}{2_{s}^{*}(t)}}} \tag{4.0.1}
\end{equation*}
$$

is finite, strictly positive and achieved (see [74, 75]). Observe that thanks to [74], any minimizer for (4.0.1) leads (up to a constant) to a nonnegative variational solution of the

$$
(-\Delta)^{s} u-\gamma \frac{u}{|x|^{2 s}}=\frac{|u|^{2 *}(t)-2}{|x|^{t}}, \quad u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)
$$

If $\gamma=0=t$, then $S_{\gamma, t, s}$ reduces to the best Sobolev constant $S_{0,0, s}=S$ which is known to be achieved by $C_{N, s}\left(1+|x|^{2}\right)^{-\frac{N-2 s}{2}}$ and any minimizer of $S$ leads (up to a constant) to a nonnegative solution of equation $\left(E_{1,0,0}^{0}\right)$ i.e., $\left(E_{1, t, 0}^{\gamma}\right)$ with $\gamma=0=t$.

Definition 4.0.1. (Positive weak solution) We say $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a positive weak solution of $\left(E_{K, t, f}^{\gamma}\right)$ if $u>0$ in $\mathbb{R}^{N}$ and for every $\phi \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, we have

$$
\begin{array}{r}
\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{(u(x)-u(y))(\phi(x)-\phi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{u \phi}{|x|^{2 s}} \mathrm{~d} x \\
=\int_{\mathbb{R}^{N}} K(x) \frac{|u|^{2 *}(t)-2}{|x|^{t}} \mathrm{~d} x+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, \phi\rangle_{\dot{H}^{s}},
\end{array}
$$

where ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle., .\rangle_{H^{s}}$ denotes the duality bracket between $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and its dual $\dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime}$.

Remark 4.0.2. For $0<\gamma<\gamma_{N, s}$,

$$
\|u\|_{\gamma}:=\left(\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 s}} \mathrm{~d} x\right)^{\frac{1}{2}}
$$

defines a norm in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ which is equivalent to the standard norm in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. In particular,

$$
\sqrt{1-\frac{\gamma}{\gamma_{N, s}}}\|u\|_{\dot{H}^{s}} \leq\|u\|_{\gamma} \leq\|u\|_{\dot{H}^{s}}
$$

The corresponding equivalent inner product $\langle\cdot, \cdot\rangle_{\gamma}$ in the fractional homogeneous Hilbert space $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is given by

$$
\langle u, v\rangle_{\gamma}:=\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{u v}{|x|^{2 s}} \mathrm{~d} x .
$$

Finally, for simplicity we endow in what follows the weighted Lebesgue space $L^{2_{s}^{*}(t)}\left(\mathbb{R}^{N},|x|^{-t}\right)$ with the norm $\|u\|_{\left.L_{s}^{2_{s}^{*}}(t)\left(\mathbb{R}^{N},|x|-t\right)\right)}=\left(\int_{\mathbb{R}^{N}} \frac{|u|_{s}^{*}(t)}{|x|^{t}} \mathrm{~d} x\right)^{1 / 2_{s}^{*}(t)}$.

We are going to prove existence and multiplicity of positive solutions of $\left(E_{K, t, f}^{\gamma}\right)$ in the spirit of $[24,31]$. Under the conditions on $K$ and $f$ stated above, equation ( $E_{K, t, f}^{\gamma}$ ) can be regarded as a perturbation problem of the homogeneous equation ( $E_{1, t, 0}^{\gamma}$ ). It is known from [75] that when $0<\gamma<$ $\gamma_{N, s}$ or $\{\gamma=0$ and $0<t<2 s\}$, then any nonnegative minimizer for $S_{\gamma, t, s}$ is positive, radially symmetric, radially decreasing, and approaches zero as
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$|x| \rightarrow \infty$. The main question to be addressed is whether positive solution can survive after a perturbation of type ( $E_{K, t, f}^{\gamma}$ ) or not.

For $\gamma=0=t$, this kind of question was recently studied by the first and third author of the current paper in [31]. For Schrödinger operator (without Hardy term), same type of questions were addressed in [24] with subcritical nonlinearity. However for $\gamma \neq 0$ the presence of the Hardy potential requires a new argument to dealt with. One of the key steps to prove the multiplicity result is a careful analysis of the Palais-Smale level. Theorem 4.2.1 studies the profile decomposition of any Palais-Smale sequence possessed by the underlying functional associated to $\left(E_{K, t, f}^{\gamma}\right)$. We show that concentration takes place along a single profile when $t>0$, while concentration takes place along two different profiles when $t=0$. In the local case $s=1, t=0$ and $f=0$ Smets deals with the profile decomposition in [103]. In bounded domains and again in the local case $s=1$, paper [32] treats the case of all $t \geq 0$. However, extension of the latter results in the nonlocal case $s \in(0,1)$ and in the entire space $\mathbb{R}^{N}$ is highly nontrivial and requires several delicate estimates and techniques to deal with.

In local case $s=1$, we refer $[65,103]$, where authors have studied the local version of $\left(E_{K, 0,0}^{\gamma}\right)$ in $\mathbb{R}^{N}$. In the nonlocal case, when the domain is a bounded subset of $\mathbb{R}^{N}$, existence of positive solutions of $\left(E_{K, t, f}^{\gamma}\right)$ in $\Omega$ with $\gamma=0=t$ (i.e., without Hardy and Hardy-Sobolev terms) and Dirichlet boundary condition has been proved in [102]. Existence of sign changing solutions of

$$
(-\Delta)^{s} u=|u|^{\frac{4 s}{N-2 s}} u+\varepsilon f \text { in } \Omega, \quad u=0 \text { in } \mathbb{R}^{N} \backslash \Omega
$$

where $f \geq 0, f \in L^{\infty}(\Omega)$ has been studied in [7] and existence of two positive solutions have been established in [110] when $f$ is a continuous function with compact support in $\Omega$. In the nonlocal case, when the domain is the entire space $\mathbb{R}^{N}$, but $\gamma=0$, we refer to $[24,31]$, where multiplicity of positive
solutions have been studied in presence of a nonhomogeneous term.
There is a wide literature regarding problems involving the fractional Hardy potential. Avoiding to disclose the discussion we refer to the following (far from being complete) list of works and references therein $[2,3,23,34,60$, 72, 75]. In [60] Dipierro, et al. study the equation $\left(E_{1,0,0}^{\gamma}\right)$ (i.e., $\left(E_{1, t, 0}^{\gamma}\right)$ with $t=0)$ and prove existence of a ground state solution, qualitative properties of positive solutions and asymptotic behavior of solutions at both 0 and infinity. In [36], the authors studied existence and asymptotic behavior of $p$-Laplacian problems with Hardy potentials and critical nonlinearities on general open subsets of Heisenberg groups. In [23], the authors deal with the Green function for $L_{\gamma, s}\left(0<\gamma<\gamma_{N, s}\right)$ and show when the integral representation of the weak solution is valid.

It is worth noting that solutions of $\left(E_{1, t, 0}^{\gamma}\right)$ do not belong to $L^{\infty}\left(\mathbb{R}^{N}\right)$ as soon as $\gamma>0$, because of the singularity at zero. In fact solutions blow up at origin (see $[60,75]$ ). For this reason, it seems more difficult to handle ( $E_{K, t, f}^{\gamma}$ ) in the general case using the fine analysis of blow up technique quoted above.

To the best of our knowledge, so far there has been no papers in the literature, where existence and multiplicity of positive solutions of HardySobolev type equations (with $\gamma \neq 0$ and $t \geq 0$ ) in $\mathbb{R}^{N}$, have been established in the nonhomogeneous case $f \neq 0$. Also the profile decomposition in the nonlocal case with the Hardy term is completely new and the proof is very involved, delicate and complicated compared with the local case $s=1$. The proofs are not at all an easy adoption of the local case or the case $\gamma=0$. The multiplicity results in this paper is new even in the local case $s=1$, but we leave the obvious changes, when $s=1$, to the interested reader.

### 4.1 Main Results

Below we state the main result.
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Theorem 4.1.1. Assume that $(\mathbf{F})$ and $(\mathbf{K})$ are satisfied, with $K \geq 1$ in $\mathbb{R}^{N}$. If $\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}<C_{t} \sqrt{1-\frac{\gamma}{\gamma_{N, s}}} S_{\gamma, t, s}^{\frac{N-t}{4-2 t}}$, where

$$
C_{t}=\left(\frac{4 s-2 t}{N-2 t+2 s}\right)\left(\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{-\left(\frac{N-2 s}{4 s-2 t}\right)},
$$

then
(i) For $t>0$, equation $\left(E_{K, t, f}^{\gamma}\right)$ admits two positive solutions;
(ii) For $t=0$, equation $\left(E_{K, t, f}^{\gamma}\right)$ admits a positive solution. In addition, if $\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}<\left(\frac{S}{S_{\gamma, 0, s}}\right)^{\frac{N}{N-2 s}}$ then $\left(E_{K, t, f}^{\gamma}\right)$ admits two positive solutions.

Remark 4.1.2. It is worth mentioning that $S>S_{\gamma, 0, s}$ for any $\gamma>0$. To see this, we denote by $W$ the unique positive solution of $\left(E_{1,0,0}^{0}\right)$ and let $W_{\gamma, 0}$ be a minimum energy positive solution (ground state solution) of ( $E_{1, t, 0}^{\gamma}$ ) with $t=0$. Then,

$$
I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right) \leq I_{1,0,0}^{\gamma}(W)<I_{1,0,0}^{0}(W)
$$

A straight forward computation yields that $I_{1,0,0}^{0}(W)=\frac{s}{N} S^{\frac{N}{2 s}}$ and $I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right)=$ $\frac{s}{N} S_{\gamma, 0, s}^{\frac{N}{2 s}}$. Consequently, $S>S_{\gamma, 0, s}$ for any $\gamma>0$. From this observation, it immediately follows that if $K \equiv 1$, then $\left(E_{1, t, f}^{\gamma}\right)$ admits two positive solutions for all $t \geq 0$ under the given assumption $(\mathbf{F})$ on $f$.

Note that the Hardy-Sobolev embedding $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{2_{s}^{*}(t)}\left(\mathbb{R}^{N},|x|^{-t}\right)$ for any $0 \leq t<2 s$ is continuous, but not compact. This noncompactness of the embedding even locally in any neighbourhood of zero leads to other additional difficulties, and more importantly, to new phenomenon concerning the possibility of blow up. Thus the variational functional associated to $\left(E_{K, t, f}^{\gamma}\right)$ does not satisfy the Palais-Smale condition, briefly called $(P S)$ condition. The lack of compactness of the functional associated to $\left(E_{K, t, f}^{\gamma}\right)$ is due to a concentration phenomenon. We analyze this noncompactness in Theorem 4.2.1, which is one of the most important theorems of the paper. Using this theorem we prove existence and multiplicity of positive solutions to $\left(E_{K, t, f}^{\gamma}\right)$ in

Theorem 4.1.1. For that first we decompose $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ into three components which are homeomorphic to the interior, boundary and the exterior of the unit ball in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ respectively. Then we prove that the energy functional associated to ( $E_{K, t, f}^{\gamma}$ ) attains its infimum on one of the components which serves as our first positive solution. The second positive solution is obtained via a careful analysis on the $(P S)$ sequences associated to the energy functional and we construct a min-max critical level $\kappa_{t}$, where the $(P S)$ condition holds.

This chapter has been organised in the following way. In Section 4.2, we prove the Palais-Smale decomposition theorem associated with the functional corresponding to ( $E_{K, t, f}^{\gamma}$ ) (see Theorem 4.2.1). In Section 4.3, we show existence of two positive solutions of $\left(E_{K, t, f}^{\gamma}\right)$, namely Theorem 4.1.1. Last section contains some basic estimates which are used in proving the PalaisSmale characterization theorem in Section 4.2.

### 4.2 Palais-Smale decomposition

In this section we study the Palais-Smale sequences (in short, $(P S)$ sequences) of the functional $\bar{I}_{K, t, f}^{\gamma}$ associated to ( $E_{K, t, f}^{\gamma}$ )

$$
\begin{align*}
\bar{I}_{K, t, f}^{\gamma}(u):= & \frac{C_{N, s}}{4} \iint_{\mathbb{R}^{2 N}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\frac{\gamma}{2} \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 s}} \mathrm{~d} x \\
& \quad-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}  \tag{4.2.1}\\
= & \frac{1}{2}\|u\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}},
\end{align*}
$$

where $K$ and $f$ satisfy ( $\mathbf{K}$ ) and $(\mathbf{F})$ respectively.
We say that the sequence $\left(u_{n}\right)_{n} \subset \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a $(P S)$ sequence for $\bar{I}_{K, t, f}$ at level $\beta$ if $\bar{I}_{K, t, f}\left(u_{n}\right) \rightarrow \beta$ and $\left(\bar{I}_{K, t, f}\right)^{\prime}\left(u_{n}\right) \rightarrow 0$ in $\left(\dot{H}^{s}\right)^{\prime}$. It is easy to see that the weak limit of a $(P S)$ sequence solves $\left(E_{K, t, f}^{\gamma}\right)$ except the positivity.
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 NONHOMOGENEOUS TERMSHowever the main difficulty is that the $(P S)$ sequence may not converge strongly and hence the weak limit can be zero even if $\beta>0$. The main purpose of this section is to classify $(P S)$ sequences of the functional $\bar{I}_{K, t, f}^{\gamma}$. Classification of $(P S)$ sequences has been done for various problems having lack of compactness, to quote a few, we cite $[31,94,95]$ in the nonlocal case with $\gamma=0=t$, while in the local case $[32,103]$ with Hardy potentials and in [105] without Hardy potentials. We also refer to [108] for a more abstract approach of the profile decomposition in general Hilbert spaces. We establish a classification theorem for the $(P S)$ sequences of (4.2.1) in the spirit of the above results. In [31,94], the noncompactness is completely described by the single blow up profile $W$, which is a solution of

$$
(-\Delta)^{s} W=|W|^{2_{s}^{*}-2} W \quad \text { in } \quad \mathbb{R}^{N}, \quad W \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)
$$

In $[32,103]$ (the local case $s=1$ ), the noncompactness are due to concentration occurring through two different profiles. Possibility of two different type of profiles are still present for $\left(E_{K, t, f}^{\gamma}\right)$ in the case $t=0$.

Let $t=0$ and let $W$ be any solution of $\left(E_{1,0,0}^{0}\right)$. Then, it can be easily verified that any sequence of the form

$$
\begin{equation*}
W^{r_{n}, y_{n}}(x):=K(y)^{-\frac{N-2 s}{4 s}} r_{n}^{-\frac{N-2 s}{4 s}} W\left(\frac{x-y_{n}}{r_{n}}\right), \tag{4.2.2}
\end{equation*}
$$

is a $(P S)$ sequence for $\bar{I}_{K, 0,0}^{\gamma}$ if $y_{n} \rightarrow y \neq 0$ and $r_{n} \rightarrow 0$. If $y=0$, then $W^{r_{n}, y_{n}}$ remains a $(P S)$ sequence for $\bar{I}_{K, 0,0}^{\gamma}$ provided that $\frac{\left|y_{n}\right|}{r_{n}} \rightarrow \infty$. Also $W^{r_{n}, y_{n}} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ by [94, Lemma 3].

Further, let $W_{\gamma, t}$ be any solution of $\left(E_{1, t, 0}^{\gamma}\right)$ (where $t \geq 0$ ). Define a sequence $\left(W_{\gamma, t}^{R_{n}, 0}\right)_{n}$ of the form

$$
\begin{equation*}
W_{\gamma, t}^{R_{n}, 0}(x):=R_{n}^{-\frac{N-2 s}{4 s}} W_{\gamma, t}\left(\frac{x}{R_{n}}\right), \tag{4.2.3}
\end{equation*}
$$

where $R_{n} \rightarrow 0$. Then $W_{\gamma, t}^{R_{n}, 0} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\left(W_{\gamma, t}^{R_{n}, 0}\right)_{n}$ is a $(P S)$ sequence for $\bar{I}_{K, t, 0}^{\gamma}$ for $t \geq 0$.

Theorem 4.2.1. Let $\left(u_{n}\right)_{n}$ be a $(P S)$ sequence for $\bar{I}_{K, t, f}^{\gamma}$ at the level $\beta$. Then up to a subsequence, still denoted by $\left(u_{n}\right)_{n}$, the next properties hold.

If $t=0$, then there exist $n_{1}, n_{2} \in \mathbb{N}, n_{2}$ sequences $\left(R_{n}^{k}\right)_{n} \subset \mathbb{R}^{+}(1 \leq$ $\left.k \leq n_{2}\right)$, $n_{1}$ sequences $\left(r_{n}^{j}\right)_{n} \subset \mathbb{R}^{+}$and $\left(y_{n}^{j}\right)_{n} \subset \mathbb{R}^{N} \backslash\{0\}\left(1 \leq j \leq n_{1}\right)$ and $0 \leq \bar{u} \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that
(i) $u_{n}=\bar{u}+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(W^{j}\right)^{r_{n}^{j}, y_{n}^{j}}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, t}^{k}\right)^{R_{n}^{k}, 0}+o(1)$
(ii) $\quad\left(\bar{I}_{K, t, f}^{\gamma}\right)^{\prime}(\bar{u})=0$
(iii) $\quad R_{n}^{k} \rightarrow 0\left(1 \leq k \leq n_{2}\right)$ and $r_{n}^{j} \rightarrow 0\left(1 \leq j \leq n_{1}\right)$
(iv) either $y_{n}^{j} \rightarrow y^{j} \in \mathbb{R}^{N}$ or $\left|y^{j}\right| \rightarrow \infty$ and $\frac{r_{n}^{j}}{\left|y_{n}^{j}\right|} \rightarrow 0\left(1 \leq j \leq n_{1}\right)$
(v) $\quad \beta=\bar{I}_{K, t, f}^{\gamma}(\bar{u})+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{2 s}} \bar{I}_{1,0,0}^{0}\left(W^{j}\right)+\sum_{k=1}^{n_{2}} \bar{I}_{1, t, 0}^{\gamma}\left(W_{\gamma, t}^{k}\right)+o(1)$
(vi) $\quad\left|\log \left(\frac{r_{n}^{i}}{r_{n}^{j}}\right)\right|+\left|\frac{y_{n}^{i}-y_{n}^{j}}{r_{n}^{j}}\right| \underset{n \rightarrow \infty}{\longrightarrow} \infty \quad$ for $i \neq j$
(vii) $\left|\log \left(\frac{R_{n}^{k}}{R_{n}^{l}}\right)\right| \underset{n \rightarrow \infty}{\longrightarrow} \infty \quad$ for $k \neq l$,
where $o(1) \rightarrow 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty,\left(W^{j}\right)^{r_{n}^{j}, y_{n}^{j}}$ and $\left(W_{\gamma, t}^{k}\right)^{R_{n}^{k}, 0}$ are $(P S)$ sequences of the form (4.2.2) and (4.2.3) respectively, with $W=W^{j}$ and $W_{\gamma, t}=W_{\gamma, t}^{k}$.

When $t>0$, the same conclusions hold, with $W^{j}=0$ for all $j$.
In the case $n_{1}=0, n_{2}=0$ the above properties (i)-(vii) are valid without $W, W_{\gamma}, R_{n}^{k}, r_{n}^{j}$.

Proof. We prove the theorem in several steps.
Step 1: Using standard arguments it follows that there exists $M>0$ such that

$$
\left\|u_{n}\right\|_{\gamma}<M \quad \text { for all } n \in \mathbb{N} .
$$

More precisely, as $n \rightarrow \infty$

$$
\begin{aligned}
\beta+o(1)+o(1)\left\|u_{n}\right\|_{\gamma} & \geq \bar{I}_{K, t, f}^{\gamma}\left(u_{n}\right)-\frac{1}{2_{s}^{*}(t)}\left(\dot{H}^{s}\right)^{\prime} \\
& \left.\left.=\left(\frac{1}{2}-\frac{1}{2_{s}^{*}(t)}\right)\left\|\bar{I}_{K, t, f}^{\gamma}\right\|_{\gamma}^{2}-\left(1-\frac{1}{2_{s}^{*}(t)}\right) u_{n}\right), u_{n}\right\rangle_{\left.\dot{H}^{s}\right)^{s}}\left\langle f, u_{n}\right\rangle_{\dot{H}^{s}} \\
& \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}(t)}\right)\left\|u_{n}\right\|_{\gamma}^{2}-\left(1-\frac{1}{2_{s}^{*}(t)}\right)\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\left\|u_{n}\right\|_{\dot{H}^{s}}
\end{aligned}
$$

As $2_{s}^{*}(t)>2$, from the above estimate it follows that $\left(u_{n}\right)_{n}$ is bounded in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Consequently, there exists $\bar{u}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that, up to a subsequence, still denoted by $\left(u_{n}\right)_{n}, u_{n} \rightharpoonup \bar{u}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $u_{n} \rightarrow \bar{u}$ a.e. in $\mathbb{R}^{N}$. Moreover, as ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\left(\bar{I}_{K, t, f}^{\gamma}\right)^{\prime}\left(u_{n}\right), v\right\rangle_{\dot{H}^{s}} \rightarrow 0$ as $k \rightarrow \infty$ for all $v \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, then

$$
\begin{equation*}
(-\Delta)^{s} u_{n}-\gamma \frac{u_{n}}{|x|^{2 s}}-K(x)\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n}-f \longrightarrow 0 \quad \text { in } \quad \dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime} \tag{4.2.4}
\end{equation*}
$$

Step 2: From (4.2.4), letting $n \rightarrow \infty$, we get

$$
\begin{equation*}
\left\langle u_{n}, v\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n} v}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, v\rangle_{\dot{H}^{s}} \rightarrow 0 . \tag{4.2.5}
\end{equation*}
$$

As $u_{n} \rightharpoonup \bar{u}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$, it is easy to see that $\left\langle u_{n}, v\right\rangle_{\gamma} \rightarrow\langle\bar{u}, v\rangle_{\gamma}$ for all $v \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$.
Claim 1: $\int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n} v}{|x|^{t}} \mathrm{~d} x \longrightarrow \int_{\mathbb{R}^{N}} K(x) \frac{|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u} v}{|x|^{t}} \mathrm{~d} x$ for all $v \in$ $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$.

Indeed, $u_{n} \rightarrow \bar{u}$ a.e. in $\mathbb{R}^{N}$ and

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n} v}{|x|^{t}} \mathrm{~d} x=\int_{B_{R}} K(x) \frac{\left.\left|u_{n}\right|\right|_{s} ^{*}(t)-2}{} u_{n} v \\
&|x|^{t}  \tag{4.2.6}\\
& \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N} \backslash B_{R}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n} v}{|x|^{t}} \mathrm{~d} x .
\end{align*}
$$

On $B_{R}$ we will show the convergence using Vitali's convergence theorem. For that, given any $\varepsilon>0$, we choose $\Omega \subset B_{R}$ such that $\left(\int_{\Omega} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}(t)}}<$
$\frac{\varepsilon}{\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left(M S_{\gamma, t, s}^{-\frac{1}{2}}\right)_{s}^{2_{s}^{*}(t)-1}}$. Since $\frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}}$ is in $L^{1}\left(\mathbb{R}^{N}\right)$, the above choice makes sense. Therefore,

$$
\left.\begin{array}{rl} 
& \left|\int_{\Omega} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n} v}{\mid x t^{t}} \mathrm{~d} x\right| \\
\leq & \|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\Omega} \frac{\left|u_{n}\right|_{s}^{2_{s}^{*}(t)-1}|v|}{|x|^{t}} \mathrm{~d} x \\
\leq & \|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left(\int_{\Omega} \frac{\left|u_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}(t)-1}{2_{s}^{*}(t)}}\left(\int_{\Omega} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}(t)}} \\
\leq & \|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} S_{\gamma, t, s}^{-2^{*}(t)-1}
\end{array}\left\|u_{n}\right\|_{\gamma}^{2_{s}^{*}(t)-1}\left(\int_{\Omega} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}(t)}}<\varepsilon\right]
$$

Thus $K \frac{\left|u_{n}\right|_{s}^{*}(t)-2 u_{n} v}{|x|^{t}}$ is uniformly integrable in $B_{R}$. Therefore, using Vitali's convergence theorem, we can pass the limit in the 1st integral on RHS of (4.2.6).

To estimate the integral now on $B_{R}^{c}$, we first set $v_{n}=u_{n}-\bar{u}$. Then $v_{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. It is not difficult to see that for every $\varepsilon>0$ there exists $C_{\varepsilon}>0$ such that

$$
\left|\left|v_{n}+\bar{u}\right|^{2_{s}^{*}(t)-2}\left(v_{n}+\bar{u}\right)-|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u}\right|<\varepsilon\left|v_{n}\right|^{2_{s}^{*}(t)-1}+C_{\varepsilon}|\bar{u}|^{2_{s}^{*}(t)-1} .
$$

Therefore,

$$
\begin{aligned}
& \left|\int_{B_{R}^{c}} K(x)\left\{\frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n}}{|x|^{t}}-\frac{|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u}}{|x|^{t}}\right\} v \mathrm{~d} x\right| \\
& \leq\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left[\varepsilon \int_{B_{R}^{c}} \frac{\left|v_{n}\right|^{2_{s}^{*}(t)-1}|v|}{|x|^{t}} \mathrm{~d} x+C_{\varepsilon} \int_{B_{R}^{c}} \frac{|\bar{u}|^{2_{s}^{*}(t)-1}|v|}{|x|^{t}}\right] \\
& \leq\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left[\varepsilon\left(\int_{B_{R}^{c}} \frac{\left|v_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}(t)-1}{2_{s}^{*}(t)}}\left(\int_{B_{R}^{c}} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}}\right)^{\frac{1}{2_{s}^{*}(t)}}\right. \\
& \\
& \left.\quad+C_{\varepsilon}\left(\int_{B_{R}^{c}} \frac{|\bar{u}|^{2_{s}^{*}(t)}}{|x|^{t}}\right)^{\frac{2_{s}^{*}(t)-1}{2_{s}^{*}(t)}}\left(\int_{B_{R}^{c}} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}}\right)^{\frac{1}{2_{s}^{*}(t)}}\right] \\
& \leq C\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left[\varepsilon\left\|v_{n}\right\|_{\gamma}^{2_{s}^{*}(t)-1}\left(\int_{B_{R}^{c}} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}}\right)^{\frac{1}{2_{s}^{*}(t)}}+C_{\varepsilon}\|\bar{u}\|_{\gamma}^{2_{s}^{*}(t)-1}\left(\int_{B_{R}^{c}} \frac{|v|^{2_{s}^{*}(t)}}{|x|^{t}}\right)^{\frac{1}{2_{s}^{*}(t)}}\right] .
\end{aligned}
$$
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 NONHOMOGENEOUS TERMSSince $\left(\left\|v_{n}\right\|_{\gamma}\right)_{n}$ is uniformly bounded and $\frac{|v|_{s}^{2_{s}^{*}(t)}}{|x|^{t}} \in L^{1}\left(\mathbb{R}^{N}\right)$, given $\varepsilon>0$, we can choose $R>0$ so large that

$$
\left|\int_{B_{R}^{c}} K(x)\left\{\frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n}}{|x|^{t}}-\frac{|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u}}{|x|^{t}}\right\} v \mathrm{~d} x\right|<\varepsilon .
$$

This completes the proof of claim 1.
Hence (4.2.5) yields that $\bar{u}$ is a solution of $\left(E_{K, t, f}^{\gamma}\right)$.
Step 3: Here we show that $\left(u_{n}-\bar{u}\right)_{n}$ is a $(P S)$ sequence for $\bar{I}_{K, t, 0}^{\gamma}$ at the level $\beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u})$. To see this, first we observe that as $n \rightarrow \infty$,

$$
\left\|u_{n}-\bar{u}\right\|_{\gamma}^{2}=\left\|u_{n}\right\|_{\gamma}^{2}-\|\bar{u}\|_{\gamma}^{2}+o(1),
$$

and by the Brézis-Lieb lemma as $n \rightarrow \infty$

$$
\int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}-\bar{u}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x=\int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-\int_{\mathbb{R}^{N}} K(x) \frac{|\bar{u}|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x+o(1) .
$$

Further as $u_{n} \rightharpoonup u$ and $f \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime}$, we also have

$$
{ }_{\left(\dot{H}^{s}\right)}\left\langle f, u_{n}\right\rangle_{\dot{H}^{s}} \longrightarrow\left(\dot{H}^{s}\right)^{\prime}\langle f, \bar{u}\rangle_{\dot{H}^{s}} .
$$

Therefore, as $n \rightarrow \infty$

$$
\begin{aligned}
\bar{I}_{K, t, 0}^{\gamma}\left(u_{n}-\bar{u}\right) & =\frac{1}{2}\left\|u_{n}-\bar{u}\right\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}-\bar{u}\right|^{2 *}(t)}{|x|^{t}} \mathrm{~d} x \\
& =\frac{1}{2}\left\|u_{n}\right\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{n}\right\rangle_{\dot{H}^{s}} \\
& -\left\{\frac{1}{2}\|\bar{u}\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{|\bar{u}|^{2 *}(t)}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, \bar{u}\rangle_{\dot{H}^{s}}\right\}+o(1) \\
& =\bar{I}_{K, t, f}^{\gamma}\left(u_{n}\right)-\bar{I}_{K, t, f}^{\gamma}(\bar{u})+o(1) \\
& \longrightarrow \beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u}) .
\end{aligned}
$$

Further, as ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\left(\bar{I}_{K, t, f}^{\gamma}\right)^{\prime}(\bar{u}), v\right\rangle_{\dot{H}^{s}}=0$ for all $v \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, we obtain

$$
\begin{align*}
&{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\left(\bar{I}_{K, t, 0}^{\gamma}\right)^{\prime}\left(u_{n}-\bar{u}\right), v\right\rangle_{\dot{H}^{s}}=\left\langle u_{n}-\bar{u}, v\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}-\bar{u}\right|^{2_{s}^{*}(t)-2}\left(u_{n}-\bar{u}\right) v}{|x|^{t}} \mathrm{~d} x \\
&=\left\langle u_{n}, v\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n} v}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, v\rangle_{\dot{H}^{s}} \\
&-\left(\langle\bar{u}, v\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u} v}{|x|^{t}} \mathrm{~d} x-{ }_{\left.\left(\dot{H}^{s}\right)^{\prime}\right)}\langle f, v\rangle_{\dot{H}^{s}}\right) \\
&+\int_{\mathbb{R}^{N}} K(x)\left\{\frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n}}{|x|^{t}}-\frac{|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u}}{|x|^{t}}(4.2 .7)\right.  \tag{4.2.7}\\
&\left.\quad-\frac{\left|u_{n}-\bar{u}\right|^{2_{s}^{*}(t)-2}\left(u_{n}-\bar{u}\right)}{|x|^{t}}\right\} v \mathrm{~d} x \\
&= o(1)+\int_{\mathbb{R}^{N}} K(x)\left\{\frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n}}{|x|^{t}}-\frac{|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u}}{|x|^{t}}\right. \\
&\left.\quad-\frac{\left|u_{n}-\bar{u}\right|^{2_{s}^{*}(t)-2}\left(u_{n}-\bar{u}\right)}{|x|^{t}}\right\} v \mathrm{~d} x .
\end{align*}
$$

We observe that

$$
\begin{aligned}
& \left|K\left\{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{k}-|\bar{u}|^{2_{s}^{*}(t)-2} \bar{u}-\left|u_{n}-\bar{u}\right|^{2_{s}^{*}-2}\left(u_{n}-\bar{u}\right)\right\}\right| \\
& \leq C\left(\left|u_{n}-\bar{u}\right|^{2_{s}^{*}(t)-2}|\bar{u}|+|u|^{2_{s}^{*}(t)-2}\left|u_{n}-\bar{u}\right|\right)
\end{aligned}
$$

Therefore, following the same method as in the proof of Claim 1 in Step 2, we show that as $n \rightarrow \infty$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} K(x)\left\{\frac{\left|u_{n}\right|^{2_{s}^{*}(t)-2} u_{n}}{|x|^{t}}-\frac{|\bar{u}|_{s s}^{2_{s}^{*}}(t)-2}{} \frac{|x|^{t}}{|x|^{t}}-\frac{\left|u_{n}-\bar{u}\right|^{2_{s}^{*}(t)-2}\left(u_{n}-\bar{u}\right)}{\mid x \mathrm{~d} x=o(1)}\right. \tag{4.2.8}
\end{equation*}
$$

for all $v \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Plugging this back into (4.2.7), we complete the proof of Step 3.

Step 4: Define $v_{n}:=u_{n}-\bar{u}$. Then $v_{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and by Step $3,\left(v_{n}\right)_{n}$ is a $(P S)$ sequence for $\bar{I}_{K, t, 0}^{\gamma}$ at the level $\beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u})$. Thus,

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|v_{n}\right\|_{\gamma} \leq C \quad \text { and } \quad\left\langle v_{n}, \varphi\right\rangle_{\gamma}=\int_{\mathbb{R}^{N}} K(x) \frac{\left.\left|v_{n}\right|\right|^{2 *}(t)-2}{} \frac{|x|^{t}}{} v_{n} \mathrm{~d} x+o(1) \tag{4.2.9}
\end{equation*}
$$
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 NONHOMOGENEOUS TERMSas $n \rightarrow \infty$ for all $\varphi \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Therefore, $\left\|v_{n}\right\|_{\gamma}^{2}=\int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|_{s}^{2}(t)}{|x|^{t}} \mathrm{~d} x+o(1)$. Thus, if $\int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{*}(t)}{|x|^{t}} \mathrm{~d} x \longrightarrow 0$, then we are done when $k=l=0$ and the $(P S)$ sequence $\left(u_{n}\right)_{n}$ admits a strongly convergent subsequence.

If not, let $0<\delta<S_{\gamma, t, s}^{\frac{N-t}{2 s-t}}\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-\frac{N-2 s}{2 s-t}}$ such that

$$
\limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x>\delta
$$

Up to a subsequence, let $R_{n}>0$ be such that

$$
\int_{B_{R_{n}}} K(x) \frac{\left|v_{n}\right|_{s}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x=\delta
$$

and $R_{n}$ being minimal with this property. Define

$$
w_{n}(x):=R_{n}^{\frac{N-2 s}{2}} v_{n}\left(R_{n} x\right) .
$$

Therefore, $\left\|w_{n}\right\|_{\gamma}=\left\|v_{n}\right\|_{\gamma}$ and

$$
\begin{equation*}
\delta=\int_{B_{R_{n}}} K(x) \frac{\left|v_{n}\right|_{s s}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x=\int_{B_{1}} K\left(R_{n} x\right) \frac{\left|w_{n}\right|_{s}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \tag{4.2.10}
\end{equation*}
$$

Therefore, up to a subsequence

$$
w_{n} \rightharpoonup w \text { in } \dot{H}^{s}\left(\mathbb{R}^{N}\right) \text { and } w_{n} \rightarrow w \text { a.e. in } \mathbb{R}^{N}
$$

Let us now distinguish two cases $w \neq 0$ and $w=0$.

Step 5: Assume that $w \neq 0$.
Since, $w_{n} \rightharpoonup w \neq 0$ and $v_{n} \rightharpoonup 0$, it follows that $R_{n} \rightarrow 0$ as $n \rightarrow \infty$. Next, we show that $w$ is a solution of $\left(E_{1, t, 0}^{\gamma}\right)$. Indeed, thanks to (4.2.9), for any
$\phi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$

$$
\begin{align*}
\langle w, \phi\rangle_{\gamma}= & \lim _{n \rightarrow \infty}\left\langle w_{n}, \phi\right\rangle_{\gamma} \\
= & \lim _{n \rightarrow \infty} \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(w_{n}(x)-w_{n}(y)\right)(\phi(x)-\phi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{w_{n} \phi}{|x|^{2 s}} \mathrm{~d} x \\
= & \lim _{n \rightarrow \infty} \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{R_{n}^{\frac{N-2 s}{2}}\left(v_{n}\left(R_{n} x\right)-v_{n}\left(R_{n} y\right)\right)(\phi(x)-\phi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \quad-\gamma \int_{\mathbb{R}^{N}} \frac{R_{n}^{\frac{N-2 s}{2}} v_{n}\left(R_{n} x\right) \phi(x)}{|x|^{2 s}} \mathrm{~d} x  \tag{4.2.11}\\
= & \lim _{n \rightarrow \infty} \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{R_{n}^{-\frac{N-2 s}{2}}\left(v_{n}(x)-v_{n}(y)\right)\left(\phi\left(\frac{x}{R_{n}}\right)-\phi\left(\frac{y}{R_{n}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \quad-\gamma \int_{\mathbb{R}^{N}} \frac{R_{n}^{-\frac{N-2 s}{2}} v_{n}(x) \phi\left(\frac{x}{R_{n}}\right)}{|x|^{2 s}} \mathrm{~d} x \\
= & \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{2_{s}^{*}(t)-2} v_{n}}{|x|^{t}} R_{n}^{-\frac{N-2 s}{2}} \phi\left(\frac{x}{R_{n}}\right) \mathrm{d} x \\
= & \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}\right|^{2_{s}^{*}(t)-2} w_{n}}{|x|^{t}} \phi(x) \mathrm{d} x .
\end{align*}
$$

Clearly $K\left(R_{n} x\right) \frac{\left|w_{n}\right|_{s}^{2_{s}^{*}}(t)-2}{|x|^{t}} \phi \rightarrow \frac{|w|_{s}^{2_{s}^{*}(t)-2} w}{|x|^{t}} \phi$ a.e. in $\mathbb{R}^{N}$, since $K \in C\left(\mathbb{R}^{N}\right)$, with $K(0)=1$, and $w_{n} \rightarrow w$ a.e. in $\mathbb{R}^{N}$. Further, arguing as in the proof of Claim 1 in Step 2, we have $K\left(R_{n} x\right) \frac{\left|w_{n}\right|_{s}^{*}(t)-2}{\mid x w_{n}}$, $\phi$ is uniformly integrable. Therefore, as $\phi$ has compact support, using Vitali's convergence theorem we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}\right|^{2_{s}^{*}(t)-2} w_{n}}{|x|^{t}} \phi(x) \mathrm{d} x=\int_{\mathbb{R}^{N}} \frac{|w|^{2 s^{*}(t)-2} w \phi}{|x|^{t}} \mathrm{~d} x . \tag{4.2.12}
\end{equation*}
$$

Combining (4.2.12) along with (4.2.11), we conclude that $w$ is a solution of $\left(E_{1, t, 0}^{\gamma}\right)$.

Define

$$
z_{n}(x):=v_{n}(x)-R_{n}^{-\frac{N-2 s}{2}} w\left(\frac{x}{R_{n}}\right) .
$$

Claim 2: $\left(z_{n}\right)_{n}$ is a $(P S)$ sequence for $\bar{I}_{K, t, 0}^{\gamma}$ at the level $\beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u})-$ $\bar{I}_{1,0,0}^{\gamma}(w)$.
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 NONHOMOGENEOUS TERMSTo prove the claim, set

$$
\tilde{z}_{n}(x):=R_{n}^{\frac{N-2 s}{2}} z_{n}\left(R_{n} x\right) .
$$

Then

$$
\tilde{z}_{n}(x)=w_{n}(x)-w(x) \quad \text { and } \quad\left\|\tilde{z}_{n}\right\|_{\gamma}=\left\|w_{n}-w\right\|_{\gamma}=\left\|z_{n}\right\|_{\gamma} .
$$

As $K(0)=1$ and $K$ is a continuous function, the Brézis-Lieb lemma and a straight forward computation yield as $n \rightarrow \infty$

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}(x)\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-\int_{\mathbb{R}^{N}} \frac{|w|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
&=\int_{\mathbb{R}^{N}} \frac{\left\lvert\, K^{\frac{1}{2_{s}^{*}}(t)}\right.}{}\left(R_{n} x\right) w_{n}-\left.w\right|^{2_{s}^{*}(t)} \\
&|x|^{t} \\
& \mathrm{~d} x+o(1) \\
&=\int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}-w\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x+o(1) .
\end{aligned}
$$

Therefore, using the above relations, as $n \rightarrow \infty$

$$
\begin{aligned}
\bar{I}_{K, t, 0}^{\gamma}\left(z_{n}\right)= & \frac{1}{2}\left\|z_{n}\right\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{\left|z_{n}\right|_{s}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
= & \frac{1}{2}\left\|w_{n}-w\right\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}-w\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
= & \frac{1}{2}\left(\left\|w_{n}\right\|_{\gamma}^{2}-\|w\|_{\gamma}^{2}\right)-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}(x)\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
& \quad+\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} \frac{|w|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x+o(1) \\
= & \frac{1}{2}\left\|v_{n}\right\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{|v(x)|_{s s}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
& -\left(\frac{1}{2}\|w\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} \frac{|w|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)+o(1) \\
= & \bar{I}_{K, t, 0}^{\gamma}\left(v_{n}\right)-\bar{I}_{1,0,0}^{\gamma}(w)+o(1) \\
= & \beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u})-\bar{I}_{1,0,0}^{\gamma}(w)+o(1) .
\end{aligned}
$$

Next, let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be arbitrary and set $\phi_{n}(x):=R_{n}^{\frac{N-2 s}{2}} \phi\left(R_{n} x\right)$. This in
turn implies that $\left\|\phi_{n}\right\|_{\gamma}=\|\phi\|_{\gamma}$ and $\phi_{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Therefore,

$$
\begin{align*}
&\left(\dot{H}^{s}\right)^{\prime} \\
&=\left\langle\left(\tilde{I}_{n}, \phi\right\rangle_{\gamma}^{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{\left|z_{n}\right|^{2_{s}^{*}(t)-2} z_{n} \phi}{|x|^{t}} \mathrm{~d} x\right. \\
&=\left\langle\tilde{z}_{n}, \phi_{n}\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|\tilde{z}_{n}\right|_{s}^{2 *}(t)-2}{} \tilde{z}_{n} \phi_{n} \\
&=\left.d x\right|^{t} x \\
&=\left\langle w_{n}-w, \phi_{n}\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left.\left|w_{n}-w\right|\right|^{2_{s}^{*}(t)-2}\left(w_{n}-w\right) \phi_{n}}{|x|^{t}} \mathrm{~d} x \\
&=\left\langle w_{n}, \phi_{n}\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\left|w_{n}\right|^{2_{s}^{*}(t)-2} w_{n} \phi_{n}}{|x|^{t}} \mathrm{~d} x  \tag{4.2.13}\\
&-\left(\left\langle w, \phi_{n}\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}} \mathrm{~d} x\right) \\
&+\int_{\mathbb{R}^{N}}\left(K\left(R_{n} x\right)-1\right) \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}} \mathrm{~d} x \\
&+\int_{\mathbb{R}^{N}} K\left(R_{n} x\right)\left(\frac{\left|w_{n}\right|^{2_{s}^{*}(t)-2} w_{n}-|w|^{2_{s}^{*}(t)-2} w-\left|w_{n}-w\right|^{2_{s}^{*}(t)-2}\left(w_{n}-w\right)}{|x|^{t}}\right) \phi_{n} \mathrm{~d} x \\
&=\left\langle v_{n}, \phi\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{2_{s}^{*}(t)-2} v_{n} \phi}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\bar{I}_{1,0,0}^{\gamma}{ }^{\prime}(w), \phi_{n}\right\rangle_{\dot{H}^{s}}+I_{n}^{1}+I_{n}^{2} \\
&={ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\left(\bar{I}_{K, t, 0}^{\gamma}\right)^{\prime}\left(v_{n}\right), \phi\right\rangle_{\dot{H}^{s}}-0+I_{n}^{1}+I_{n}^{2}=o(1)+I_{n}^{1}+I_{n}^{2} .
\end{align*}
$$

Now

$$
I_{n}^{1}:=\int_{B_{R}}\left(K\left(R_{n} x\right)-1\right) \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}} \mathrm{~d} x+\int_{B_{R}^{c}}\left(K\left(R_{n} x\right)-1\right) \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}} \mathrm{~d} x
$$

Note that as $\frac{|w|_{s}^{2_{s}^{*}}(t)}{|x|^{t}} \in L^{1}\left(\mathbb{R}^{N}\right)$, for $\varepsilon>0$ there exists $R=R(\varepsilon)>0$ such that

$$
\begin{aligned}
& \left|\int_{B_{R}^{c}}\left(K\left(R_{n} x\right)-1\right) \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}} \mathrm{~d} x\right| \\
& \leq C\left(\int_{B_{R}^{c}} \frac{|w|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}(t)-1}{s_{s}^{*}(t)}}\left(\int_{\mathbb{R}^{N}} \frac{\left|\phi_{n}\right|^{2_{s}^{2}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}(t)}} \\
& \leq C\left(\int_{B_{R}^{c}} \frac{|w|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}(t)-1}{2_{s}^{*}(t)}}\|\phi\|_{\gamma}<\varepsilon
\end{aligned}
$$

On the other hand, as $K \in C\left(\mathbb{R}^{N}\right)$ and $\lim _{|x| \rightarrow \infty} K(x)=1$ implies that $K \in L^{\infty}\left(\mathbb{R}^{N}\right)$, applying the Hölder inequality followed by the Hardy-Sobolev
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inequality, it is easy to see that

$$
\left(K\left(R_{n} x\right)-1\right) \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}}
$$

is uniformly integrable. Therefore, using Vitali's convergence theorem, we get

$$
\int_{B_{R}}\left(K\left(R_{n} x\right)-1\right) \frac{|w|^{2_{s}^{*}(t)-2} w \phi_{n}}{|x|^{t}} \mathrm{~d} x=o(1)
$$

Hence, $I_{n}^{1}=o(1)$ as $n \rightarrow \infty$.
Next, we aim to show that

$$
\begin{aligned}
I_{n}^{2} & :=\int_{\mathbb{R}^{N}} K\left(R_{n} x\right)\left\{\frac{\left|w_{n}\right|_{s s}^{2_{s}^{*}(t)-2} w_{n}-|w|^{2_{s}^{*}(t)-2} w-\left|w_{n}-w\right|^{2_{s}^{*}(t)-2}\left(w_{n}-w\right)}{|x|^{t}}\right\} \phi_{n} \mathrm{~d} x \\
& =o(1) .
\end{aligned}
$$

Indeed, this follows as in the proof of (4.2.8), since $\int_{\mathbb{R}^{N}} \frac{\left|\phi_{n}\right|_{s}^{2_{s}^{*}}(t)}{|x|^{t}} \mathrm{~d} x=$ $\int_{\mathbb{R}^{N}} \frac{|\phi|^{*}(t)}{|x|^{t}} \mathrm{~d} x<\infty$. Hence, from (4.2.13) we conclude the proof of Claim 2.

Step 6: Assume that $w=0$.
Let $\varphi \in C_{0}^{\infty}\left(B_{1}\right)$, with $0 \leq \varphi \leq 1$. Set $\psi_{n}(x):=\left[\varphi\left(\frac{x}{R_{n}}\right)\right]^{2} v_{n}(x)$. Clearly $\left(\psi_{n}\right)_{n}$ is a bounded sequence in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Thus,

$$
\begin{aligned}
o(1)= & { }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\left(\bar{I}_{K, t, 0}^{\gamma}\right)^{\prime}\left(v_{n}\right), \psi_{n}\right\rangle_{\dot{H}^{s}} \\
= & \left\langle v_{n}, \psi_{n}\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{2_{s}^{*}(t)-2} v_{n} \psi_{n}}{|x|^{t}} \mathrm{~d} x \\
= & \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(v_{n}(x)-v_{n}(y)\left(\varphi^{2}\left(\frac{x}{R_{n}}\right) v_{n}(x)-\varphi^{2}\left(\frac{y}{R_{n}}\right) v_{n}(y)\right)\right.}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& -\gamma \int_{\mathbb{R}^{N}} \frac{v_{n}^{2}(x) \varphi^{2}\left(\frac{x}{R_{n}}\right)}{|x|^{2 s}} \mathrm{~d} x-\int_{\mathbb{R}^{N}} K(x) \frac{\varphi^{2}\left(\frac{x}{R_{n}}\right)\left|v_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
= & \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(v_{n}\left(R_{n} x\right)-v_{n}\left(R_{n} y\right)\right)\left(\varphi^{2}(x) v_{n}\left(R_{n} x\right)-\varphi^{2}(y) v_{n}\left(R_{n} y\right)\right) R_{n}^{N-2 s}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& -\gamma \int_{\mathbb{R}^{N}} \frac{v_{n}^{2}\left(R_{n} x\right) \varphi^{2}(x) R_{n}^{N-2 s}}{|x|^{2 s}} \mathrm{~d} x-\int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{2_{s}^{*}(t)-2}\left(\varphi\left(\frac{x}{R_{n}}\right) v_{n}\right)^{2}}{|x|^{t}} \mathrm{~d} x .
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(v_{n}\left(R_{n} x\right)-v_{n}\left(R_{n} y\right)\right)\left(\varphi^{2}(x) v_{n}\left(R_{n} x\right)-\varphi^{2}(y) v_{n}\left(R_{n} y\right)\right) R_{n}^{N-2 s}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \quad-\gamma \int_{\mathbb{R}^{N}} \frac{v_{n}^{2}\left(R_{n} x\right) \varphi^{2}(x) R_{n}^{N-2 s}}{|x|^{2 s}} \mathrm{~d} x=\int_{\mathbb{R}^{N}} K(x) \frac{\left|v_{n}\right|^{2 *}(t)-2}{}\left(\varphi\left(\frac{x}{R_{n}}\right) v_{n}\right)^{2}  \tag{4.2.14}\\
& |x|^{t} \\
& \\
& \quad \mathrm{~d} x+o(1) .
\end{align*}
$$

Now,

$$
\begin{align*}
& \text { RHS of (4.2.14) }=\int_{B_{1}} K\left(R_{n} x\right) \frac{\left|v_{n}\left(R_{n} x\right)\right|^{2_{s}^{*}(t)-2}\left(\varphi(x) v_{n}\left(R_{n} x\right)\right)^{2} R_{n}^{N-t}}{|x|^{t}} \mathrm{~d} x+o(1) \\
& =\int_{B_{1}} \frac{\left|K\left(R_{n} x\right)^{\frac{1}{2_{s}^{*}(t)-2}} w_{n}(x)\right|^{2_{s}^{*}(t)-2}\left(\varphi(x) w_{n}(x)\right)^{2}}{|x|^{t}} \mathrm{~d} x+o(1) \\
& \leq\left(\int_{B_{1}} K\left(R_{n} x\right)^{\frac{2_{s}^{*}(t)}{2_{s}^{s}(t)-2}} \frac{\left|w_{n}(x)\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}(t)-2}{2_{s}^{s}(t)}} . \\
& \times\left(\int_{\mathbb{R}^{N}} \frac{\left|\varphi w_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{2_{s}^{2}}{2_{s}^{*}(t)}}+o(1)  \tag{4.2.15}\\
& \leq \frac{\|K\|_{L^{\infty}\left(t \mathbb{R}^{N}\right)}^{\frac{2}{2_{s}(t)}}}{S_{\gamma, t, s}}\left(\int_{B_{1}} K\left(R_{n} x\right) \frac{\left|w_{n}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{\frac{2_{s}^{*}(t)-2}{2(t)}}{2_{s}^{*}(t)}}\left\|\varphi w_{n}\right\|_{\gamma}^{2}+o(1) \\
& \leq \frac{\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{\frac{2}{2_{s}^{2}(t)}} \delta^{\frac{\delta^{2 s-t}}{N-t}}}{S_{\gamma, t, s}}\left\|\varphi w_{n}\right\|_{\gamma}^{2}+o(1) \\
& <\left\|\varphi w_{n}\right\|_{\gamma}^{2}+o(1) \text { (By the choice of } \delta \text { fixed in Step 4). }
\end{align*}
$$

Claim 3: As $n \rightarrow \infty$

$$
\begin{equation*}
\text { LHS of }(4.2 .14)=\left\|\varphi w_{n}\right\|_{\gamma}^{2}+o(1) \tag{4.2.16}
\end{equation*}
$$

Indeed,

LHS of (4.2.14)

$$
\begin{aligned}
=\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} & \frac{\left(v_{n}\left(R_{n} x\right)-v_{n}\left(R_{n} y\right)\right)\left(\varphi^{2}(x) v_{n}\left(R_{n} x\right)-\varphi^{2}(y) v_{n}\left(R_{n} y\right)\right) R_{n}^{N-2 s}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& -\gamma \int_{\mathbb{R}^{N}} \frac{\left|\varphi w_{n}\right|^{2}}{|x|^{2 s}} \mathrm{~d} x
\end{aligned}
$$
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$$
\begin{align*}
&= \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \\
& \quad-\gamma \int_{\mathbb{R}^{N}} \frac{\left(w_{n}(x)-w_{n}(y)\right)\left(\varphi^{2}(x) w_{n}(x)-\varphi^{2}(y) w_{n}(y)\right)}{|x-y|^{2 s}} \mathrm{~d} x \\
& \mathrm{~d} x \mathrm{~d} y \\
&= \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left|\varphi(x) w_{n}(x)-\varphi(y) w_{n}(y)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{\left|\varphi w_{n}\right|^{2}}{|x|^{2 s}} \mathrm{~d} x \\
& \quad-\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{(\varphi(x)-\varphi(y))^{2} w_{n}(x) w_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y  \tag{4.2.17}\\
&=\left\|\varphi w_{n}\right\|_{\gamma}^{2}-\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{(\varphi(x)-\varphi(y))^{2} w_{n}(x) w_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y
\end{align*}
$$

Now,

$$
\begin{aligned}
\iint_{\mathbb{R}^{2 N}} \frac{(\varphi(x)-\varphi(y))^{2} w_{n}(x) w_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y & =\int_{x \in B_{1}} \int_{y \in B_{1}}+\int_{x \in B_{1}} \int_{y \in B_{1}^{c}}+\int_{x \in B_{1}^{c}} \int_{y \in B_{1}} \\
& =: \mathcal{J}_{n}^{1}+\mathcal{J}_{n}^{2}+\mathcal{J}_{n}^{3} .
\end{aligned}
$$

Of course, $\mathfrak{J}_{n}^{2}=\mathfrak{J}_{n}^{3}$, as the integral is symmetric with respect to $x$ and $y$.

$$
\begin{align*}
\mathcal{I}_{n}^{1}= & \int_{x \in B_{1}} \int_{y \in B_{1}} \frac{(\varphi(x)-\varphi(y))^{2} w_{n}(x) w_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
\leq & C \int_{x \in B_{1}} \int_{y \in B_{1}} \frac{\left|w_{n}(x)\right|\left|w_{n}(y)\right|}{|x-y|^{N+2 s-2}} \mathrm{~d} x \mathrm{~d} y \\
\leq & C\left(\int_{x \in B_{1}} \int_{y \in B_{1}} \frac{\left|w_{n}(x)\right|^{2}}{|x-y|^{N+2 s-2}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}} \\
& \times\left(\int_{x \in B_{1}} \int_{y \in B_{1}} \frac{\left|w_{n}(y)\right|^{2}}{|x-y|^{N+2 s-2}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}}  \tag{4.2.18}\\
\leq & C \int_{x \in B_{1}} \int_{y \in B_{1}} \frac{\left|w_{n}(x)\right|^{2}}{|x-y|^{N+2 s-2}} \mathrm{~d} x \mathrm{~d} y \\
\leq & C \int_{x \in B_{1}}\left(\int_{|z|<2} \frac{1}{|z|^{N+2 s-2}} \mathrm{~d} z\right)\left|w_{n}(x)\right|^{2} \mathrm{~d} x \\
\leq & C\left\|w_{n}\right\|_{L^{2}\left(B_{1}\right)}^{2}=o(1) \quad\left(\text { as } w=0 \text { implies } w_{n} \rightarrow 0 \text { in } L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)\right)
\end{align*}
$$

Furthermore,

$$
\begin{align*}
\mathcal{J}_{n}^{2} & =\int_{x \in B_{1}} \int_{y \in B_{1}^{c}} \frac{(\varphi(x)-\varphi(y))^{2} w_{n}(x) w_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \leq \int_{x \in B_{1}} \int_{y \in B_{1}^{c} \cap\{|x-y| \leq 1\}}+\int_{x \in B_{1}} \int_{y \in B_{1}^{c} \cap\{|x-y| \geq 1\}}  \tag{4.2.19}\\
& =: \mathcal{J}_{n}^{21}+\mathcal{J}_{n}^{22},
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{J}_{n}^{21} \leq & C\left(\int_{x \in B_{1}} \int_{y \in B_{1}^{\mathrm{c} \cap\{\{|x-y| \leq 1\}}} \frac{\left|w_{n}(x)\right|^{2}}{|x-y|^{N+2 s-2}} \mathrm{~d} y \mathrm{~d} x\right)^{\frac{1}{2}} . \\
& \times\left(\int_{x \in B_{1}} \int_{y \in B_{1}^{\mathrm{c}} \cap\{|x-y| \leq 1\}} \frac{\left|w_{n}(y)\right|^{2}}{|x-y|^{N+2 s-2}} \mathrm{~d} y \mathrm{~d} x\right)^{\frac{1}{2}} \\
= & C J_{n}^{1} \cdot J_{n}^{2} .
\end{aligned}
$$

Now,

$$
\left|J_{n}^{1}\right|^{2} \leq \int_{x \in B_{1}}\left(\int_{|z|<1} \frac{1}{|z|^{N+2 s-2}} \mathrm{~d} z\right)\left|w_{n}(x)\right|^{2} \mathrm{~d} x \leq C\left\|w_{n}\right\|_{L^{2}\left(B_{1}\right)}^{2}=o(1)
$$

and

$$
\begin{aligned}
\left|J_{n}^{2}\right|^{2} & =\int_{x \in B_{1}} \int_{y \in B_{1}^{c}} \frac{\mathbf{1}_{\{|x-y|<1\}}(x, y)\left|w_{n}(y)\right|^{2}}{|x-y|^{N+2 s-2}} \mathrm{~d} y \mathrm{~d} x \\
& \leq \int_{y \in B_{1}^{c}}\left(\int_{x \in B_{1}} \frac{\mathbf{1}_{\{|x-y|<1\}}(x, y)}{|x-y|^{N+2 s-2}} \mathrm{~d} x\right)\left|w_{n}(y)\right|^{2} \mathrm{~d} y \\
& \leq \int_{y \in B_{2}}\left(\int_{x \in B_{1}} \frac{\mathbf{1}_{\{|x-y|<1\}}(x, y)}{|x-y|^{N+2 s-2}} \mathrm{~d} x\right)\left|w_{n}(y)\right|^{2} \mathrm{~d} y \\
& \leq C\left\|w_{n}\right\|_{L^{2}\left(B_{2}\right)}^{2} \leq C^{\prime} .
\end{aligned}
$$

Therefore, $\mathrm{J}_{n}^{21}=o(1)$ as $n \rightarrow \infty$. Moreover,

$$
\begin{aligned}
\mathcal{J}_{n}^{22} & =\int_{x \in B_{1}} \int_{y \in B_{\cap}^{\mathrm{c}} \cap\{|x-y| \geq 1\}} \frac{\left|w_{n}(x)\right|\left|w_{n}(y)\right||\varphi(x)-\varphi(y)|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x \\
& \leq C \int_{x \in B_{1}} \int_{y \in B_{1}^{\mathrm{c}} \cap\{|x-y| \geq 1\}} \frac{\left|w_{n}(x)\right|\left|w_{n}(y)\right|}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x
\end{aligned}
$$
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$$
\begin{aligned}
& \leq C\left(\int_{x \in B_{1}} \int_{y \in B_{1}^{c} \cap\{|x-y| \geq 1\}} \frac{\left|w_{n}(x)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x\right)^{\frac{1}{2}} \\
& \quad \times\left(\int_{x \in B_{1}} \int_{y \in B_{1}^{c} \cap\{|x-y| \geq 1\}} \frac{\left|w_{n}(y)\right|^{2}}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x\right)^{\frac{1}{2}} \\
& \leq C\left(\int_{x \in B_{1}}\left(\int_{|z| \geq 1} \frac{1}{|z|^{N+2 s}} \mathrm{~d} z\right)\left|w_{n}(x)\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} . \\
& \quad \times\left(\int_{x \in B_{1}} \int_{|z| \geq 1} \frac{\left|w_{n}(x+z)\right|^{2}}{|x+z|^{2 s}} \frac{|x+z|^{2 s}}{|z|^{N+2 s}} \mathrm{~d} z \mathrm{~d} x\right)^{\frac{1}{2}} \\
& \leq C^{\prime}\left\|w_{n}\right\|_{L^{2}\left(B_{1}\right)}\left[\int_{x \in B_{1}}\left(\int_{\mathbb{R}^{N}} \frac{\left|w_{n}(x+z)\right|^{2}}{|x+z|^{2 s}} \mathrm{~d} z\right) \mathrm{d} x\right]^{\frac{1}{2}},
\end{aligned}
$$

since $|z| \geq 1$ and $|x|<1$ implies $\frac{|x+z|^{2 s}}{|z|^{N+2 s}} \leq C$. Therefore, using the Hardy inequality, we obtain from the last of the above estimate that as $n \rightarrow \infty$

$$
\mathcal{J}_{n}^{22} \leq C^{\prime \prime}\left\|w_{n}\right\|_{L^{2}\left(B_{1}\right)}\left\|w_{n}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}=o(1) .
$$

Putting the above estimates together, we obtain from (4.2.19) that $\mathrm{J}_{n}^{2}=o(1)$ as $n \rightarrow \infty$. This, along with (4.2.18), concludes the proof of Claim 3 .

Combining Claim 3 with (4.2.15) yields

$$
\begin{equation*}
\left\|\varphi w_{n}\right\|_{\gamma}=o(1) \text { as } n \rightarrow \infty . \tag{4.2.20}
\end{equation*}
$$

Substituting this into (4.2.16) and comparing with (4.2.14) yields as $n \rightarrow \infty$

$$
\int_{\mathbb{R}^{N}} K\left(R_{n} x\right) \frac{\varphi^{2}(x)\left|w_{n}(x)\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x=o(1) .
$$

Therefore,

$$
\begin{equation*}
\int_{B_{r}} K\left(R_{n} x\right) \frac{\left|w_{n}\right|_{s}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x=o(1), \quad \text { for any } \quad 0<r<1 . \tag{4.2.21}
\end{equation*}
$$

But this contradicts (4.2.10) when $t>0$. Therefore, $w=0$ cannot happen in the case $t>0$, i.e.,

$$
t>0 \Longrightarrow w \neq 0
$$

Consequently, from now onwards, we restrict ourselves to the case $t=0$ and $w=0$.

Step 7: Let $t=0$ and $w=0$. First we consider the tight case, $\left(v_{n}\right)_{n} \subseteq$ $\dot{H}_{0}^{s}\left(B_{R}\right)$, for some fixed ball of radius $R>0$ (where $\dot{H}_{0}^{s}\left(B_{R}\right)$ is the closure of $C_{0}^{\infty}\left(B_{R}\right)$ with respect to the $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ norm). The remaining case will be obtained by a splitting argument together with a Kelvin transform.

Therefore, in view of (4.2.10) and (4.2.21), using the concentrationcompactness principle in the tight case [89], it follows that in the sense of measure,

$$
\begin{equation*}
\left.K\left(R_{n} x\right)\left|w_{n}\right|^{2_{s}^{*}} \mathrm{~d} x\right|_{\{|x| \leq 1\}} \stackrel{*}{\nu} \sum_{j} C_{x_{j}} \delta_{x_{j}}, \tag{4.2.22}
\end{equation*}
$$

where $x_{j} \in \mathbb{R}^{N}$ satisfies $\left|x_{j}\right|=1$. Let $\bar{C}:=\max _{j} C_{x_{j}}$ and define

$$
\begin{equation*}
Q_{n}(r):=\sup _{y \in \mathbb{R}^{N}} \int_{B_{r}(y)} K\left(R_{n} x\right)\left|w_{n}\right|^{2_{s}^{*}} \mathrm{~d} x . \tag{4.2.23}
\end{equation*}
$$

Clearly, $Q_{n}(r)>C / 2$ for each $r>0$ large enough. Moreover, (4.2.22) gives

$$
\liminf _{n \rightarrow \infty} Q_{n}(r) \geq \frac{C}{2}
$$

Hence, there exist sequences $\left(s_{n}\right)_{n} \subset \mathbb{R}^{+}$and $\left(q_{n}\right)_{n} \subset \mathbb{R}^{N}$ such that $s_{n} \rightarrow 0$ and $\left|q_{n}\right|>1 / 2$ and

$$
\begin{equation*}
\frac{C}{2}=\sup _{q \in \mathbb{R}^{N}} \int_{B_{s_{n}}(q)} K\left(R_{n} x\right) w_{n}^{2_{s}^{*}} \mathrm{~d} x=\int_{B_{s_{n}}\left(q_{n}\right)} K\left(R_{n} x\right) w_{n}^{2_{s}^{*}} \mathrm{~d} x . \tag{4.2.24}
\end{equation*}
$$

Define $\theta_{n}(x):=s_{n}^{\frac{N-2 s}{2}} w_{n}\left(s_{n} x+q_{n}\right)$. Thus $\left\|\theta_{n}\right\|_{\gamma}=\left\|w_{n}\right\|_{\gamma}$ for any $n \in \mathbb{N}$. Consequently, up to a subsequence, there exists $\theta \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that $\theta_{n} \rightharpoonup \theta$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\theta_{n} \rightarrow \theta$ a.e. in $\mathbb{R}^{N}$.

First note that $\theta \neq 0$. Otherwise, choosing $\varphi \in C_{0}^{\infty}\left(B_{1}(x)\right)$, with $0 \leq$ $\varphi \leq 1$, for an arbitrary but fixed $x \in \mathbb{R}^{N}$, and proceeding exactly as in obtaining (4.2.20), we are able to show that $\theta_{n} \rightarrow 0$ in $L_{\text {loc }}^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$. On the other hand, from (4.2.24) it follows that

$$
\int_{B_{1}} K\left(s_{n} R_{n} x+q_{n}\right) \theta_{n}^{2_{s}^{*}} \mathrm{~d} x=\frac{C}{2}>0 .
$$

which leads to a contradiction. Thus, $\theta \neq 0$. Recall that

$$
\theta_{n}(x)=s_{n}^{\frac{N-2 s}{2}} w_{n}\left(s_{n} x+q_{n}\right)=\left(s_{n} R_{n}\right)^{\left(\frac{N-2 s}{2}\right)} v_{n}\left(s_{n} R_{n} x+R_{n} q_{n}\right) .
$$

Define $r_{n}=s_{n} R_{n}=o(1)$ and $y_{n}=R_{n} q_{n}$. Hence, $\frac{r_{n}}{\left|y_{n}\right|}<2 s_{n}=o(1)$ and, up to a subsequence, $y_{n} \rightarrow y$ in $\mathbb{R}^{N}$. From Lemma 4.4.1, we deduce that

$$
\theta=K(y)^{-\frac{N-2 s}{4 s}} W^{\tau, a} \quad \text { for some } \tau>0, a \in \mathbb{R}^{N},
$$

where $W$ is a solution of $\left(E_{1,0,0}^{0}\right)$ and that $n \mapsto \tilde{v}_{n}(x):=v_{n}(x)-$ $K(y)^{\frac{4 s}{N-2 s}} W^{r_{n} \tau, y_{n}+r_{n} a}(x)$ is a $(P S)$ sequence for $\bar{I}_{K, t, 0}^{\gamma}$ at level $\beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u})-$ $K(y)^{-\frac{N-2 s}{2 s}} \bar{I}_{1,0,0}^{(0)}(W)$, where $W$ is a solution of $\left(E_{1,0,0}^{0}\right)$.

In summary, in both cases $t>0$ and $t=0$, starting from a $(P S)$ sequence $\left(v_{n}\right)_{n}$ of $\bar{I}_{K, t, 0}^{\gamma}$ we have found another $(P S)$ sequence $\left(\tilde{v}_{n}\right)_{n}$ of $\bar{I}_{K, t, 0}^{\gamma}$ at a strictly lower level, with a fixed minimum amount of decrease. Since $\sup _{n}\left\|v_{n}\right\|_{\gamma} \leq$ $C<\infty$, the process should stop after finitely many steps.

Step 8: When $t=0$ we only dealt with the case $\left(v_{n}\right)_{n} \subset \dot{H}_{0}^{s}\left(B_{R}\right)$ for some fixed $R>0$. Now we are going to relax the assumption $\left(v_{n}\right)_{n} \subset \dot{H}_{0}^{s}\left(B_{R}\right)$.

Let us define

$$
\tilde{f}(k):=\liminf _{n \rightarrow \infty} \int_{B_{k+1} \backslash B_{k}} K(x)\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x .
$$

We claim that $\tilde{f}(k)=0$ for all but finitely many $k$ 's.
Indeed, if $\tilde{f}(k)>0$ for some $k$, then $\liminf _{n \rightarrow \infty} \int_{B_{k+1} \backslash B_{k}} K(x)\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x>$ 0 . Therefore,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{B_{k+1} \backslash B_{k}}\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x>0 \tag{4.2.25}
\end{equation*}
$$

By Step 6 , for any $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$

$$
\begin{aligned}
\|K\|_{L^{\infty}}^{\frac{2}{2_{s}^{*}}}\left(\int_{\operatorname{supp}(\varphi)} K\left(R_{n} x\right)\left|w_{n}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}-2}{2_{s}^{*}}}\left(\int_{\mathbb{R}^{N}}\left|\varphi w_{n}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{2}{2_{s}^{*}}} & \geq\left\|\varphi w_{n}\right\|_{\gamma}^{2}+o(1) \\
& \geq S_{\gamma, 0, s}\left(\int_{\mathbb{R}^{N}}\left|\varphi w_{n}\right|^{2_{s}^{*}}\right)^{\frac{2}{2_{s}^{*}}}
\end{aligned}
$$

$$
\begin{equation*}
+o(1) \tag{4.2.26}
\end{equation*}
$$

Fix any $\varepsilon>0$ and choose $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\varphi \equiv 1$ in $B_{k+1} \backslash B_{k}$ and $\operatorname{supp}(\varphi) \subseteq B_{k+1+\varepsilon} \backslash B_{k-\varepsilon}$ and $0 \leq \varphi \leq 1$. Define, $\varphi_{n}(x)=\varphi\left(R_{n} x\right)$. Then

$$
\liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|\varphi_{n} w_{n}\right|^{2_{s}^{*}} \mathrm{~d} x=\liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|\varphi v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x>\liminf _{n \rightarrow \infty} \int_{B_{k+1} \backslash B_{k}}\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x>0 .
$$

Now (4.2.26), with $\varphi=\varphi_{n}$, yields as $n \rightarrow \infty$

$$
\int_{B_{k+1+\varepsilon} \backslash B_{k-\varepsilon}} K(x)\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x \geq\|K\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{-\frac{N-2 s}{2 s}} S_{\gamma, 0, s}^{\frac{N}{2 s}}+o(1) .
$$

Combining the above, as $\varepsilon>0$ is arbitrary, we obtain $\tilde{f}(k) \geq\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{-\frac{N-2 s}{2 s}} S_{\gamma, 0, s}^{\frac{N}{2 s}}$. Therefore, since $\left(v_{n}\right)_{n}$ is bounded in $L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$, it follows that $\tilde{f}(k)=0$ for all but finitely many $k$ 's and this completes the proof of the claim.

Now given such a $k$ for which $\tilde{f}(k)=0$, we take a cut-off function $\chi \in$ $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ such that $\chi \equiv 1$ on $B_{k}$ and $\chi \equiv 0$ on $B_{k+1}^{c}$ and $0 \leq \chi \leq 1$. We shall show that both $\left(\chi v_{n}\right)_{n}$ and $\left((1-\chi) v_{n}\right)_{n}$ are $(P S)$ sequences for $I_{K, 0,0}^{\gamma}$. Indeed for $h \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$

$$
\begin{align*}
&\left\langle\chi v_{n}, h\right\rangle_{\gamma} \\
&= \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(\chi(x) v_{n}(x)-\chi(y) v_{n}(y)\right)(h(x)-h(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{\chi v_{n} h}{|x|^{2 s}} \mathrm{~d} x \\
&= \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(v_{n}(x)-v_{n}(y)\right)(\chi(x) h(x)-\chi(y) h(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\gamma \int_{\mathbb{R}^{N}} \frac{v_{n}(\chi h)}{|x|^{2 s}} \mathrm{~d} x \\
&+\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{(\chi(x)-\chi(y)) h(x) v_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
&-\frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{(\chi(x)-\chi(y)) h(y) v_{n}(x)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y  \tag{4.2.27}\\
&=\left\langle v_{n}, \chi h\right\rangle_{\gamma}+C_{N, s} \iint_{\mathbb{R}^{2 N}} \frac{(\chi(x)-\chi(y)) h(x) v_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
&= \int_{\mathbb{R}^{N}} K(x)\left|v_{n}\right|^{2_{s}^{*}-2} v_{n}(\chi h) \mathrm{d} x+C_{N, s} \mathbb{I}_{n}+o(\|h\|), \\
& \text { where } \mathbb{I}_{n}:=\iint_{\mathbb{R}^{2 N}} \frac{(\chi(x)-\chi(y)) h(x) v_{n}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y .
\end{align*}
$$
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Claim 4: $\mathbb{I}_{n}=o\left(\|h\|_{\gamma}\right)$ as $n \rightarrow \infty$.
Indeed,

$$
\mathbb{I}_{n} \leq\left(\iint_{\mathbb{R}^{2 N}} \frac{|\chi(x)-\chi(y)|^{2} h^{2}(x)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}}\left(\iint_{\mathbb{R}^{2 N}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}}
$$

Now,

$$
\begin{aligned}
\iint_{\mathbb{R}^{2 N}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y & =\int_{y \in B_{k+1}} \int_{x \in B_{k+1}}+\int_{y \in B_{k+1}} \int_{x \in B_{k+1}^{c}}+\int_{y \in B_{k+1}^{c}} \int_{x \in B_{k+1}} \\
& =: \mathbb{I}_{n}^{1}+\mathbb{I}_{n}^{2}+\mathbb{I}_{n}^{3} .
\end{aligned}
$$

Since $v \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ implies $v_{n} \rightarrow 0$ in $L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)$, we see that as $n \rightarrow \infty$

$$
\begin{align*}
\mathbb{I}_{n}^{1} & =\int_{y \in B_{k+1}} \int_{x \in B_{k+1}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \leq C \int_{y \in B_{k+1}} \int_{x \in B_{k+1}} \frac{v_{n}^{2}(y)}{|x-y|^{N+2 s-2}} \mathrm{~d} x \mathrm{~d} y \\
& \leq C \int_{y \in B_{k+1}}\left(\int_{x \in B_{k+1} \cap\{|x-y|<1\}} \frac{\mathrm{d} x}{|x-y|^{N+2 s-2}}+\int_{x \in B_{k+1} \cap\{|x-y| \geq 1\}} \mathrm{d} x\right) v_{n}^{2}(y) \mathrm{d} y \\
& \leq C^{\prime} \int_{y \in B_{k+1}} v_{n}^{2}(y) \mathrm{d} y  \tag{4.2.28}\\
& =o(1)
\end{align*}
$$

$$
\begin{align*}
\mathbb{I}_{n}^{2} & =\int_{y \in B_{k+1}} \int_{x \in B_{k+1}^{c}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \leq C \int_{y \in B_{k+1}}\left(\int_{x \in B_{k+1}^{c} \cap\{|x-y| \leq 1\}} \frac{\mathrm{d} x}{|x-y|^{N+2 s-2}}+\int_{x \in B_{k+1}^{c} \cap\{|x-y| \geq 1\}} \frac{\mathrm{d} x}{|x-y|^{N+2 s}}\right) v_{n}^{2}(y) \mathrm{d} y \tag{4.2.29}
\end{align*}
$$

$\leq C^{\prime \prime} \int_{y \in B_{k+1}} v_{n}^{2}(y) \mathrm{d} y=o(1) ;$

$$
\begin{aligned}
\mathbb{I}_{n}^{3} & =\int_{y \in B_{k+1}^{c}} \int_{x \in B_{k+1}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& =\int_{x \in B_{k+1}} \int_{y \in B_{k+1}^{c}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x \\
& =\int_{x \in B_{k+1}} \int_{y \in B_{k+1}^{c} \cap\{|x-y| \geq 1\}}+\int_{x \in B_{k+1}} \int_{y \in B_{k+1}^{c} \cap\{|x-y| \leq 1\}} \\
& =: \mathbb{I}_{n}^{31}+\mathbb{I}_{n}^{32} .
\end{aligned}
$$

For estimating $\mathbb{I}_{n}^{31}$, we choose $\varepsilon>0$ arbitrary and $R \gg k+1$ so that

$$
\begin{align*}
\mathbb{I}_{n}^{31} & =\int_{x \in B_{k+1}} \int_{y \in B_{k+1}^{c} \cap\{|x-y| \geq 1\}} \frac{\chi^{2}(x) v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x \\
& \leq \int_{x \in B_{k+1}}\left(\int_{y:|x-y| \geq 1} \frac{v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} y\right) \mathrm{d} x \\
& \leq \int_{x \in B_{k+1}}\left(\int_{B_{R}} v_{n}^{2}(y) \mathrm{d} y+\int_{B_{R}^{c} \cap\{|x-y| \geq 1\}} \frac{v_{n}^{2}(y)}{|y|^{N+2 s}} \frac{|y|^{N+2 s}}{|x-y|^{N+2 s}} \mathrm{~d} y\right) d x  \tag{4.2.30}\\
& \leq \int_{x \in B_{k+1}}\left(o(1)+C \int_{B_{R}^{c}} \frac{v_{n}^{2}(y)}{|y|^{N+2 s}} \mathrm{~d} y\right) d x \\
& \leq C^{\prime \prime \prime}\left(o(1)+C\left(\int_{B_{R}^{c}}\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} y\right)^{\frac{2}{2_{s}^{*}}}\left(\int_{B_{R}^{c}} \frac{\mathrm{~d} y}{|y|^{(N+2 s) N / 2 s}}\right)^{\frac{2 s}{N}}\right)<\varepsilon \text { for } R \gg k+1,
\end{align*}
$$

since $\left(v_{n}\right)_{n}$ is uniformly bounded in $L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$ and $|y|^{(N+2 s) N / 2 s} \in L^{1}(\{|y|>$ 1\}). Moreover,

$$
\begin{align*}
\mathbb{I}_{n}^{32} & =\int_{x \in B_{k+1}} \int_{y \in B_{k+1}^{c} \cap\{|x-y| \leq 1\}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} y \mathrm{~d} x \\
& \leq C \int_{x \in B_{k+1}} \int_{y \in B_{k+1}^{c}} \frac{\mathbf{1}_{|x-y| \leq 1}(x, y) v_{n}^{2}(y)}{|x-y|^{N+2 s-2}} \mathrm{~d} y \mathrm{~d} x \\
& =C \int_{y \in B_{k+1}^{c}}\left(\int_{x \in B_{k+1}} \frac{\mathbf{1}_{|x-y| \leq 1}(x, y)}{|x-y|^{N+2 s-2}} \mathrm{~d} x\right) v_{n}^{2}(y) \mathrm{d} y  \tag{4.2.31}\\
& =C \int_{y \in B_{k+2}}\left(\int_{x \in B_{k+1}} \frac{\mathbf{1}_{|x-y| \leq 1}(x, y)}{|x-y|^{N+2 s-2}} \mathrm{~d} x\right) v_{n}^{2}(y) \mathrm{d} y \\
& \leq C^{\prime \prime \prime \prime} \int_{y \in B_{k+2}} v_{n}^{2}(y) \mathrm{d} y=o(1) .
\end{align*}
$$
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 NONHOMOGENEOUS TERMSCombining (4.2.28)-(4.2.31), we obtain

$$
\left(\iint_{\mathbb{R}^{2 N}} \frac{|\chi(x)-\chi(y)|^{2} v_{n}^{2}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}}=o(1)
$$

as $n \rightarrow \infty$. Similarly, it follows that

$$
\left(\iint_{\mathbb{R}^{2 N}} \frac{|\chi(x)-\chi(y)|^{2} h^{2}(x)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{2}} \leq\|h\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)} .
$$

Hence Claim 4 is proved.
Therefore, using (4.2.27) and the fact that $\tilde{f}(k)=0$, we obtain as $n \rightarrow \infty$

$$
\begin{aligned}
\left(\dot{H}^{s}\right)^{\prime}\left\langle\left(\bar{I}_{K, t, 0}^{\gamma}\right)^{\prime}\left(\chi v_{n}\right), h\right\rangle_{\dot{H}^{s}} & =\left\langle\chi v_{n}, h\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} K(x)\left|\chi v_{n}\right|^{2_{s}^{*}-2}\left(\chi v_{n}\right) h \mathrm{~d} x \\
& =\int_{\mathbb{R}^{N}} K(x)\left\{\chi-\chi^{2_{s}^{*}-1}\right\}\left|v_{n}\right|^{2_{s}^{*}-2} v_{n} h \mathrm{~d} x+o(\|h\|) \\
& \leq C\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left(\int_{B_{k+1} \backslash B_{k}}\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{2_{s}^{*}-1}{2_{s}^{*}}}\|h\|_{\gamma}+o(\|h\|) \\
& =o(\|h\|) .
\end{aligned}
$$

This is the required inequality.
Now, as $n \rightarrow \infty$

$$
\begin{align*}
\int_{\mathbb{R}^{N}} K(x)\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x & =\int_{\mathbb{R}^{N}} K(x)\left|\chi v_{n}+(1-\chi) v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x \\
& =\int_{\mathbb{R}^{N}} K(x)\left|\chi v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}} K(x)\left|(1-\chi) v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+o(1) \tag{4.2.32}
\end{align*}
$$

The last line in (4.2.32) follows from the fact that $\operatorname{supp}(\chi) \subseteq B_{k+1}$ and $\operatorname{supp}(1-\chi) \subset \mathbb{R}^{N} \backslash B_{k}$ and all the remaining terms in the expansion of $\left|\chi v_{n}+(1-\chi) v_{n}\right|^{2_{s}^{*}}$ involves product of some powers of $\chi v_{n}$ and $(1-\chi) v_{n}$ whose support lies in $B_{k+1} \backslash B_{k}$, but in the definition of $\chi$ we have chosen the same $k$ for which $\tilde{f}(k)=0$.

We know that $\left(v_{n}\right)_{n}$ is a $(P S)$ sequence of $\bar{I}_{K, 0,0}^{\gamma}$ at the level $\beta-\bar{I}_{K, t, f}^{\gamma}(\bar{u})$. Hence, from (4.2.32) the level of the $(P S)$ sequence $\left(v_{n}\right)_{n}$ of $\bar{I}_{K, 0,0}^{\gamma}$ is integrally split between the two new $(P S)$ sequences $\left(\chi v_{n}\right)_{n}$ and $\left((1-\chi) v_{n}\right)_{n}$.

Let $\mathcal{K}$ denote the Kelvin transform in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ given by,

$$
\mathcal{K} u(x):=\frac{1}{|x|^{N-2 s}} u\left(|x|^{-2} x\right) .
$$

Therefore, it is known that (see [99]),

$$
(-\Delta)^{s} \mathcal{K} u(x)=\frac{1}{|x|^{N+2 s}}(-\Delta)^{s} u\left(|x|^{-2} x\right)
$$

Claim 5: $\|\mathcal{K}(u)\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}$.
To prove the claim, first assume that $u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$. Thus

$$
\begin{equation*}
\left|(-\Delta)^{s} \mathcal{K} u(x)\right| \leq \frac{C}{1+|x|^{N+2 s}} \tag{4.2.33}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\|\mathcal{K}(u)\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2} & =\int_{\mathbb{R}^{N}}\left|(-\Delta)^{\frac{s}{2}} \mathcal{K} u(x)\right|^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}^{N}}(-\Delta)^{s} \mathcal{K}(u(x)) \mathcal{K} u(x) \mathrm{d} x \quad\left(\mathrm{Using}(4.2 .33) \text { and } \mathcal{K}(u) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)\right) \\
& =\int_{\mathbb{R}^{N}} \frac{1}{|x|^{N+2 s}}(-\Delta)^{s} u\left(|x|^{-2} x\right) \frac{1}{|x|^{N-2 s}} u\left(|x|^{-2} x\right) \mathrm{d} x \\
& =\int_{\mathbb{R}^{N}}\left((-\Delta)^{s} u(x)\right) u(x) \mathrm{d} x \\
& =\int_{\mathbb{R}^{N}}\left|(-\Delta)^{\frac{s}{2}} u(x)\right|^{2} \mathrm{~d} x \quad\left(\text { as } u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)\right) \\
& =\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}
\end{aligned}
$$

Next for any $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, let $\left(u_{n}\right)_{n} \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be such that $u_{n} \rightarrow u$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Then

$$
\begin{equation*}
\left\|\mathcal{K}\left(u_{n}\right)\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=\left\|u_{n}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)} \rightarrow\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)} . \tag{4.2.34}
\end{equation*}
$$

Thus,
$\left\|\mathcal{K}\left(u_{n}\right)-\mathcal{K}\left(u_{m}\right)\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=\left\|\mathcal{K}\left(u_{n}-u_{m}\right)\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=\left\|u_{n}-u_{m}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)} \underset{n, m \rightarrow \infty}{\longrightarrow} 0$.
Hence, $\left(\mathcal{K}\left(u_{n}\right)\right)_{n}$ is a Cauchy sequence in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$, so there exists $v \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that $\mathcal{K}\left(u_{n}\right) \rightarrow v$. Now, as $u_{n} \rightarrow u$ a.e. in $\mathbb{R}^{N}$ so $\mathcal{K}\left(u_{n}\right) \rightarrow \mathcal{K}(u)$ a.e.
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 NONHOMOGENEOUS TERMSin $\mathbb{R}^{N}$. Consequently, $v=\mathcal{K}(u)$. Therefore, passing the limit in (4.2.34), we have $\|\mathcal{K}(u)\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}$ for all $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$.

Using Claim 5 along with standard change of variable, it is easy to see that

$$
\bar{I}_{K, 0,0}^{\gamma}(\mathcal{K}(u))=\frac{1}{2}\|u\|_{H^{s}}^{2}-\frac{\gamma}{2} \int_{\mathbb{R}^{N}} \frac{|u(x)|^{2}}{|x|^{2 s}} \mathrm{~d} x-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}} \mathcal{K}\left(|x|^{-2} x\right)|u|^{2_{s}^{*}}(x) \mathrm{d} x,
$$

that is, $\bar{I}_{K, 0,0}^{\gamma} \circ \mathcal{K}$ has the same expression as $\bar{I}_{K, 0,0}^{\gamma}$ except that $K(x)$ has to be replaced by $K\left(|x|^{-2} x\right)$. Hence, Steps 5 and 7 can be applied to $(\mathcal{K}((1-$ $\left.\left.\chi) v_{n}\right)\right)_{n}$, since this sequence is now a $(P S)$ sequence for $\bar{I}_{K, 0,0}^{\gamma} \circ \mathcal{K}$ in $\dot{H}_{0}^{s}\left(B_{\frac{1}{k}}\right)$. Using again either Step 5 or Step 7, we obtain the characterization of ( $\mathcal{K}((1-$ $\left.\left.\chi) v_{n}\right)\right)_{n}$ and from that we deduce the characterization of $\left((1-\chi) v_{n}\right)_{n}$; the only point which needs to be taken care of $\mathcal{K}\left(W\left(\frac{x-y_{n}^{j}}{r_{n}^{j}}\right)\right)$. This is the concern in Lemma 4.4.2.

Finally (vi) and (vii) follow as in [94, Theorem 4]. Thus the proof is completed.

We mention the proofs of Lemma 4.4.1 and Lemma 4.4.2 in the end of this chapter, namely in Section 4.4.

### 4.3 Proof of the main Theorem 4.1.1

In this section we assume without further mentioning that all the assumptions of Theorem 4.1.1 are satisfied. We first establish existence of two positive critical points for the functional

$$
I_{K, t, f}^{\gamma}(u)=\frac{1}{2}\|u\|_{\gamma}^{2}-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{u_{+}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}} .
$$

Clearly, if $u$ is a critical point of $I_{K, t, f}^{\gamma}$, then $u$ solves

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u-\gamma \frac{u}{|x|^{2 s}}=K(x) \frac{u_{+}^{2 *}(t)-1}{|x|^{t}}+f(x) \text { in } \mathbb{R}^{N}  \tag{4.3.1}\\
u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)
\end{array}\right.
$$

Remark 4.3.1. If $u$ is a weak solution of (4.3.1) and $f$ is a nonnegative functional in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime}$, then taking $v=u_{-}$as a test function in (4.3.1), we obtain

$$
-\left\|u_{-}\right\|_{\gamma}^{2}-\iint_{\mathbb{R}^{2 N}} \frac{\left|u_{+}(y) u_{-}(x)+u_{+}(x) u_{-}(y)\right|}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y={ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{-}\right\rangle_{\dot{H}^{s}} \geq 0,
$$

which in turn implies that $u_{-} \equiv 0$, i.e., $u \geq 0$. Therefore, the maximum principle [56, Theorem 1.2] yields that $u$ is a positive solution to (4.3.1). Hence $u$ is a solution to $\left(E_{K, t, f}^{\gamma}\right)$.

To establish the existence of two critical points for $I_{K, t, f}^{\gamma}$, we first need to prove some auxiliary results. Towards that, we partition $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ into three disjoint sets. Let $\psi_{t}: \dot{H}^{s}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ be defined by

$$
\psi_{t}(u):=\|u\|_{\gamma}^{2}-\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}}(t)}{|x|^{t}} \mathrm{~d} x
$$

and set

$$
\begin{gathered}
\Sigma_{1}^{t}:=\left\{u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right): u=0 \text { or } \psi_{t}(u)>0\right\}, \quad \Sigma_{2}^{t}:=\left\{u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right): \psi_{t}(u)<0\right\}, \\
\Sigma^{t}:=\left\{u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right): \psi_{t}(u)=0\right\} .
\end{gathered}
$$

Remark 4.3.2. If $u \in \Sigma^{t}$, then
$\|u\|_{\gamma}^{2}=\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N}} \frac{\mid u u^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \leq\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} S_{\gamma, t, s}^{-\frac{2_{s}^{*}(t)}{2}}\|u\|_{\gamma}^{2_{s}^{*}(t)}$.
Therefore, $\|u\|_{\gamma}$ and $\|u\|_{L^{2_{s}^{*}(t)}\left(\mathbb{R}^{N},|x|^{-t}\right)}$ are bounded away from 0 for all $u \in \Sigma^{t}$.
Set

$$
\begin{equation*}
c_{0}^{t}:=\inf _{\Sigma_{1}^{t}} I_{K, t, f}^{\gamma}(u), \quad c_{1}^{t}:=\inf _{\Sigma^{t}} I_{K, t, f}^{\gamma}(u), \quad t \geq 0 \tag{4.3.2}
\end{equation*}
$$

Remark 4.3.3. For any $\lambda>0$ and $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$

$$
\psi_{t}(\lambda u)=\lambda^{2}\|u\|_{\gamma}^{2}-\lambda^{2_{s}^{*}(t)}\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x .
$$

Moreover, $\psi_{t}(0)=0$ and $\lambda \mapsto \psi_{t}(\lambda u)$ is a strictly concave function. Thus for any $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ with $\|u\|_{\gamma}=1$, there exists a unique $\lambda=\lambda(u)$ such
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that $\lambda u \in \Sigma^{t}$. Moreover, as $\psi_{t}(\lambda u)=\left(\lambda^{2}-\lambda_{s}^{2_{s}^{*}(t)}\right)\|u\|_{\gamma}^{2}$ for all $u \in \Sigma^{t}$, then $\lambda u \in \Sigma_{1}^{t}$ for all $\lambda \in(0,1)$ and $\lambda u \in \Sigma_{2}^{t}$ for all $\lambda>1$.

Lemma 4.3.4. Assume that $C_{t}$ is defined as in Theorem 4.1.1. Then

$$
\frac{4 s-2 t}{N-2 t+2 s}\|u\|_{\gamma} \geq C_{t} S_{\gamma, t, s}^{\frac{N-t}{4-2 t}} \quad \text { for all } u \in \Sigma^{t}, t \geq 0
$$

Proof. Fix $u \in \Sigma^{t}$. Then

$$
\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}(t)}}=\frac{\|u\|_{\gamma}^{\frac{2}{2_{s}^{*}(t)}}}{\left(\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{\frac{1}{2_{s}^{*}(t)}}}
$$

Combining this with the definition of $S_{\gamma, t, s}$ yields

$$
\|u\|_{\gamma} \geq S_{\gamma, t, s}^{\frac{1}{2}}\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{2}(t)}}=S_{\gamma, t, s}^{\frac{1}{2}} \frac{\|u\|_{\gamma}^{\frac{2}{2_{2}^{*}(t)}}}{\left(\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)^{\frac{1}{2_{s}^{*}(t)}}}
$$

for all $u \in \Sigma^{t}$. From here using the definition of $C_{t}$, we conclude the proof of the lemma.

Lemma 4.3.5. Assume that $t \geq 0, C_{t}$ is given as in Theorem 4.1.1 and $c_{0}^{t}$, $c_{1}^{t}$ are defined as in (4.3.2). Further if

$$
\begin{equation*}
\inf _{\substack{u \in \dot{\dot{s}}^{s}\left(\mathbb{R}^{N}\right) \\\|u\|_{L^{2}}^{2 * s}(t)\left(\mathbb{R}^{N},|x|-t\right)}}\left\{C_{t}\|u\|^{\frac{N-2 t+2 s}{2 s-t}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}}\right\}>0 \tag{4.3.3}
\end{equation*}
$$

then $c_{0}^{t}<c_{1}^{t}$.

Proof. Define

$$
\begin{equation*}
\tilde{J}_{t}(u):=\frac{1}{2}\|u\|_{\gamma}^{2}-\frac{\|K\|_{L^{\infty}}}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}} . \tag{4.3.4}
\end{equation*}
$$

Step I: In this step we prove that there exists $\beta_{t}>0$ such that

$$
\left.\frac{d}{d p} \tilde{J}_{t}(p u)\right|_{p=1} \geq \beta_{t} \text { for all } u \in \Sigma^{t}
$$

Indeed, using the definition of $\Sigma^{t}$ and the value of $C_{t}$, we have for $u \in \Sigma^{t}$

$$
\begin{align*}
\left.\frac{d}{d p} \tilde{J}_{t}(p u)\right|_{p=1} & =\|u\|_{\gamma}^{2}-\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}} \\
& =\left(1-\frac{1}{2_{s}^{*}(t)-1}\right)\|u\|_{\gamma}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}  \tag{4.3.5}\\
& =\frac{4 s-2 t}{N-2 t+2 s}\|u\|_{\gamma}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}} \\
& =C_{t} \frac{\|u\|_{\gamma}^{\frac{N+2 s-2 t}{2 s-t}}}{\|u\|_{L^{2} s(t)\left(\mathbb{R}^{N},|x|^{-t}\right)}^{2-t}}-{ }_{\left.\left(\dot{H}^{s}\right)^{\prime}\right)^{2-t}}\langle f, u\rangle_{\dot{H}^{s}} .
\end{align*}
$$

Furthermore, (4.3.3) implies that there exists $d>0$ such that

$$
\begin{equation*}
\inf _{\substack{u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \\\|u\|_{L^{2}}^{2 * s}(t)\left(\mathbb{R}^{N},|x|-t\right)}}\left\{C_{t}\|u\|^{\frac{N-2 t+2 s}{\gamma^{s-t}}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s} s}\right\} \geq d \tag{4.3.6}
\end{equation*}
$$

Observe that,

$$
\begin{aligned}
& (4.3 .6) \Longleftrightarrow C_{t} \frac{\|u\|_{\gamma}^{\frac{N+2 s-2 t}{2 s-t}}}{\|u\|_{L^{2 s-t}(t)\left(\mathbb{R}^{N},|x|^{-t}\right)}^{\frac{N-t}{2 s-t}}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}} \geq d, \int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x=1, \\
& \Longleftrightarrow \quad C_{t} \frac{\|u\|_{\gamma}^{\frac{N+2 s-2 t}{2 s-t}}}{\|u\|_{L^{2-t}(t)\left(\mathbb{R}^{N},|x|^{-t}\right)}^{\frac{N-t}{2 s-t}}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}} \geq d\|u\|_{L^{2 *}(t)\left(\mathbb{R}^{N},|x|^{-t}\right)}, \\
& u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\} .
\end{aligned}
$$

Hence, plugging back the above estimate into (4.3.5) and using Remark 4.3.2, we complete the proof of Step I.

Step II: Let $\left(u_{n}^{t}\right)_{n}$ be a minimizing sequence for $I_{K, t, f}^{\gamma}$ on $\Sigma^{t}$, that is,

$$
I_{K, t, f}^{\gamma}\left(u_{n}^{t}\right) \rightarrow c_{1}^{t} \quad \text { and } \quad\left\|u_{n}^{t}\right\|_{\gamma}^{2}=\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left(2_{s}^{*}(t)-1\right) \int_{\mathbb{R}^{N}} \frac{\left|u_{n}^{t}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x
$$

Therefore,

$$
\begin{aligned}
c_{1}^{t}+o(1)=I_{K, t, f}^{\gamma}\left(u_{n}\right) & \geq \tilde{J}_{t}\left(u_{n}^{t}\right) \\
& \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}(t)\left(2_{s}^{*}(t)-1\right)}\right)\left\|u_{n}^{t}\right\|_{\gamma}^{2}-\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\left\|u_{n}\right\|_{\gamma} .
\end{aligned}
$$
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 NONHOMOGENEOUS TERMSThis implies that $\left(\tilde{J}_{t}\left(u_{n}^{t}\right)\right)_{n}$ is bounded and $\left(\left\|u_{n}^{t}\right\|_{\gamma}\right)_{n},\left(\left\|u_{n}^{t}\right\|_{L^{2_{s}^{*}(t)}\left(\mathbb{R}^{N},|x|-t\right)}\right)_{n}$ are bounded.

Claim: $c_{0}^{t}<0$ for all $t \geq 0$.
To prove this claim, it is enough to show that there exists $v^{t} \in \Sigma_{1}^{t}$ such that $I_{K, t, f}^{\gamma}\left(v^{t}\right)<0$. Note that, thanks to Remark 4.3.3, we can choose $u^{t} \in \Sigma^{t}$ such that ${ }_{\left(\dot{H}^{s}\right)}\left\langle\left\langle f, u^{t}\right\rangle_{\dot{H}^{s}}>0\right.$.

Therefore,

$$
\left.I_{K, t, f}^{\gamma}\left(p u^{t}\right)=p^{2}\left[\frac{\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}}{2}-\frac{p^{2_{s}^{*}(t)-2}}{2_{s}^{*}(t)}\right] \int_{\mathbb{R}^{N}} \frac{\left|u^{t}\right|_{s s}^{*}(t)}{|x|^{t}} \mathrm{~d} x\right]
$$

for $p \ll 1$. Moreover, $p u^{t} \in \Sigma_{1}^{t}$ by Remark 4.3.3. Hence the claim follows.
Thanks to the above claim, $I_{K, t, f}^{\gamma}\left(u_{n}^{t}\right)<0$ for large $n$. Consequently,

$$
0>I_{K, t, f}^{\gamma}\left(u_{n}^{t}\right) \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}(t)\left(2_{s}^{*}(t)-1\right)}\right)\left\|u_{n}^{t}\right\|_{\gamma}^{2}-_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{n}^{t}\right\rangle_{\dot{H}^{s}}
$$

for large $n$. This in turn implies that ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{n}^{t}\right\rangle_{\dot{H}^{s}}>0$ for $n$ large enough. Hence, $\frac{d}{d p} \tilde{J}_{t}\left(p u_{n}^{t}\right)<0$ for $p>0$ small enough. Thus, by Step I there exists $p_{n}^{t} \in(0,1)$ such that $\frac{d}{d p} \tilde{J}_{t}\left(p_{n}^{t} u_{n}^{t}\right)=0$.

Moreover, it is easy to check that for all $u^{t} \in \Sigma^{t}$, the map $p \mapsto \frac{d}{d p} \tilde{J}_{t}\left(p u^{t}\right)$ is strictly increasing in $[0,1)$ and therefore, we can conclude that $p_{n}^{t}$ is unique.

Step III: In this step we show that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\{\tilde{J}_{t}\left(u_{n}^{t}\right)-\tilde{J}_{t}\left(p_{n}^{t} u_{n}^{t}\right)\right\}>0 \tag{4.3.7}
\end{equation*}
$$

We observe that $\tilde{J}_{t}\left(u_{n}^{t}\right)-\tilde{J}_{t}\left(p_{n}^{t} u_{n}^{t}\right)=\int_{p_{n}^{t}}^{1} \frac{d}{d p} \tilde{J}_{t}\left(p u_{n}\right) \mathrm{d} p$ and that for all $n \in \mathbb{N}$ there exists $\xi_{n}^{t}>0$ such that $p_{n}^{t} \in\left(0,1-2 \xi_{n}^{t}\right)$ and $\frac{d}{d p} \tilde{J}_{t}\left(p u_{n}^{t}\right) \geq \frac{\beta_{t}}{2}$ for $p \in\left[1-\xi_{n}^{t}, 1\right]$.

To establish (4.3.7), it is enough to show that $\xi_{n}^{t}>0$ can be chosen independently of $n \in \mathbb{N}$. This is possible, since $\left.\frac{d}{d p} \tilde{J}_{t}\left(p u_{n}^{t}\right)\right|_{p=1} \geq \beta_{t}$, and $\left(u_{n}^{t}\right)_{n}$
is bounded, so that for all $n$ and $p \in[0,1]$

$$
\begin{aligned}
\left|\frac{d^{2}}{d p^{2}} \tilde{J}_{t}\left(p u_{n}^{t}\right)\right| & =\left|\left\|u_{n}^{t}\right\|_{\gamma}^{2}-\left(2_{s}^{*}(t)-1\right)\|K\|_{L^{\infty}} p^{2_{s}^{*}(t)-2} \int_{\mathbb{R}^{N}} \frac{\left|u_{n}^{t}\right|^{2_{s}^{*}}(t)}{|x|^{t}} \mathrm{~d} x\right| \\
& =\left|\left(1-p^{2_{s}^{*}(t)-2}\right)\left\|u_{n}^{t}\right\|_{\gamma}^{2}\right| \leq C
\end{aligned}
$$

Step IV: From the definition of $I_{K, t, f}^{\gamma}$ and $\tilde{J}_{t}$, it immediately follows that $\frac{d}{d p} I_{K, t, f}^{\gamma}(p u) \geq \frac{d}{d p} \tilde{J}_{t}(p u)$ for all $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and for all $p>0$. Hence,

$$
\begin{aligned}
I_{K, t, f}^{\gamma}\left(u_{n}^{t}\right)-I_{K, t, f}^{\gamma}\left(p_{n}^{t} u_{n}^{t}\right)=\int_{p_{n}^{t}}^{1} \frac{d}{d p} I_{K, t, f}^{\gamma}\left(p u_{n}^{t}\right) \mathrm{d} p & \geq \int_{p_{n}^{t}}^{1} \frac{d}{d p} \tilde{J}_{t}\left(p u_{n}^{t}\right) \mathrm{d} p \\
& =\tilde{J}_{t}\left(u_{n}^{t}\right)-\tilde{J}_{t}\left(p_{n}^{t} u_{n}^{t}\right)
\end{aligned}
$$

Since $\left(u_{n}^{t}\right)_{n} \subset \Sigma^{t}$ is a minimizing sequence for $I_{K, t, f}^{\gamma}$ on $\Sigma^{t}$ and $p_{n}^{t} u_{n}^{t} \in \Sigma_{1}^{t}$, then by (4.3.7)

$$
c_{0}^{t}=\inf _{\Sigma_{1}^{t}} I_{K, t, f}^{\gamma}(u)<\inf _{\Sigma^{t}} I_{K, t, f}^{\gamma}(u)=c_{1}^{t} .
$$

Proposition 4.3.6. Assume that $t \geq 0$ and (4.3.3) holds. Then $I_{K, t, f}^{\gamma}$ has a critical point $u_{t} \in \Sigma_{1}^{t}$ with $I_{K, t, f}^{\gamma}\left(u_{t}\right)=c_{0}^{t}$. In particular, $u_{t}$ is a positive solution to $\left(E_{K, t, f}^{\gamma}\right)$.

Proof. We divide the proof in few steps.
Step 1: In this step we show that $c_{0}^{t}>-\infty$.
From the definition of $\tilde{J}_{t}$ in (4.3.4), we have $I_{K, t, f}^{\gamma}(u)>\tilde{J}_{t}(u)$. Therefore, in order to prove Step 1, it is enough to show that $\tilde{J}_{t}$ is bounded from below. From the definition of $\Sigma_{1}^{t}$,

$$
\begin{equation*}
\tilde{J}_{t}(u) \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}(t)\left(2_{s}^{*}(t)-1\right)}\right)\|u\|_{\gamma}^{2}-\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\|u\|_{\gamma} \quad \text { for all } u \in \Sigma_{1}^{t} \tag{4.3.8}
\end{equation*}
$$

As the RHS is a quadratic function in $\|u\|_{\gamma}$, then $\tilde{J}_{t}$ is bounded from below and thus so is $I_{K, t, f}^{\gamma}$.

Step 2: In this step we show that there exists a bounded nonnegative ( $P S$ ) sequence $\left(u_{n}^{t}\right)_{n} \subset \Sigma_{1}^{t}$ for $I_{K, t, f}^{\gamma}$ at the level $c_{0}^{t}$. Let $\left(u_{n}^{t}\right)_{n} \subset \bar{\Sigma}_{1}^{t}$ such that
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 NONHOMOGENEOUS TERMS$I_{K, t, f}^{\gamma}\left(u_{n}^{t}\right) \rightarrow c_{0}^{t}$. Since Lemma 4.3.5 implies $c_{0}^{t}<c_{1}^{t}$, without any restriction we can assume that $\left(u_{n}\right)_{n} \subset \Sigma_{1}^{t}$. Further, using Ekeland's variational principle, $\left(u_{n}^{t}\right)_{n}$ admits a $(P S)$ subsequence, still called $\left(u_{n}^{t}\right)_{n}$, in $\Sigma_{1}^{t}$ for $I_{K, t, f}^{\gamma}$ at the level $c_{0}^{t}$. Moreover, as $I_{K, t, f}^{\gamma}(u) \geq \tilde{J}_{t}(u)$, from (4.3.8) it follows that $\left(u_{n}^{t}\right)_{n}$ is a bounded sequence in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Therefore, up to a subsequence, $u_{n}^{t} \rightharpoonup u_{t}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $u_{n}^{t} \rightarrow u_{t}$ a.e. in $\mathbb{R}^{N}$. In particular, $\left(u_{n}^{t}\right)_{+} \rightarrow\left(u_{t}\right)_{+}$ and $\left(u_{n}^{t}\right)_{-} \rightarrow\left(u_{t}\right)_{-}$a.e. in $\mathbb{R}^{N}$. Moreover, the fact that $f$ is a nonnegative functional gives as $n \rightarrow \infty$

$$
\begin{aligned}
o(1) & ={ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\left(I_{K, t, f}^{\gamma}\right)^{\prime}\left(u_{n}^{t}\right),\left(u_{n}^{t}\right)_{-}\right\rangle_{\dot{H}^{s}} \\
& =\left\langle u_{n}^{t},\left(u_{n}^{t}\right)_{-}\right\rangle_{\gamma}-\int_{\mathbb{R}^{N}} \frac{K(x)\left(u_{n}^{t}\right)_{+}^{2 *}(t)-1}{|x|^{t}\left(u_{n}^{t}\right)_{-}} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f,\left(u_{n}^{t}\right)_{-}\right\rangle_{\dot{H}^{s}} \\
& \leq-\left\|\left(u_{n}^{t}\right)_{-}\right\|_{\gamma}^{2}-\iint_{\mathbb{R}^{2 N}} \frac{\left(u_{n}^{t}\right)_{-}(x)\left(u_{n}^{t}\right)_{+}(y)+\left(u_{n}^{t}\right)_{+}(x)\left(u_{n}^{t}\right)_{-}(y)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \leq-\left\|\left(u_{n}^{t}\right)_{-}\right\|_{\gamma}^{2} .
\end{aligned}
$$

This implies that $\left(u_{n}\right)_{-} \rightarrow 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and so $\left(u_{n}\right)_{-} \rightarrow 0$ in a.e. in $\mathbb{R}^{N}$, which in turn yields that $\left(u_{0}\right)_{-} \equiv 0$, that is, $u_{0} \geq 0$ a.e. in $\mathbb{R}^{N}$. Consequently, without loss of generality, we can assume $\left(u_{n}^{t}\right)_{n}$ is a nonnegative $(P S)$ sequence. This completes the proof of Step 2.

Step 3: In this step we show that $u_{n}^{t} \rightarrow u_{t}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$.
Applying Theorem 4.2.1, we get as $n \rightarrow \infty$

$$
\begin{equation*}
u_{n}^{t}=u_{t}+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, t}^{k}\right)^{R_{n}^{k}, 0}+o(1), \quad \text { if } t=0 \tag{4.3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{n}^{t}=u_{t}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, t}^{k}\right)^{R_{n}^{k}, 0}+o(1), \quad \text { if } t>0 \tag{4.3.10}
\end{equation*}
$$

where $\left(I_{K, t, f}^{\gamma}\right)^{\prime}\left(u_{t}\right)=0, W$ is the unique positive solution of $\left(E_{1,0,0}^{0}\right)$, where $W_{\gamma, t}^{k}, k=1,2, \cdots n_{2}$ are positive ground state solutions of $\left(E_{1, t, 0}^{\gamma}\right)\left(\left\{u_{n}^{t}\right\}\right.$ is a (PS) sequence for $I_{K, t, f}^{\gamma}$ implies $W_{\gamma, t}^{k}$ is a solution of (4.3.1), with $f \equiv 0$, and therefore by Remark (4.3.1), $W_{\gamma, t}^{k}$ is a nonnegative solution of $\left(E_{1, t, 0}^{\gamma}\right)$ ).

Moreover, $\left(y_{n}^{j}\right)_{n},\left(r_{n}^{j}\right)_{n}$ and $\left(R_{n}^{k}\right)_{n}$ are some appropriate sequences with $R_{n}^{k} \rightarrow$ 0 for each $k=1, \cdots n_{2}, r_{n}^{j} \rightarrow 0, \frac{r_{n}^{j}}{y_{n}^{j}} \rightarrow 0$ and either $y_{n}^{j} \rightarrow y^{j}$ or $\left|y_{n}^{j}\right| \rightarrow \infty$ and for all $j=1, \cdots n_{1}$, are appropriate sequences. To prove Step 3 , we need to show that $n_{1}=0=n_{2}$. We prove this by the method of contradiction.

Suppose $t=0$. The case $t>0$ is comparatively easier and the proof of that case will easily follow from arguments that we present in the case of $t=0$. Also for $t>0$, one can argue as in [24, Proposition 3.1].

Thus, let us assume that $t=0$ and $u_{n}^{t} \nrightarrow u_{t}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. For simplicity of notations, we denote $u_{n}^{0}$ by $u_{n}$.

Then either $n_{1} \neq 0$ or $n_{2} \neq 0$ or both $n_{1}, n_{2} \neq 0$ in (5.5.9). Here we prove the last case that is when $n_{1}$ and $n_{2}$ both are non zero. If one of them is zero, that case is again comparatively easier and argument in that case will follow from this case. First we observe that

$$
\begin{aligned}
& \psi_{0}\left(K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right) \\
& =K\left(y^{j}\right)^{-\frac{N-2 s}{2 s}}\|W\|_{\gamma}^{2}-\left(2_{s}^{*}-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} K\left(y^{j}\right)^{-\frac{N}{2 s}}\|W\|_{L^{2 s}\left(\mathbb{R}^{N}\right)}^{2^{*}} \\
& =K\left(y^{j}\right)^{-\frac{N}{2 s}}\left(K\left(y^{j}\right)-\left(2_{s}^{*}-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)\|W\|_{L^{2 *}\left(\mathbb{R}^{N}\right)}^{2_{s}^{*}} \\
& \quad-\gamma K\left(y^{j}\right)^{-\frac{N-2 s}{2 s}} \int_{\mathbb{R}^{N}} \frac{|W|^{2}}{|x|^{2 s}} \mathrm{~d} x<0 .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\psi_{0}\left(\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right)=\psi_{0}\left(W_{\gamma, 0}^{k}\right) & =\left\|W_{\gamma, 0}^{k}\right\|_{\gamma}^{2}-\left(2_{s}^{*}-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left\|W_{\gamma, 0}^{k}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2_{s}^{*}} \\
& =\left(1-\left(2_{s}^{*}-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)\left\|W_{\gamma, 0}^{k}\right\|_{\gamma}^{2}<0 .
\end{aligned}
$$

Theorem 4.2.1 gives
$o(1)+c_{0}^{0}=I_{K, 0, f}^{\gamma}\left(u_{n}\right) \rightarrow I_{K, 0, f}^{\gamma}\left(u_{0}\right)+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{2 s}} I_{1,0,0}^{0}(W)+\sum_{k=1}^{n_{2}} I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}^{k}\right)$.
As $K>0, I_{1,0,0}^{0}(W)=\frac{s}{N}\|W\|_{H^{s}}^{2}>0$ and $I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right)=\frac{s}{N}\left\|W_{\gamma, 0}\right\|_{\gamma}^{2}>0$, from the above expression we obtain $I_{K, 0, f}^{\gamma}\left(u_{0}\right)<c_{0}^{0}$. This in turn yields $u_{0} \notin \Sigma_{1}^{0}$
and

$$
\begin{equation*}
\psi_{0}\left(u_{0}\right) \leq 0 \tag{4.3.11}
\end{equation*}
$$

Next, we evaluate $\psi_{0}\left(u_{0}+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right)$. Since $u_{n} \in \Sigma_{1}^{0}$, we have $\psi_{0}\left(u_{n}\right) \geq 0$. Therefore, the uniform continuity of $\psi_{0}$ and (5.5.9) imply

$$
\begin{equation*}
0 \leq \liminf _{n \rightarrow \infty} \psi_{0}\left(u_{n}\right)=\liminf _{n \rightarrow \infty} \psi_{0}\left(u_{0}+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right) \tag{4.3.12}
\end{equation*}
$$

Since $u_{0}, W, W_{\gamma, 0}^{k} \geq 0$ for all $k=1, \cdots, n_{1}$,

$$
\begin{align*}
& \psi_{0}\left(u_{0}+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right) \\
& \leq\left\|u_{0}\right\|_{\gamma}^{2}+\sum_{k=1}^{n_{2}}\left\|W_{\gamma, 0}^{k}\right\|_{\gamma}^{2}+\sum_{j=1}^{n_{1}}\left\|K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\|_{\gamma}^{2}+2\left\langle u_{0}, \sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right\rangle_{\gamma} \\
&+2\left\langle u_{0}, \sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma}+2\left\langle\sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}, \sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma} \\
& \quad+\sum_{i, k=1, i \neq k}^{n_{2}}\left\langle\left(W_{\gamma, 0}^{i}\right)^{R_{n}^{i}, 0},\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right\rangle_{\gamma} \\
& \quad+\sum_{l, j=1, l \neq j}^{n_{1}}\left\langle K\left(y^{l}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{l}, y_{n}^{l}}, K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma} \\
& \quad-\left(2_{s}^{*}-1\right)\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left(\left\|u_{0}\right\|_{2_{s}^{*}}^{2_{s}^{*}}+\sum_{j=1}^{n_{1}}\left\|K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(W^{r_{n}^{j}, y_{n}^{j}}\right)\right\|_{2_{s}^{s}}^{2_{s}^{*}}+\sum_{k=1}^{n_{2}}\left\|W_{\gamma, 0}^{k}\right\|_{2_{s}^{*}}^{2_{s}^{*}}\right) \\
& \leq \psi_{0}\left(u_{0}\right)+\sum_{k=1}^{n_{2}} \psi_{0}\left(W_{\gamma, 0}^{k}\right)+\sum_{j=1}^{n_{1}} \psi_{0}\left(K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right)+\text { the above inner products. } \tag{4.3.13}
\end{align*}
$$

We now prove that all the five inner products in the RHS of (4.3.13) approaches 0 as $n \rightarrow \infty$. As $r_{n}^{j} \rightarrow 0$ and $\frac{\left|y_{n}^{j}\right|}{\left|r_{n}^{j}\right|} \rightarrow \infty$, it follows that $W^{r_{n}^{j}, y_{n}^{j}} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ (see [94, Lemma 3]) and $W^{r_{n}^{j}, y_{n}^{j}} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$. Choosing $R>0$
large enough as $n \rightarrow \infty$

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{u_{0} W^{r_{n}^{j}, y_{n}^{j}}}{|x|^{2 s}} \mathrm{~d} x & \leq \int_{B_{R}} \frac{u_{0} W^{r_{n}^{j}, y_{n}^{j}}}{|x|^{2 s}} \mathrm{~d} x+\int_{|x|>R} \frac{u_{0} W^{r_{n}^{j}, y_{n}^{j}}}{|x|^{2 s}} \mathrm{~d} x \\
& \leq \int_{B_{R}} \frac{u_{0} W^{r_{n}^{j}, y_{n}^{j}}}{|x|^{2 s}} \mathrm{~d} x+\left(\int_{|x|>R} \frac{\left|u_{0}\right|^{2}}{|x|^{2 s}} \mathrm{~d} x\right)^{\frac{1}{2}}\left(\int_{|x|>R} \frac{|W|^{2}}{\left\lvert\, x+\frac{y_{n}^{j}}{r_{n}^{j}}{ }^{2 s}\right.} \mathrm{~d} x\right)^{\frac{1}{2}} \\
& =o(1)
\end{aligned}
$$

where in the 1st integral we have passed the limit using Vitali's convergence theorem via the Hölder inequality, while in the 2nd integral simply using the Hardy inequality. Therefore, as $n \rightarrow \infty$

$$
\begin{align*}
\left\langle u_{0}, K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma} & =K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left[\left\langle u_{0}, W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\dot{H}^{s}}-\gamma \int_{\mathbb{R}^{N}} \frac{u_{0} W^{r_{n}^{j}, y_{n}^{j}}}{|x|^{2 s}} \mathrm{~d} x\right] \\
& =o(1) . \tag{4.3.14}
\end{align*}
$$

Since $R_{n}^{k} \rightarrow 0$ as $n \rightarrow \infty$, similarly we also have

$$
\begin{equation*}
\left\langle u_{0}, \sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right\rangle_{\gamma}=o(1) \tag{4.3.15}
\end{equation*}
$$

Now,

$$
\begin{aligned}
& \left\langle K\left(y^{l}\right)^{-\frac{N-2 s}{4 s}}\left(W^{r_{n}^{l}, y_{n}^{l}}\right), K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(W^{r_{n}^{j}, y_{n}^{j}}\right)\right\rangle_{\gamma} \\
& =K\left(y^{l}\right)^{-\frac{N-2 s}{4 s}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(r_{n}^{l}\right)^{-\frac{N-2 s}{2 s}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2}} \\
& \quad \times\left[\iint_{\mathbb{R}^{2 N}} \frac{\left(W\left(\frac{x-y_{n}^{l}}{r_{n}^{l}}\right)-W\left(\frac{y-y_{n}^{l}}{r_{n}^{l}}\right)\right)\left(W\left(\frac{x-y_{n}^{j}}{r_{n}^{j}}\right)-W\left(\frac{y-y_{n}^{j}}{r_{n}^{j}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right. \\
& \left.\quad-\gamma \int_{\mathbb{R}^{N}} \frac{W\left(\frac{x-y_{n}^{l}}{r_{n}^{l}}\right) W\left(\frac{x-y_{n}^{j}}{r_{n}^{j}}\right)}{|x|^{2 s}} \mathrm{~d} x\right] \\
& =K\left(y^{l}\right)^{-\frac{N-2 s}{4 s}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(r_{n}^{l}\right)^{\frac{N-2 s}{2}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2}} \\
& \quad \times\left[\iint_{\mathbb{R}^{2 N}} \frac{(W(x)-W(y))\left(W\left(\frac{r_{n}^{l} x+y_{n}^{l}-y_{n}^{j}}{r_{n}^{n}}\right)-W\left(\frac{r_{n}^{l} y+y_{n}^{l}-y_{n}^{j}}{r_{n}^{n}}\right)\right)}{\mid x-y y^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right. \\
& \left.=K \int_{\mathbb{R}^{N}} \frac{W(x) W\left(\frac{r_{n}^{l} y+y_{n}^{l}-y_{n}^{j}}{r_{n}}\right)}{\left|x+\frac{y_{n}^{l}}{r_{n}^{l}}\right|^{2 s}} \mathrm{~d} x\right] \\
& =K\left(y^{l}\right)^{-\frac{N-2 s}{4 s}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left[\left\langle W, W_{n}\right\rangle_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}-\gamma \int_{\mathbb{R}^{N}} \frac{W W_{n}}{\left|x+\frac{y_{n}^{l}}{r_{n}^{n}}\right|^{2 s}} \mathrm{~d} x\right],
\end{aligned}
$$
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where $W_{n}:=\left(\frac{r_{n}^{l}}{r_{n}^{l}}\right)^{\frac{N-2 s}{2}} W\left(\frac{r_{n}^{l}}{r_{n}^{l}} x+\frac{y_{n}^{l}-y_{n}^{j}}{r_{n}^{j}}\right)$. Theorem 4.2.1 (vi) yields

$$
\left|\log \left(\frac{r_{n}^{l}}{r_{n}^{j}}\right)\right|+\left|\frac{y_{n}^{l}-y_{n}^{j}}{r_{n}^{j}}\right| \longrightarrow \infty
$$

Thus $W_{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ (see [94, Lemma 3]). Hence, as $n \rightarrow \infty$

$$
\begin{equation*}
\left\langle K\left(y^{l}\right)^{-\frac{N-2 s}{4 s}}\left(W^{r_{n}^{l}, y_{n}^{l}}\right), K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(W^{r_{n}^{j}, y_{n}^{j}}\right)\right\rangle_{\gamma}=o(1) . \tag{4.3.16}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\langle\left(W_{\gamma, 0}^{i}\right)^{R_{n}^{i}, 0},\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right\rangle_{\gamma}=o(1) \tag{4.3.17}
\end{equation*}
$$

as $\left|\log \frac{R_{n}^{j}}{R_{n}^{k}}\right| \rightarrow \infty$.
Finally, we estimate $\left\langle\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}, K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma}$. First we note that $\left|\log \frac{R_{n}^{j}}{R_{n}^{k}}\right| \rightarrow \infty$ implies that either $\frac{R_{n}^{j}}{R_{n}^{k}} \rightarrow 0$ or $\frac{R_{n}^{j}}{R_{n}^{k}} \rightarrow \infty$. Suppose $\frac{R_{n}^{j}}{R_{n}^{k}} \rightarrow 0$. Then

$$
\begin{aligned}
&\left\langle\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}, K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma} \\
&= K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left(R_{n}^{k}\right)^{\frac{N-2 s}{2}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2}} . \\
& \times {\left[\iint_{\mathbb{R}^{2 N}} \frac{\left(W_{\gamma, 0}^{k}(x)-W_{\gamma, 0}^{k}(y)\right)\left(W\left(\frac{R_{n}^{k} x-y_{n}^{j}}{r_{n}^{j}}\right)-W\left(\frac{R_{n}^{k} y-y_{n}^{j}}{r_{n}^{j}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y\right.} \\
&= K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left[\left\langle W_{\gamma, 0}^{k}, W^{n}\right\rangle_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}-\gamma \int_{\mathbb{R}^{N}} \frac{W_{\gamma, 0}^{k}(x) W\left(\frac{R_{n}^{k} x-y_{n}^{j}}{r_{n}^{j}}\right)}{|x|^{2 s}} \mathrm{~d} x\right] \\
&|x|^{2 s} \\
&\mathrm{~d} x]
\end{aligned}
$$

where $W^{n}:=\left(\frac{r_{n}^{j}}{R_{n}^{k}}\right)^{-\frac{N-2 s}{2}} W\left(\frac{x-\frac{y_{n}^{j}}{R_{n}^{n}}}{r_{n}^{j} / R_{n}^{k}}\right)$. The proof of Theorem 4.2.1 gives $\frac{r_{n}^{j}}{R_{n}^{k}}=\frac{s_{n}^{j} R_{n}^{j}}{R_{n}^{k}}$ for any $j$ and $k$. As $s_{n}^{j} \rightarrow 0$ and $\frac{R_{n}^{j}}{R_{n}^{k}} \rightarrow 0$, we have $\frac{r_{n}^{j}}{R_{n}^{k}} \rightarrow 0$. Moreover, $\frac{\left|y_{n}^{j}\right|}{r_{n}^{j}} \rightarrow \infty$ implies that $\frac{\left|y_{n}^{j} / R_{n}^{k}\right|}{r_{n}^{j} / R_{n}^{k}} \rightarrow \infty$. Thus $\left|\log \frac{r_{n}^{j}}{R_{n}^{k}}\right|+\left|y_{n}^{j} / R_{n}^{k}\right| \rightarrow \infty$. Consequently by [94, Lemma 3], $W^{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Hence, an argument similar to (4.3.14) yields

$$
\begin{equation*}
\left\langle\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}, K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\gamma}=o(1) \tag{4.3.18}
\end{equation*}
$$

On the other hand, if $\frac{R_{n}^{j}}{R_{n}^{k}} \rightarrow \infty$ then $\frac{R_{n}^{k}}{R_{n}^{j}} \rightarrow 0$. Then similarly, we also show that

$$
\left\langle\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}, K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}\right\rangle_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}}\left\langle W_{\gamma}^{n}, W\right\rangle,
$$

where $W_{\gamma}^{n}(x)=\left(\frac{R_{n}^{k}}{R_{n}^{j}}\right)^{-\frac{N-2 s}{2 s}} W_{\gamma, 0}^{k}\left(\frac{x-\frac{y_{n}^{j}}{r_{n}^{n}}}{R_{n}^{k} r_{n}^{j}}\right)$. Since $\frac{R_{n}^{k}}{R_{n}^{j}} \rightarrow 0$ and $\frac{\left|y_{n}^{j}\right|}{r_{n}^{\eta}} \rightarrow \infty$, again applying [94, Lemma 3], we get $W_{\gamma}^{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Hence, in any case (4.3.18) holds.

Combining (4.3.14)-(4.3.18) along with (4.3.13), we have

$$
\psi_{0}\left(u_{0}+\sum_{j=1}^{n_{1}} K\left(y^{j}\right)^{-\frac{N-2 s}{4 s}} W^{r_{n}^{j}, y_{n}^{j}}+\sum_{k=1}^{n_{2}}\left(W_{\gamma, 0}^{k}\right)^{R_{n}^{k}, 0}\right)<0 .
$$

This contradicts (4.3.12). Therefore, $n_{1}=0$ and $n_{2}=0$ in (5.5.9). Hence, $u_{n} \rightarrow u_{0}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Consequently, $\psi_{0}\left(u_{n}\right) \rightarrow \psi_{0}\left(u_{0}\right)$, which in turn implies that $u_{0} \in \bar{\Sigma}_{1}^{t}$. But, since $c_{0}^{0}<c_{1}^{0}$, we conclude $u_{0} \in \Sigma_{1}^{t}$. Hence Step 3 follows.

Proposition 4.3.7. Assume that $t \geq 0$ and (4.3.3) holds. Then $I_{K, t, f}^{\gamma}$ has a second critical point $v_{t} \neq u_{t}$. In particular, $v_{t}$ solves $\left(E_{K, t, f}^{\gamma}\right)$.

Proof. Let $t \geq 0$ and let $u_{t}$ be the critical point of $I_{K, t, f}^{\gamma}$ obtained in Proposition 4.3.6. Let $W_{\gamma, t}$ be a positive radial ground state solution of $\left(E_{1, t, 0}^{\gamma}\right)$. Set $w_{\gamma, t}^{\tau}(x):=W_{\gamma, t}\left(\frac{x}{\tau}\right)$. Let $\bar{x}_{0} \in \mathbb{R}^{N}$ be such that $K\left(\bar{x}_{0}\right)=\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}$.

Claim 1: $u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau} \in \Sigma_{2}^{t}$ for $\tau>0$ large enough.
Indeed, as $\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \geq 1,0 \leq t<2 s$ and $u_{t}, w_{\gamma, t}^{\tau}>0$, using Cauchy's
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inequality, with $\varepsilon>0$, we have

$$
\begin{aligned}
& \psi_{t}\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right) \\
&=\left\|u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right\|_{\gamma}^{2} \\
&-\left(2_{s}^{*}(t)-1\right) K\left(\bar{x}_{0}\right) \int_{\mathbb{R}^{N}} \frac{\left|u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
& \leq\left\|u_{t}\right\|_{\gamma}^{2}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{2 s}}\left\|w_{\gamma, t}^{\tau}\right\|_{\gamma}^{2}+2 K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}}\left\langle u_{t}, w_{\gamma, t}^{\tau}\right\rangle_{\gamma} \\
&-\left(2_{s}^{*}(t)-1\right)\left\{\int_{\mathbb{R}^{N}} \frac{\left|u_{t}\right|^{2_{s}^{( }(t)}}{|x|^{t}} \mathrm{~d} x+K\left(\bar{x}_{0}\right)^{-\frac{N-t}{2 s}} \int_{\mathbb{R}^{N}} \frac{\left|w_{\gamma, t}^{\tau}\right|^{\left.2\right|_{s} ^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right\} \\
& \leq\left\|u_{t}\right\|_{\gamma}^{2}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{2 s}}\left\|w_{\gamma, t}^{\tau}\right\|_{\gamma}^{2}+2 K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}}\left(\frac{\varepsilon}{2}\left\|w_{\gamma, t}^{\tau}\right\|_{\gamma}^{2}+\frac{1}{2 \varepsilon}\left\|u_{t}\right\|_{\gamma}^{2}\right) \\
&-\left(2_{s}^{*}(t)-1\right)\left\{\int_{\mathbb{R}^{N}} \frac{\left|u_{t}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x+K\left(\bar{x}_{0}\right)^{-\frac{N-t}{2 s}} \tau^{N-t} \int_{\mathbb{R}^{N}} \frac{\left|W_{\gamma, t}\right|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right\} \\
& \quad=\left(1+\frac{1}{\varepsilon}\right)\left\|u_{t}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}-\left(2_{s}^{*}(t)-1\right)\left\|u_{t}\right\|_{L_{s}^{2 *}(t)}^{2_{s}^{*}\left(\mathbb{R}^{N},|x|-t\right)} \\
& \quad+\left\|W_{\gamma, t}\right\|_{\gamma}^{2}\left[(1+\varepsilon) \tau^{N-2 s}-\left(2_{s}^{*}(t)-1\right) K\left(\bar{x}_{0}\right)^{-\frac{N-t}{2 s}} \tau^{N-t}\right] \\
& \quad<0 \quad \text { for } \tau>0 \text { large enough. }
\end{aligned}
$$

Therefore, $u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau} \in \Sigma_{2}^{t}$ for $\tau>0$ large enough. Hence, Claim 1 follows.
Claim 2: $I_{K, t, f}^{\gamma}\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)<I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)$ for all $\tau>0$.
Indeed, as $u_{t}, w_{\gamma, t}^{\tau}>0$ taking $K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}$ as the test function in $\left(E_{K, t, f}^{\gamma}\right)$, we get

$$
\begin{array}{r}
\left\langle u_{t}, K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right\rangle_{\gamma}=K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} \int_{\mathbb{R}^{N}} K(x) \frac{u_{t}^{2_{s}^{*}(t)-1} w_{\gamma, t}^{\tau}}{|x|^{t}} \mathrm{~d} x \\
+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right\rangle_{\dot{H}^{s}} . \tag{4.3.19}
\end{array}
$$

Therefore, using the above equality together with the fact that $K \geq 1$ yields

$$
\begin{aligned}
& I_{K, t, f}^{\gamma}\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right) \\
& =\frac{1}{2}\left\|u_{t}\right\|_{\gamma}^{2}+\frac{1}{2} K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{2 s}}\left\|w_{\gamma, t}^{\tau}\right\|_{\gamma}^{2}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}}\left\langle u_{t}, w_{\gamma, t}^{\tau}\right\rangle_{\gamma} \\
& -\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{t}\right\rangle_{\dot{H}^{s}} \\
& -K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}}{ }_{\left(\dot{H}^{s}\right)^{s}}\left\langle\left\langle, w_{\gamma, t}^{\tau}\right\rangle_{\dot{H}^{s}}\right. \\
& =I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}}\left\langle u_{t}, w_{\gamma, t}^{\tau}\right\rangle_{\gamma} \\
& +\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{u_{t}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x+\frac{K\left(\bar{x}_{0}\right)^{-\frac{N-t}{2 s}}}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} \frac{\left(w_{\gamma, t}^{\tau}\right)^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
& -\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x-K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}}\left(\dot{H}^{s}\right)^{\prime}\left\langle f, w_{\gamma, t}^{\tau}\right\rangle_{\dot{H}^{s}} \\
& \leq I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right) \\
& +K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} \int_{\mathbb{R}^{N}} K(x) \frac{u_{t}^{2_{s}^{*}(t)-1} w_{\gamma, t}^{\tau}}{|x|^{t}} \mathrm{~d} x+\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{u_{t}^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
& +\frac{K\left(\bar{x}_{0}\right)^{-\frac{N-t}{2 s}}}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} \frac{\left(w_{\gamma, t}^{\tau}\right)^{2 *}(t)}{|x|^{t}} \mathrm{~d} x-\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x) \frac{\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x \\
& \leq I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right) \\
& +\frac{1}{2_{s}^{*}(t)} \int_{\mathbb{R}^{N}} K(x)\left[2_{s}^{*}(t) K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} \frac{u_{t}^{2_{s}^{*}(t)-1} w_{\gamma, t}^{\tau}}{|x|^{t}}\right. \\
& \left.+\frac{u_{t}^{2_{s}^{*}(t)}}{|x|^{t}}+K\left(\bar{x}_{0}\right)^{-\frac{N-t}{2 s}} \frac{\left(w_{\gamma, t}^{\tau}\right)^{2_{s}^{*}(t)}}{|x|^{t}}-\frac{\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)^{2_{s}^{*}(t)}}{|x|^{t}}\right] \mathrm{d} x \\
& <I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right) .
\end{aligned}
$$

Hence the claim follows. As

$$
\left.\left\|w_{\gamma, t}^{\tau}\right\|_{\gamma}^{2}=\tau^{N-2 s}\left\|W_{\gamma, t}\right\|_{\gamma}^{2}, \quad\left\|w_{\gamma, t}^{\tau}\right\|_{L_{s}^{2 *}(t)}^{2_{s}^{*}(t)} \mathbb{R}^{N},|x|^{-t}\right)=\tau^{N}\left\|W_{\gamma, t}\right\|_{\gamma}^{2},
$$
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 NONHOMOGENEOUS TERMSand $0 \leq t<2 s<N$, it is easy to see using the definition of $I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)$ that

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)=-\infty \tag{4.3.20}
\end{equation*}
$$

Consequently, a straight forward computation yields that
$\sup _{\tau>0} I_{1, t, 0}^{\gamma}\left(K\left(x_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)=I_{1, t, 0}^{\gamma}\left(K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau_{\max }}\right), \quad$ where $\tau_{\max }=K\left(\bar{x}_{0}\right)^{\frac{1}{2 s}}$.
Therefore, substituting the value of $\tau_{\max }$ in the definition of $I_{1, t, 0}^{\gamma}$, it is not difficult to check that

$$
\sup _{\tau>0} I_{1, t, 0}^{\gamma}\left(K\left(x_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)=I_{1, t, 0}^{\gamma}\left(W_{\gamma, t}\right) .
$$

Combining the above relation with Claim 2 and (5.5.3), we obtain

$$
\begin{align*}
& I_{K, t, f}^{\gamma}\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)<I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(W_{\gamma, t}\right) \quad \text { for all } \tau>0,  \tag{4.3.21}\\
& I_{K, t, f}^{\gamma}\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau}\right)<I_{K, t, f}^{\gamma}\left(u_{t}\right) \quad \text { for } \tau \text { large enough. } \tag{4.3.22}
\end{align*}
$$

Now, fix $\tau_{0}>0$ large enough such that Claim 1 and (4.3.22) are satisfied. Set

$$
\kappa_{t}:=\inf _{\theta \in \Theta_{t}} \max _{r \in[0,1]} I_{K, t, f}^{\gamma}(\theta(r)),
$$

where

$$
\Theta_{t}:=\left\{\theta \in C\left([0,1], \dot{H}^{s}\left(\mathbb{R}^{N}\right)\right): \theta(0)=u_{t}, \quad \theta(1)=u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau_{0}}\right\} .
$$

As $u_{t} \in \Sigma_{1}^{t}, u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{\tau_{0}} \in \Sigma_{2}^{t}$ for every $\theta \in \Theta_{t}$, there exists $r_{\theta} \in(0,1)$ such that $\theta\left(r_{\theta}\right) \in \Sigma^{t}$. Thus

$$
\max _{r \in[0,1]} I_{K, t, f}^{\gamma}(\theta(r)) \geq I_{K, t, f}^{\gamma}\left(\theta\left(r_{\theta}\right)\right) \geq \inf _{u \in \Sigma^{t}} I_{K, t, f}^{\gamma}(u)=c_{1}^{t} .
$$

Hence,

$$
\kappa_{t} \geq c_{1}^{t}>c_{0}^{t}=I_{K, t, f}^{\gamma}\left(u_{t}\right) .
$$

Here in the last inequality we have used Lemma 4.3.5.
Claim 3: $\kappa_{t}<I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(W_{\gamma, t}\right)$.
Note that $\lim _{\tau \rightarrow 0}\left\|w_{\gamma, t}^{\tau}\right\|_{\gamma}=0$, thus if we define $\bar{\theta}(r):=u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{r \tau_{0}}$, then $\bar{\theta} \in \Theta_{t}$ and $\lim _{r \rightarrow 0}\left\|\bar{\theta}(r)-u_{t}\right\|_{\gamma}=0$. Therefore by (4.3.21),

$$
\begin{aligned}
\kappa_{t} \leq \max _{r \in[0,1]} I_{K, t, f}^{\gamma}(\bar{\theta}(r)) & =\max _{r \in[0,1]} I_{K, t, f}^{\gamma}\left(u_{t}+K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{4 s}} w_{\gamma, t}^{r \tau_{0}}\right) \\
& <I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(W_{\gamma, t}\right),
\end{aligned}
$$

that is,

$$
\begin{equation*}
I_{K, t, f}^{\gamma}\left(u_{t}\right)<\kappa_{t}<I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(W_{\gamma, t}\right) \quad \text { for all } t \geq 0 \tag{4.3.23}
\end{equation*}
$$

Using Ekeland's variational principle, there exists a $(P S)$ sequence $\left(v_{n}^{t}\right)_{n}$ of $I_{K, t, f}^{\gamma}$ at level $\kappa_{t}$ for all $t \geq 0$. Since any $(P S)$ for $I_{K, t, f}^{\gamma}$ is bounded and $\kappa_{t}<I_{K, t, f}^{\gamma}\left(u_{t}\right)+I_{1, t, 0}^{\gamma}\left(W_{\gamma, t}\right)$, using Theorem 4.2.1, in the case of $t>0$, there exists $v_{t} \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that $v_{n}^{t} \rightarrow v_{t}$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$, with $I_{K, t, f}^{\gamma}\left(v_{t}\right)=\kappa_{t}$ and $\left(I_{K, t, f}^{\gamma}\right)^{\prime}\left(v_{t}\right)=0$. Moreover, $I_{K, t, f}^{\gamma}\left(u_{t}\right)<\kappa_{t}$ implies that $u_{t} \neq v_{t}$. Hence we have proved the proposition for $t>0$.

Next let us assume that $t=0$ so that we are in case (ii) of Theorem 4.1.1 and so

$$
\begin{equation*}
K\left(\bar{x}_{0}\right)=\|K\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}<\left(\frac{S}{S_{\gamma, 0, s}}\right)^{\frac{N}{N-2 s}} \tag{4.3.24}
\end{equation*}
$$

holds by assumption. Let $W$ denote the unique positive solution of ( $E_{1,0,0}^{0}$ ). As $W_{\gamma, 0}$ is a minimum energy positive solution (ground state solution) of ( $E_{1, t, 0}^{\gamma}$ ), with $t=0$, it follows that

$$
I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right) \leq I_{1,0,0}^{\gamma}(W)<I_{1,0,0}^{0}(W),
$$

where the last inequality is due to the fact that $W>0$ and so $\int_{\mathbb{R}^{N}} \frac{|W|^{2}}{|x|^{2 s}} \mathrm{~d} x>0$. Since $S$ and $S_{\gamma, 0, s}$ are achieved by $W$ and $W_{\gamma, 0}$ respectively, it is easy to see that $\|W\|_{H^{s}\left(\mathbb{R}^{N}\right)}^{2}=S^{\frac{N}{2 s}}$ and $\left\|W_{\gamma, 0}\right\|_{\gamma}^{2}=S_{\gamma, 0, s}^{\frac{N}{2 s}}$. On the other hand, as
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 NONHOMOGENEOUS TERMS$I_{1,0,0}^{0}(W)=\frac{s}{N}\|W\|_{\dot{H}^{s}}^{2}$ and $I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right)=\frac{s}{N}\left\|W_{\gamma, 0}\right\|_{\gamma}^{2}$, we obtain $\frac{I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right)}{I_{1,0,0}^{0}(W)}=$ $\left(\frac{S_{\gamma, 0, s}}{S}\right)^{\frac{N}{2 s}}$. This together with (4.3.24) yields
$I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right)<K\left(\bar{x}_{0}\right)^{-\frac{N-2 s}{2 s}} I_{1,0,0}^{0}(W) \leq K(x)^{-\frac{N-2 s}{2 s}} I_{1,0,0}^{0}(W) \quad$ for all $x \in \mathbb{R}^{N}$.
Combining the above inequality with (4.3.23) yields
$I_{K, 0, f}^{\gamma}\left(u_{0}\right)<\kappa_{0}<\min \left\{I_{K, 0, f}^{\gamma}\left(u_{0}\right)+K(x)^{-\frac{N-2 s}{2 s}} I_{1,0,0}^{0}(W), I_{K, 0, f}^{\gamma}\left(u_{0}\right)+I_{1,0,0}^{\gamma}\left(W_{\gamma, 0}\right)\right\}$.
Hence, again using Theorem 4.2.1 (as in the case $t>0$ ), we can conclude that the $(P S)$ sequence $\left(v_{n}^{0}\right)_{n}$ converges strongly to some $v_{0} \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, with $I_{K, 0, f}^{\gamma}\left(v_{0}\right)=\kappa_{0}$ and $\left(I_{K, 0, f}^{\gamma}\right)^{\prime}\left(v_{0}\right)=0$. As before, $I_{K, 0, f}^{\gamma}\left(u_{0}\right)<\kappa_{0}$ implies that $u_{0} \neq v_{0}$. Hence we have completed the proof for all $t \geq 0$.
Lemma 4.3.8. If $\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}<C_{t} \sqrt{1-\frac{\gamma}{\gamma_{N, s}}} S_{\gamma, t, s}^{\frac{N-t}{4 s-2 t}}$, then (4.3.3) holds.
Proof. By the given assumption, there exists $\varepsilon>0$ such that

$$
\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}<C_{t} \sqrt{1-\frac{\gamma}{\gamma_{N, s}}} S_{\gamma, t, s}^{\frac{N-t}{4 s-2 t}}-\varepsilon
$$

Combining this with Lemma 4.3.4, for all $u^{t} \in \Sigma^{t}$, it holds

$$
\left.\begin{array}{rl}
\left(\dot{H}^{s}\right)^{\prime} & \left\langle f, u^{t}\right\rangle_{\dot{H}^{s}}
\end{array} \leq\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\left\|u^{t}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}\right) \text { } \quad \leq\left(1-\frac{\gamma}{\gamma_{N, s}}\right)^{-\frac{1}{2}}\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\left\|u^{t}\right\|_{\gamma} .
$$

Hence,

$$
\inf _{u \in \Sigma^{t}}\left[\frac{4 s-2 t}{N-2 t+2 s}\|u\|_{\gamma}^{2}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}}\right] \geq \varepsilon\left(1-\frac{\gamma}{\gamma_{N, s}}\right)^{-\frac{1}{2}} \inf _{u \in \Sigma^{t}}\|u\|_{\gamma} .
$$

Since $\|u\|_{\gamma}$ is bounded away from 0 on $\Sigma^{t}$ by Remark 4.3.2, the above expression implies that

$$
\begin{equation*}
\inf _{u \in \Sigma^{t}}\left[\frac{4 s-2 t}{N-2 t+2 s}\|u\|_{\gamma}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}\right]>0 . \tag{4.3.25}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
(4.3 .3) & \Longleftrightarrow C_{t} \frac{\|u\|_{\gamma^{\frac{N-2 t+2 s}{2 s-t}}}^{\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{N-2 s}{\frac{1 s-2 t}{s-2 t}}}}{ }_{\left.\left(\dot{H}^{s}\right)^{s}\right)}\langle f, u\rangle_{\dot{H}^{s}}>0, \text { for }\|u\|_{L^{2}(t)}\left(\mathbb{R}^{N},|x|^{-t}\right)}{}=1 \\
& \Longleftrightarrow C_{t} \frac{\|u\|_{\gamma}^{\frac{N-2 t+2 s}{2 s-t}}}{\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2_{s}^{*}(t)}}{|x|^{t}} \mathrm{~d} x\right)^{\frac{N-2 s}{4 s-2 t}}-{ }_{\left.\left(\dot{H}^{s}\right)^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}>0 \quad \text { for } u \in \Sigma^{t}} \\
& \Longleftrightarrow \frac{4 s-2 t}{N-2 t+2 s}\|u\|_{\gamma}^{2}-{ }_{\left.\left(\dot{H}^{s}\right)^{\prime}\right)}\langle f, u\rangle_{\dot{H}^{s}}>0 \quad \text { for } u \in \Sigma^{t} . \tag{4.3.26}
\end{align*}
$$

Clearly, (5.5.16) ensures the RHS of (4.3.26) holds. The lemma now follows.

Proof of Theorem 4.1.1 completed. Combining Propositions 4.3.6 and 4.3.7 with Lemma 4.3.8, we conclude the proof of Theorem 4.1.1.

### 4.4 Necessary Lemmas to complete the proof of Proposition (4.2.1):

Lemma 4.4.1. Let $\left(v_{n}\right)_{n} \subseteq \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ be a $(P S)$ sequence for $\bar{I}_{K, 0,0}^{\gamma}$ at the level d. Assume that, there exist sequences $\left(y_{n}\right)_{n} \rightarrow y \in \mathbb{R}^{N}, r_{n} \rightarrow 0 \in \mathbb{R}^{+} \cup\{0\}$ such that $w_{n}(x)=r_{n}^{\frac{N-2 s}{2}} v_{n}\left(r_{n} x+y_{n}\right)$ converges weakly in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and a.e. to some $w \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. If $\frac{\left|y_{n}\right|}{r_{n}} \rightarrow \infty$, then $K(y)^{\frac{N-2 s}{4 s}} w$ solves $\left(E_{1,0,0}^{0}\right)$. Moreover,

$$
z_{n}:=v_{n}-r_{n}^{-\frac{N-2 s}{2 s}} w\left(\frac{x-y_{n}}{r_{n}}\right)
$$

is a $(P S)$ sequence for $\bar{I}_{K, 0,0}^{\gamma}$ at the level $d-K(y)^{-\frac{N-2 s}{2 s}} \bar{I}_{1,0,0}^{0}\left(K(y)^{\frac{N-2 s}{4 s}} w\right)$.
Proof. Let $\left(v_{n}\right)_{n} \subseteq \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ be a $(P S)$ sequence for $\bar{I}_{K, 0,0}^{\gamma}$ at the level $d$ and
$\phi$ be an arbitrary $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ function. Put $\phi_{n}(x):=r_{n}^{-\frac{N-2 s}{2}} \phi\left(\frac{x-y_{n}}{r_{n}}\right)$. Thus,

$$
\begin{align*}
\langle w, \phi\rangle_{\dot{H}^{s}} & =\lim _{n \rightarrow \infty}\left\langle w_{n}, \phi\right\rangle_{\dot{H}^{s}} \\
& =\lim _{n \rightarrow \infty} \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(w_{n}(x)-w_{n}(y)\right)(\phi(x)-\phi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& =\lim _{n \rightarrow \infty} \frac{C_{N, s}}{2} \iint_{\mathbb{R}^{2 N}} \frac{\left(v_{n}(x)-v_{n}(y)\right)\left(\phi_{n}(x)-\phi_{n}(y)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y  \tag{4.4.1}\\
& =\lim _{n \rightarrow \infty} \gamma \int_{\mathbb{R}^{N}} \frac{v_{n} \phi_{n}}{|x|^{2 s}} \mathrm{~d} x+\int_{\mathbb{R}^{N}} K(x)\left|v_{n}\right|^{2_{s}^{*}-2} v_{n} \phi_{n} \mathrm{~d} x \\
& =\lim _{n \rightarrow \infty}\left[\gamma \int_{\mathbb{R}^{N}} \frac{w_{n} \phi}{\left|x+r_{n}^{-1} y_{n}\right|^{2 s}} \mathrm{~d} x+\int_{\mathbb{R}^{N}} K\left(r_{n} x+y_{n}\right)\left|w_{n}\right|^{2_{s}^{*}-2} w_{n} \phi \mathrm{~d} x\right] .
\end{align*}
$$

Since $r_{n}^{-1}\left|y_{n}\right| \rightarrow \infty$, for each fixed $\phi$ we have

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} \frac{w_{n} \phi}{\left|x+r_{n}^{-1} y_{n}\right|^{2 s}} \mathrm{~d} x=0
$$

Therefore, taking the limit as $n \rightarrow \infty$ in (4.4.1), we obtain $(-\Delta)^{s} w=$ $K(y)|w|^{2_{s}^{*}-2} w$, or equivalently $K(y)^{\frac{N-2 s}{4 s}} w$ solves $\left(E_{1,0,0}^{0}\right)$. Moreover,

$$
\int_{\mathbb{R}^{N}} \frac{w_{n} w}{\left|x-r_{n}^{-1} y_{n}\right|^{2 s}} \mathrm{~d} x=\int_{\mathbb{R}^{N}} \frac{|w|^{2}}{\left|x-r_{n}^{-1} y_{n}\right|^{2 s}} \mathrm{~d} x=o(1) .
$$

Therefore, proceeding as in Claim 2 of Step 5 in the proof of Theorem 4.2.1, we obtain as $n \rightarrow \infty$

$$
\bar{I}_{K, 0,0}^{\gamma}\left(z_{n}\right)=\bar{I}_{K, 0,0}^{\gamma}\left(v_{n}\right)-K(y)^{-\frac{N-2 s}{2 s}} \bar{I}_{1,0,0}^{0}\left(K(y)^{\frac{N-2 s}{4 s}} w\right)+o(1) .
$$

To prove that ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle\bar{I}_{K, 0,0}^{\gamma}\left(z_{n}\right), \varphi\right\rangle_{\dot{H}^{s}}=o(\|\varphi\|)$, we proceed as in the proof of Claim 2 of Step 5 in Theorem 4.2.1, the only additional estimate we need to check is

$$
\int_{\mathbb{R}^{N}} \frac{w \varphi_{n}}{\left|x-r_{n}^{-1} y_{n}\right|^{2 s}} \mathrm{~d} x=o\left(\left\|\varphi_{n}\right\|\right)
$$

where $\varphi_{n}=r_{n}^{\frac{N-2 s}{2 s}} \varphi\left(r_{n} x+y_{n}\right),\left\|\varphi_{n}\right\|=\|\varphi\|$. This estimate follows from the Cauchy-Schwartz and the Hölder inequalities.

Lemma 4.4.2. Let $\mathcal{K}$ denote the Kelvin transform in $\mathbb{R}^{N}$. If $\left(r_{n}\right)_{n} \subset \mathbb{R}^{+} \cup\{0\}$ and $\left(y_{n}\right)_{n} \subset \mathbb{R}^{N}$ are sequences such that $\frac{\left|y_{n}\right|}{r_{n}} \rightarrow \infty$ and $W$ is a positive
solution of $\left(E_{1,0,0}^{0}\right)$, then in the sense of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$-norm as $n \rightarrow \infty$

$$
\begin{equation*}
r_{n}^{-\frac{N-2 s}{2}} \mathcal{K}\left(W\left(\frac{x-y_{n}}{r_{n}}\right)\right)=\left(r_{n}\left|y_{n}\right|^{-2}\right)^{-\frac{N-2 s}{2}} W\left(\frac{x-\frac{y_{n}}{\left|y_{n}\right|^{2}}}{r_{n}\left|y_{n}\right|^{-2}}\right)+o(1) . \tag{4.4.2}
\end{equation*}
$$

Proof. Let the assumptions and notation of the statement hold. Let $W$ be a positive solution of $\left(E_{1,0,0}^{0}\right)$. Then $W(x)=C_{N, s}\left(1+|x|^{2}\right)^{-\frac{N-2 s}{2}}$ thanks to [46]. The $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ norm is invariant under the scaling so that

$$
\begin{equation*}
v \mapsto \tilde{v}(x):=\left(\frac{r_{n}}{\left|y_{n}\right|^{2}}\right)^{\frac{N-2 s}{2}} v\left(\frac{r_{n}}{\left|y_{n}\right|^{2}} x+\frac{y_{n}}{\left|y_{n}\right|^{2}}\right), \tag{4.4.3}
\end{equation*}
$$

we can apply it to each side of (4.4.2) to check the convergence. The RHS of (4.4.2) becomes $W+o(1)$. The LHS of (4.4.2), after some algebraic computation, is transformed into

$$
\left.W^{n}(x):=C_{N, s}\left(1+\frac{r_{n}}{\left|y_{n}\right|}\left\langle x, y_{n}\right\rangle+\left(1+r_{n}^{2}\left|y_{n}\right|^{-2}\right)|x|^{2}\right)\right)^{-\frac{N-2 s}{2}}
$$

As $\frac{r_{n}}{\left|y_{n}\right|} \rightarrow 0$, clearly $W^{n} \rightarrow W$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Hence the proof is complete.

Conclusion: In this chapter we consider, nonlocal Hardy-Sobolev equation with nonhomogeneous term in $\mathbb{R}^{N}$. Here the nonlinearity is multiplied by a positive continuous coefficient function $K \geq 1$, whose asymptotic behavior is known. First, we prove the profile decomposition of the PS sequences for the associated energy functional. Then, using that we prove multiplicity result for the equation under certain restrictions on the nonhomogeneous term. It might be interesting to know whether we can prove multiplicity results under weaker assumptions on the coefficient function $K$, say what happens when $K \in(0,1]$ or $K$ is only positive and asymptotically converges to 1 ?
$\qquad$
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## Chapter 5

## Fractional Elliptic Systems with Critical or Subcritical <br> nonlinearities

In this chapter we study existence, uniqueness and multiplicity of positive solutions to the following fractional nonhomogeneous elliptic system in $\mathbb{R}^{N}$

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u+\gamma u=\frac{\alpha}{\alpha+\beta}|u|^{\alpha-2} u|v|^{\beta}+f(x) \text { in } \mathbb{R}^{N}, \\
(-\Delta)^{s} v+\gamma v=\frac{\beta}{\alpha+\beta}|v|^{\beta-2} v|u|^{\alpha}+g(x) \text { in } \mathbb{R}^{N}, \\
u, v>0 \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

where $N>2 s, \alpha, \beta>1, \alpha+\beta \leq 2_{s}^{*}, 2_{s}^{*}:=2 N /(N-2 s), f, g$ are nontrivial nonnegative functionals in the dual space of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ if $\alpha+\beta=2_{s}^{*}$ and of $H^{s}\left(\mathbb{R}^{N}\right)$ if $\alpha+\beta<2_{s}^{*}$, while $\gamma=0$ if $\alpha+\beta=2_{s}^{*}$ and $\gamma=1$ if $\alpha+\beta<2_{s}^{*}$.

In the vectorial case, the natural solution space for $\left(\mathcal{S}_{\alpha, \beta}^{\gamma}\right)$ is the Hilbert space $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, equipped with the inner product

$$
\langle(u, v),(\phi, \psi)\rangle_{\dot{H}^{s} \times \dot{H}^{s}}:=\langle u, \phi\rangle_{\dot{H}^{s}}+\langle v, \psi\rangle_{\dot{H}^{s}},
$$
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and the norm

$$
\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}:=\left(\|u\|_{\dot{H}^{s}}^{2}+\|v\|_{\dot{H}^{s}}^{2}\right)^{\frac{1}{2}}
$$

when $\alpha+\beta=2_{s}^{*}$, while is $H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$ equipped with the inner product

$$
\langle(u, v),(\phi, \psi)\rangle_{H^{s} \times H^{s}}:=\langle u, \phi\rangle_{\dot{H}^{s}}+\langle v, \psi\rangle_{\dot{H}^{s}}+\langle u, \phi\rangle_{L^{2}}+\langle v, \psi\rangle_{L^{2}},
$$

and the norm

$$
\|(u, v)\|_{H^{s} \times H^{s}}:=\left(\|u\|_{H^{s}}^{2}+\|v\|_{H^{s}}^{2}\right)^{\frac{1}{2}},
$$

if $\alpha+\beta<2_{s}^{*}$.
In general, given any two Banach spaces $X$ and $Y$, the product space $X \times Y$ is endowed with the following product norm

$$
\|(x, y)\|_{X \times Y}:=\left(\|x\|_{X}^{2}+\|y\|_{Y}^{2}\right)^{\frac{1}{2}} .
$$

For instance, $L^{p}\left(\mathbb{R}^{N}\right) \times L^{p}\left(\mathbb{R}^{N}\right)(p>1)$ is equipped with the product norm

$$
\|(u, v)\|_{L^{p}\left(\mathbb{R}^{N}\right) \times L^{p}\left(\mathbb{R}^{N}\right)}:=\left(\|u\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{2}+\|v\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{2}\right)^{\frac{1}{2}} .
$$

When $\alpha+\beta=2_{s}^{*}$, we consider the corresponding weakly coupled Fractional elliptic system

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u=\frac{\alpha}{2_{s}^{*}}|u|^{\alpha-2} u|v|^{\beta}+f(x) \text { in } \mathbb{R}^{N},  \tag{s}\\
(-\Delta)^{s} v=\frac{\beta}{2_{s}^{*}}|v|^{\beta-2} v|u|^{\alpha}+g(x) \text { in } \mathbb{R}^{N}, \\
u, v>0 \text { in } \mathbb{R}^{N} .
\end{array}\right.
$$

It is well-known that $u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ implies $u \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{N}\right)$ for any $p \in\left[2,2_{s}^{*}\right]$.
Definition 5.0.1 (Positive Weak Solution). When $\alpha+\beta=2_{s}^{*}$, we say $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a positive weak solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ if $u, v>0$ in $\mathbb{R}^{N}$ and

$$
\begin{gathered}
\langle(u, v),(\phi, \psi)\rangle_{\dot{H}^{s} \times \dot{H}^{s}}=\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|u|^{\alpha-2} u|v|^{\beta} \phi \mathrm{d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|v|^{\beta-2} v|u|^{\alpha} \psi \mathrm{d} x \\
+{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, \phi\rangle_{\dot{H}^{s}}+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, \psi\rangle_{\dot{H}^{s}}
\end{gathered}
$$

holds for every $(\phi, \psi) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, while if $\alpha+\beta<2_{s}^{*}$ a couple $(u, v) \in H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$ is said to be a positive weak solution of $\left(\mathcal{S}_{\alpha, \beta}^{\gamma}\right)$ if $u, v>0$ in $\mathbb{R}^{N}$ and

$$
\begin{gathered}
\langle(u, v),(\phi, \psi)\rangle_{H^{s} \times H^{s}}=\frac{\alpha}{\alpha+\beta} \int_{\mathbb{R}^{N}}|u|^{\alpha-2} u|v|^{\beta} \phi \mathrm{d} x+\frac{\beta}{\alpha+\beta} \int_{\mathbb{R}^{N}}|v|^{\beta-2} v|u|^{\alpha} \psi \mathrm{d} x \\
+{ }_{H^{-s}}\langle f, \phi\rangle_{H^{s}}+{ }_{H^{-s}}\langle g, \psi\rangle_{H^{s}}
\end{gathered}
$$

holds for every $(\phi, \psi) \in H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$.

Define

$$
S=\inf _{u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\|u\|_{\dot{H}^{s}}^{2}}{\|u\|_{2_{s}^{*}}^{2}}, \quad S_{\alpha+\beta}=\inf _{u \in H^{s}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\|u\|_{\dot{H}^{s}}^{2}}{\|u\|_{\alpha+\beta}^{2}},
$$

and
$S_{(\alpha, \beta)}= \begin{cases}\inf _{(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{(0,0)\}} \frac{\|u\|_{\dot{H}^{s}}^{2}+\|v\|_{\dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}},} & \text { if } \alpha+\beta=2_{s}^{*} \\ \inf ^{(u, v) \in H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right) \backslash\{(0,0)\}} \\ \frac{\|u\|_{\dot{H}^{s}}^{2}+\|v\|_{\dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{2 /(\alpha+\beta)}}, & \text { if } \alpha+\beta<2_{s}^{*} .\end{cases}$
In the celebrated paper [46] Chen, Li and Ou prove that when $\alpha+\beta=2_{s}^{*}$ the Sobolev constant $S_{\alpha+\beta}=S$ is achieved by $w$, where $w$ is the unique positive solution (up to translations and dilations) of

$$
\begin{equation*}
(-\Delta)^{s} w=w^{2_{s}^{*}-1} \text { in } \mathbb{R}^{N}, \quad w \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \tag{5.0.1}
\end{equation*}
$$

Indeed, any positive solution of the above equation is radially symmetric, with respect to some point $x_{0} \in \mathbb{R}^{N}$, strictly decreasing in $r=\left|x-x_{0}\right|$, of class $C^{\infty}\left(\mathbb{R}^{N}\right)$ and so of the explicit parametric form

$$
w(x)=c_{N, s}\left(\frac{\lambda}{\lambda^{2}+\left|x-x_{0}\right|^{2}}\right)^{\frac{N-2 s}{2}}
$$
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 SUBCRITICAL NONLINEARITIESfor some $\lambda>0$. On the other hand, when $2<\alpha+\beta<2_{s}^{*}$, Frank, Lenzmann and Silvestre in their celebrated paper [71] prove that $S_{\alpha+\beta}$ is achieved by unique (up to a translation) positive ground state solution $w$ of

$$
(-\Delta)^{s} w+w=w^{\alpha+\beta-1} \text { in } \mathbb{R}^{N}, \quad w \in H^{s}\left(\mathbb{R}^{N}\right)
$$

Furthermore, $w$ is radially symmetric, symmetric decreasing $C^{\infty}\left(\mathbb{R}^{N}\right)$ function which satisfies the following decay property in $\mathbb{R}^{N}$

$$
\frac{C^{-1}}{1+|x|^{N+2 s}} \leq w(x) \leq \frac{C}{1+|x|^{N+2 s}},
$$

with some constant $C>0$ depending on $N, \alpha+\beta$, s.
Next, we recall a result from [64] ( [8] in the local case) which states the relation between $S_{\alpha, \beta}$ and $S_{\alpha+\beta}$.

Lemma 5.0.2. [64, Lemma 5.1] In all cases $\alpha>1, \beta>1$, with $\alpha+\beta \leq 2_{s}^{*}$, it results

$$
S_{\alpha, \beta}=\left[\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{\alpha+\beta}}+\left(\frac{\alpha}{\beta}\right)^{\frac{-\alpha}{\alpha+\beta}}\right] S_{\alpha+\beta} .
$$

Moreover, if $w$ achieves $S_{\alpha+\beta}$ then $(B w, C w)$ achieves $S_{\alpha, \beta}$ for all positive constants $B$ and $C$ such that $B / C=\sqrt{\alpha / \beta}$.

The scalar version of ( $\mathcal{S}_{2_{s}^{*}}^{0}$ ) has been considered by Bhakta and Pucci in [31], where they prove existence of at least two positive solutions. This class of problems in the scalar and local cases, involving Sobolev critical exponents was treated in the pioneering paper [39]. Then existence was extended in [107] to multiplicity results. These kind of problems were studied in several directions. Let us mention $[43,44,91,104,109]$ for more general perturbations and [50] for existence of sign changing solutions. Versions for systems were extended, for instance, in $[37,79,80,112]$ and in the references therein.

Elliptic systems arise in biological applications (e.g. population dynamics) or physical applications (e.g. models of a nuclear reactor) and have
drawn a lot of attentions (see $[8,51,92,98]$ and references therein). For systems in bounded domains with nonhomogeneous terms we refer to [35]. Problems involving the fractional Laplace operator appear in several areas such as phase transitions, flames propagation, chemical reaction in liquids, population dynamics, finance, etc., see for e.g. [41,58].

In the nonlocal case, there are not so many papers, in which weakly coupled systems of equations have been studied. We refer to [30, 47, $55,64,77,80]$, where Dirichlet systems of equations in bounded domains have been treated. For the nonlocal systems of equations in the entire space $\mathbb{R}^{N}$, we cite [26,68,69] and the references therein. In the very recent work [26], we have proved existence of one solution to $\left(\mathcal{S}_{\alpha, \beta}^{\gamma}\right)$ when $f$ and $g$ are nontrivial but $\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}$ and $\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}$ are small enough. To the best of our knowledge, so far there have been no papers in the literature, where uniqueness/multiplicity of positive solutions have been established for $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$, with the fractional Laplacian and the critical exponents in $\mathbb{R}^{N}$. The main results in the chapter are new even in the local case $s=1$.

### 5.1 Main Results

Our first result concerns about a general existence result for our Fractional elliptic system with both critical and subcritical nonlinearity.

Theorem 5.1.1. (i) If $\alpha+\beta=2_{s}^{*}$, and $f, g$ are nontrivial nonnegative functionals in the dual space $\dot{H}^{s}\left(\mathbb{R}^{N}\right)^{\prime}$ of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that $\operatorname{ker}(f)=\operatorname{ker}(g)$, then system $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ admits a nontrivial solution $(\bar{u}, \bar{v})$ such that $\bar{u}>0$ and $\bar{v}>$ 0, provided that $0<\max \left\{\|f\|_{\left(\dot{H}^{s}\right)^{\prime}},\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right\} \leq d$ for some $d>0$ sufficiently small.
(ii) If $\alpha+\beta<2_{s}^{*}$, and $f, g$ are nontrivial nonnegative functionals in the dual space $H^{-s}\left(\mathbb{R}^{N}\right)$ of $H^{s}\left(\mathbb{R}^{N}\right)$ such that $\operatorname{ker}(f)=\operatorname{ker}(g)$, then $\left(\mathcal{S}_{\alpha, \beta}^{\gamma}\right)$
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admits a nontrivial solution $(\bar{u}, \bar{v})$ such that $\bar{u}>0$ and $\bar{v}>0$, provided that $0<\max \left\{\|f\|_{H^{-s}},\|g\|_{H^{-s}}\right\} \leq d$ for some $d>0$ sufficiently small.

Furthermore, in both the cases (i) and (ii) if $f \equiv g$, then the solution $(\bar{u}, \bar{v})$ has the property that $\bar{u} \not \equiv \bar{v}$, whenever $\alpha \neq \beta$. Finally, if $\alpha=\beta$ but $f \not \equiv g$, then $\bar{u} \not \equiv \bar{v}$.

This is the main result proved in [26].

Definition 5.1.2 (Ground state solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ ). We say that a pair $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a ground state solution or least energy solution for $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$, with $f=0=g$, if $(u, v)$ is a minimizer of $S_{\alpha, \beta}$.

Lemma 5.0.2 poses a natural question: are all the ground state solutions of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$, with $f=0=g$, of the form $(B w, C w)$, where $w$ is the unique positive solution of (5.0.1)?

We answer this question affirmatively in our first main theorem which is stated as below.

Theorem 5.1.3 (Uniqueness of ground state for homogeneous system). Let $\left(u_{0}, v_{0}\right)$ be a minimizer of $S_{\alpha, \beta}$. Then there exist $\tau, B>0$ such that

$$
\left(u_{0}, v_{0}\right)=(B w, C w), \text { with } C=B \tau, \quad \tau=\sqrt{\frac{\beta}{\alpha}}
$$

where $w$ is the unique positive solution of (5.0.1).

The above result partially extends the uniqueness theorem due to Chen, Li and $\mathrm{Ou}[46]$ from the scalar case (5.0.1) to the system $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ with $f=$ $0=g$. Theorem 5.1.3 proves the uniqueness of ground state solution of the system $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ when $f=0=g$ and also generalizes [64, Lemma 5.1], where as in [46] uniqueness has been established among all positive solutions of (5.0.1).

Our next main result is the multiplicity of solutions for the nonhomoge-
neous system $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$.
Theorem 5.1.4 (Multiplicity for nonhomogeneous system). Assume that $f, g$ are nontrivial nonnegative functionals in the dual space of $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ with $\operatorname{ker}(f)=\operatorname{ker}(g)$ and $\max \left\{\|f\|_{\left(\dot{H}^{s}\right)^{\prime}},\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right\}<C_{0} S_{\alpha, \beta}^{\frac{N}{S s}}, \quad$ where $\quad C_{0}:=\left(\frac{4 s}{N+2 s}\right)\left(2_{s}^{*}-1\right)^{-\frac{N-2 s}{4 s}}$, then $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ admits at least two positive solutions.

Furthermore, if $f \equiv g$, then the solution $(u, v)$ of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ has the property that $u \not \equiv v$, whenever $\alpha \neq \beta$. Finally, if $\alpha=\beta$ but $f \not \equiv g$, then $u \not \equiv v$.

Theorem 5.1.3 and Theorem 5.1.4 are the main results of [25]. Theorem 5.1.4 complements the mentioned work [26] on ( $\mathcal{S}_{2_{s}^{*}}^{0}$ ).

The proof of the uniqueness Theorem 5.1.3 is inspired by some arguments made in [49] and [96] (also see [48]). The main difference is that in our case the nontrivial solution $(u, v)$ has both components nontrivial, that is $u \neq 0$ and $v \neq 0$, and in the proof it was necessary to deal with a non symmetric system.

To prove the multiplicity Theorem 5.1.4, the main difficulty is the lack of compactness of the Sobolev space $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ into the Lebesgue space $L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$. For this reason the functional associated to system $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ may fail to satisfy the Palais-Smale condition at some critical levels. To overcome this, it is necessary to look for a nice energy range where the $(P S)$ condition holds in order to use variational arguments. Classification of $(P S)$ sequences associated with a scalar equation (local/nonlocal) has been done in many papers, to quote a few, we cite $[31,54,88,94,95,105]$. To the best of our knowledge, the $(P S)$ decomposition associated to systems of equations has not been studied much. We quote the recent work [96], where in the local case the $(P S)$ decomposition was done for systems of equations in bounded domains.

Again to the best of our knowledge, in both the local and nonlocal cases,
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Proposition 5.4.1 (see, Section (5.4)) is the first result where the ( $P S$ ) decomposition has been established for system of equations in the whole space $\mathbb{R}^{N}$. Next, to prove multiplicity of solutions, we decompose the space $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ into three disjoint components. The first solution is constructed using a minimization argument in one of the components. Another solution is obtained by combining the Ekeland's variational principle with a careful analysis of the critical levels by using the homogeneous unique solution with some estimates in a slightly larger Morrey space.

The chapter has been organized as follows. In Section (5.2), we prove existence of one positive solution of the system $\left(\mathcal{S}_{\alpha, \beta}^{\gamma}\right)$, namely Theorem 5.1.1. In Section (5.3), we prove the uniqueness for the ground state solution of the homogeneous system, namely Theorem 5.1.3. Section (5.4) deals with the Palais-Smale decomposition associated with the functional of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$. In Section (5.5), we prove Theorem 5.1.4.

Remark 5.1.5. Adapting the arguments in the proof of Theorem 5.1.3 and Theorem 5.1.4, the results of uniqueness and multiplicity can be obtained for the following system of equations:
a)

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u+u=\frac{\alpha}{\alpha+\beta}|u|^{\alpha-2} u|v|^{\beta}+f(x) \text { in } \mathbb{R}^{N}  \tag{5.1.1}\\
(-\Delta)^{s} v+v=\frac{\beta}{\alpha+\beta}|v|^{\beta-2} v|u|^{\alpha}+g(x) \text { in } \mathbb{R}^{N} \\
u, v>0 \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

where $N>2 s, \alpha, \beta>1$ and $\alpha+\beta<2_{s}^{*}$, and $f, g$ are nonnegative functionals in the dual space of $H^{s}\left(\mathbb{R}^{N}\right)$ (see Theorem 5.1.1, for existence of solutions). It is known that the scalar equation

$$
\begin{equation*}
(-\Delta)^{s} u+u=|u|^{\alpha+\beta-2} u \quad \text { in } \mathbb{R}^{N} \tag{5.1.2}
\end{equation*}
$$

has a unique ground state solution (see [71]). If $\omega$ denotes the unique ground state solution of (5.1.2), then it can be shown that $(r \omega, t \omega)$ is
a ground state solution of (5.1.1) when $f=0=g$ and $r / t=\sqrt{\alpha / \beta}$. Next, following an argument similar to Theorem 5.1.3, with obvious modifications, it can be shown that any ground state solution of (5.1.1) with $f=0=g$ is of the form $(r \omega, t \omega)$ where $r / t=\sqrt{\alpha / \beta}$.
b)

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u=\frac{\alpha}{2_{s}^{*}} a(x)|u|^{\alpha-2} u|v|^{\beta}+f(x) \text { in } \mathbb{R}^{N},  \tag{5.1.3}\\
(-\Delta)^{s} v=\frac{\beta}{2_{s}^{*}} b(x)|v|^{\beta-2} v|u|^{\alpha}+g(x) \text { in } \mathbb{R}^{N}, \\
u, v>0 \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

where $\alpha, \beta, f, g$ are as in $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ and the potentials $a, b$ are continuous functions in $\mathbb{R}^{N}$ with $a, b \geq 1$ and $a(x), b(x) \rightarrow 1$ as $|x| \rightarrow \infty$. See for instance [31] in the scalar case.
c) One can also try to adopt the methodology of this paper in order to study the system of equations involving the Hardy operator i.e., if $(-\Delta)^{s}$ is replaced by the Hardy operator $(-\Delta)^{s}-\frac{\gamma}{|x|^{2 s}}$, where $\gamma \in\left(0, \gamma_{N, s}\right)$ and $\gamma_{N, s}$ is the best Hardy constant in the fractional Hardy inequality. The multiplicity question in the scalar case was already solved for this problem in the recent paper [27].

Remark 5.1.6. Theorem 5.1.3 proves uniqueness of ground state solutions of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ with $f=0=g$. Therefore, it is interesting to ask if any positive solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ with $f=0=g$ is of the form $(r w, t w)$, where $r / t=\sqrt{\alpha / \beta}$ and $w$ is the unique positive solution of (5.0.1).

### 5.2 Proof of Theorem 5.1.1

Before proving the main Theorem 5.1.1 let us present some auxiliary results.
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Lemma 5.2.1. There exists a positive constant $C=C(\alpha, \beta, s, N)$ such that when $\alpha+\beta=2_{s}^{*}$

$$
\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{1 / 2_{s}^{*}} \leq C\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}
$$

for all $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, while if $\alpha+\beta<2_{s}^{*}$

$$
\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{1 /(\alpha+\beta)} \leq C\|(u, v)\|_{H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)}
$$

for all $(u, v) \in H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$.

Proof. It easily follows from the definition of $S_{\alpha+\beta}$ and the inequality

$$
|t|^{\alpha}|\tau|^{\beta} \leq|t|^{\alpha+\beta}+|\tau|^{\alpha+\beta}
$$

for all $(t, \tau) \in \mathbb{R}^{2}$.
Finally we prove a short useful result
Lemma 5.2.2. In all cases $\alpha>1, \beta>1$, with $\alpha+\beta \leq 2_{s}^{*}$,

$$
S_{(\alpha, \beta)}>S_{\alpha+\beta}
$$

holds true.
Proof. If $\alpha>\beta$, then using Lemma 5.0.2,

$$
\frac{S_{(\alpha, \beta)}}{S_{\alpha+\beta}}=\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{\alpha+\beta}}+\left(\frac{\alpha}{\beta}\right)^{\frac{-\alpha}{\alpha+\beta}}=\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{\alpha+\beta}} \frac{\alpha+\beta}{\alpha}>1 .
$$

Similarly, if $\alpha<\beta$ then

$$
\begin{aligned}
\frac{S_{(\alpha, \beta)}}{S}=\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{\alpha+\beta}}+\left(\frac{\alpha}{\beta}\right)^{\frac{-\alpha}{\alpha+\beta}} & =\left(\frac{\beta}{\alpha}\right)^{-\frac{\beta}{\alpha+\beta}}+\left(\frac{\beta}{\alpha}\right)^{\frac{\alpha}{\alpha+\beta}}=\left(\frac{\beta}{\alpha}\right)^{\frac{\alpha}{\alpha+\beta}}\left[1+\left(\frac{\beta}{\alpha}\right)^{-1}\right] \\
& =\left(\frac{\beta}{\alpha}\right)^{\frac{\alpha}{\alpha+\beta}} \frac{\alpha+\beta}{\beta}>1
\end{aligned}
$$

Further, $S_{(\alpha, \beta)}>2 S_{\alpha+\beta}$ for $\alpha=\beta$.

We are finally in a position to prove the main result and we simply say that a couple $(u, v)$ is positive if both components are positive.

Proof of Theorem 5.1.4 - Part ( $i$ ). Let $\alpha+\beta=2_{s}^{*}$. We note that system $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ is variational and the underlying functional is
$I_{f, g}(u, v):=\frac{1}{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle g, v\rangle_{\dot{H}^{s}}$, which is well defined in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and of class $C^{1}\left(\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times\right.$ $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ ). Moreover, if $(u, v)$ is a solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$, then $(u, v)$ is a positive critical point of $I_{f, g}$ and vice versa.

Let us now introduce the auxiliary functional
$J_{f, g}(u, v):=\frac{1}{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}$, which is well defined in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and of class $C^{1}\left(\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times\right.$ $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ ), with second derivative. Indeed, for all $(u, v),(\phi, \psi) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times$ $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$

$$
\begin{align*}
J_{f, g}^{\prime \prime}(u, v)((\phi, \psi),(\phi, \psi)) & =\|(\phi, \psi)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{\alpha(\alpha-1)}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{+}^{\alpha-2} v_{+}^{\beta} \phi^{2} \mathrm{~d} x \\
& -\frac{\beta(\beta-1)}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta-2} \psi^{2} \mathrm{~d} x-\frac{2 \alpha \beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{+}^{\alpha-1} v_{+}^{\beta-1} \phi \psi \mathrm{~d} x . \tag{5.2.1}
\end{align*}
$$

Using Hölder's and Sobolev's inequalities, we estimate the second term on the RHS as follows

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} u_{+}^{\alpha-2} v_{+}^{\beta} \phi^{2} \mathrm{~d} x & \leq\left(\int_{\mathbb{R}^{N}}|\phi|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{2}{2_{s}^{s}}}\left(\int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{\alpha-2}{2_{s}^{s}}}\left(\int_{\mathbb{R}^{N}}|v|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{\beta}{2_{s}^{*}}} \\
& \leq S^{-1-\frac{\alpha-2}{2}-\frac{\beta}{2}}\|u\|_{\dot{H}^{s}}^{\alpha-2}\|v\|_{\dot{H}^{s}}^{\beta}\|\phi\|_{\dot{H}^{s}}^{2} \\
& \leq S^{-\frac{2_{s}^{*}}{2}}\|(u, v)\|_{H^{s} \times \dot{H}^{s}}^{2 *-2}\|(\phi, \psi)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}
\end{aligned}
$$

In the inequality we have used the fact that $\|u\|_{\dot{H}^{s}} \leq\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}$ and $\alpha+\beta=2_{s}^{*}$. Similarly,

$$
\int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta-2} \psi^{2} \mathrm{~d} x \leq S^{-\frac{2_{s}^{*}}{2}}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2_{s}^{*}-2}\|(\phi, \psi)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} .
$$

Furthermore,

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} u_{+}^{\alpha-1} v_{+}^{\beta-1} \phi \psi \mathrm{~d} x \leq & \left(\int_{\mathbb{R}^{N}}|\phi|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}}}\left(\int_{\mathbb{R}^{N}}|\psi|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}}} \\
& \left(\int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{\alpha-1}{2_{s}^{*}}}\left(\int_{\mathbb{R}^{N}}|v|^{2_{s}^{*}} \mathrm{~d} x\right)^{\frac{\beta-1}{2_{s}^{*}}} \\
\leq & S^{-\frac{1}{2}-\frac{1}{2}-\frac{\alpha-1}{2}-\frac{\beta-1}{2}}\|\phi\|_{\dot{H}^{s}}\|\psi\|_{\dot{H}^{s}}\|u\|_{\dot{H}^{s}}^{\alpha-1}\|v\|_{\dot{H}^{s}}^{\beta-1} \\
\leq & \frac{S^{\frac{2}{2}_{s}^{2}}}{2}\|(\phi, \psi)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2_{s}^{*}}
\end{aligned}
$$

Thus, substituting the above three estimates in (5.2.1), we obtain

$$
\begin{aligned}
J_{f, g}^{\prime \prime}(u, v)((\phi, \psi),(\phi, \psi)) \geq( & \left.-\frac{S^{-\frac{2_{s}^{*}}{2}}}{2_{s}^{*}}\|(u, v)\|_{H^{s} \times \dot{H}^{s}}^{22_{s}^{*}}[\alpha(\alpha-1)+\beta(\beta-1)+\alpha \beta]\right) . \\
& \times\|(\phi, \psi)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} .
\end{aligned}
$$

Therefore, $J_{f, g}^{\prime \prime}(u, v)$ is positive definite for $(u, v)$ in the ball centered at 0 and of radius $r$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, where

$$
r=\left(\frac{2_{s}^{*}}{\alpha^{2}+\beta^{2}+\alpha \beta-2_{s}^{*}}\right)^{\frac{1}{2_{s}^{2}-2}} S^{\frac{N}{4 s}} .
$$

Hence $J_{f, g}$ is strictly convex in $B_{r}$. For $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, with $\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}=r$,

$$
\begin{aligned}
J_{f, g}(u, v) & =\frac{1}{2} \|\left(u, v \|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}\right. \\
& \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}} S_{(\alpha, \beta)}^{-\frac{z_{s}^{*}}{2}} r^{2_{s}^{*}-2}\right) r^{2}-\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\|u\|_{\dot{H}^{s}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\|v\|_{\dot{H}^{s}}\right) \\
& \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}} S_{(\alpha, \beta)}^{-\frac{z_{s}^{*}}{2}} r^{2_{s}^{*}-2}\right) r^{2}-\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right) r .
\end{aligned}
$$

As $r^{2_{s}^{*}-2}=\frac{2_{s}^{*}}{\alpha^{2}+\beta^{2}+\alpha \beta-2_{s}^{*}} S^{\frac{2_{s}^{*}}{2}}$, we obtain

$$
\begin{equation*}
J_{f, g}(u, v) \geq\left[\frac{1}{2}-\frac{1}{\alpha^{2}+\beta^{2}+\alpha \beta-2_{s}^{*}}\left(\frac{S}{S_{(\alpha, \beta)}}\right)^{\frac{2_{*}^{*}}{2}}\right] r^{2}-r\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right) . \tag{5.2.2}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left(\alpha^{2}+\beta^{2}+\alpha \beta-2_{s}^{*}\right)\left(\frac{S_{(\alpha, \beta)}}{S}\right)^{2_{s}^{*} / 2}>2 \tag{5.2.3}
\end{equation*}
$$

By Lemma 5.2.2 and $\alpha+\beta=2_{s}^{*}$, we have

$$
\begin{aligned}
\left(\alpha^{2}+\beta^{2}+\alpha \beta-2_{s}^{*}\right)\left(\frac{S_{(\alpha, \beta)}}{S}\right)^{\frac{2_{s}^{*}}{2}} & >\left(\alpha^{2}+\beta^{2}+\alpha \beta-2_{s}^{*}\right) \frac{S_{(\alpha, \beta)}}{S} \\
& =\left[2_{s}^{*}\left(2_{s}^{*}-1\right)-\alpha \beta\right]\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{2_{s}^{*}}} \frac{2_{s}^{*}}{\alpha} .
\end{aligned}
$$

Since $2_{s}^{*}>2$, to prove (5.2.3) it is enough to show that

$$
\left[2_{s}^{*}\left(2_{s}^{*}-1\right)-\alpha \beta\right]\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{2_{s}^{*}}} \frac{1}{\alpha}>1 .
$$

Now,

$$
\begin{aligned}
{\left[2_{s}^{*}\left(2_{s}^{*}-1\right)-\alpha \beta\right]\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{2_{s}^{*}}} \frac{1}{\alpha}>1 } & \Longleftrightarrow 2_{s}^{*}\left(2_{s}^{*}-1\right)-\alpha \beta>\beta^{\frac{\beta}{2_{s}^{*}}} \alpha^{\frac{2_{s}^{*}-\beta}{2_{s}^{*}}} \\
& \Longleftrightarrow 2_{s}^{*}\left(2_{s}^{*}-1\right)>\alpha \beta\left[1+\frac{1}{\left.\alpha^{\frac{\beta}{2_{s}^{*}}} \beta^{\frac{2^{*}-\beta}{2_{s}^{*}}}\right]} .\right.
\end{aligned}
$$

Since, $\alpha, \beta>1$ and $\alpha+\beta=2_{s}^{*}$, we have

$$
\alpha \beta\left[1+\frac{1}{\alpha^{\frac{\beta}{2_{s}^{*}}} \beta^{\frac{2_{s}^{*}-\beta}{2_{s}^{*}}}}\right]<2 \alpha \beta \leq \frac{(\alpha+\beta)^{2}}{2}=\frac{\left(2_{s}^{*}\right)^{2}}{2}<2_{s}^{*}\left(2_{s}^{*}-1\right) .
$$

Hence the claim (5.2.3) follows.
Now, by (5.2.2) and (5.2.3) there exists a number $d>0$ such that $\inf _{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}=r} J_{f, g}(u, v)>0$, provided that $0<\max \left\{\|f\|_{\left(\dot{H}^{s}\right)^{\prime}},\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right\} \leq d$. Furthermore, for $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, with $u>0$ and $v \geq 0$,

$$
J_{f, g}(t u, t v)\left\{\begin{array}{l}
<0 \text { for } t>0 \text { small enough }  \tag{5.2.4}\\
>0 \text { for } t<0 \text { small enough, }
\end{array}\right.
$$

since $f$ and $g$ are nontrivial. Combining this along with the fact that $J_{f, g}$ is strictly convex in $B_{r}$ and

$$
\inf _{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}=r} J_{f, g}(u, v)>0=J_{f, g}(0,0),
$$
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we conclude that there exists a unique critical point $(\bar{u}, \bar{v})$ of $J_{f, g}$ in $B_{r}$ such that

$$
J_{f, g}(\bar{u}, \bar{v})=\inf _{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}<r} J_{f, g}(u, v)<J_{f, g}(0,0)=0 .
$$

Therefore, $(\bar{u}, \bar{v})$ is a nontrivial solution of

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u=\frac{\alpha}{2_{s}^{*}} u_{+}^{\alpha-1} v_{+}^{\beta}+f(x) \text { in } \mathbb{R}^{N},  \tag{5.2.5}\\
(-\Delta)^{s} v=\frac{\beta}{2_{s}^{*}} v_{+}^{\beta-1} u_{+}^{\alpha}+g(x) \text { in } \mathbb{R}^{N}, \\
u, v \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) .
\end{array}\right.
$$

Since, $f$ and $g$ are nonnegative functionals, then taking $(\phi, \psi)=\left(\bar{u}_{-}, \bar{v}_{-}\right)$as a test function in (5.2.5), we obtain

$$
\begin{aligned}
& -\left\|\bar{u}_{-}\right\|_{\dot{H}^{s}}^{2}-\iiint_{\mathbb{R}^{2 N}} \frac{\left[\bar{u}_{+}(y) \bar{u}_{-}(x)+\bar{u}_{+}(x) \bar{u}_{-}(y)\right]}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y-\left\|\bar{v}_{-}\right\|_{\dot{H}^{s}}^{2} \\
& \quad-\iint_{\mathbb{R}^{2 N}} \frac{\left[\bar{v}_{+}(y) \bar{v}_{-}(x)+\bar{v}_{+}(x) \bar{v}_{-}(y)\right]}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \quad={ }_{H^{-s}}\left\langle f, \bar{u}_{-}\right\rangle_{H^{s}}+{ }_{H^{-s}}\left\langle g, \bar{v}_{-}\right\rangle_{H^{s}} \geq 0 .
\end{aligned}
$$

This in turn implies $\bar{u}_{-}=0$ and $\bar{v}_{-}=0$, i.e., $\bar{u} \geq 0$ and $\bar{v} \geq 0$. Therefore, $(\bar{u}, \bar{v})$ is nontrivial nonnegative solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$.

Next we assert that $(\bar{u}, \bar{v}) \neq(0,0)$ implies $\bar{u} \neq 0$ and $\bar{v} \neq 0$. Suppose not, that is assume for instance that $\bar{u} \neq 0$ but $\bar{v}=0$. Then taking the test function $(\phi, \psi)=(\bar{u}, 0)$ we get

$$
\|\bar{u}\|_{\dot{H}^{s}}^{2}={ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, \bar{u}\rangle_{\dot{H}^{s}} .
$$

Next, choose as test function $(\phi, \psi)=(0, \bar{u})$, so that

$$
{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, \bar{u}\rangle_{\dot{H}^{s}}=0 .
$$

Hence, $\|\bar{u}\|_{\dot{H}^{s}}=0$, since $\operatorname{ker}(f)=\operatorname{ker}(g)$ by assumption. This contradicts the fact that $(\bar{u}, \bar{v}) \neq(0,0)$. Similarly, we can show that if $\bar{u}=0$ then $\bar{v}=0$ too. Hence the assertion follows.

Let us claim that $\bar{u}>0$ and $\bar{v}>0$ in $\mathbb{R}^{N}$. To prove the claim, first we note that taking the test function $(\phi, \psi)=(\phi, 0)$, where $\phi \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ with $\phi \geq 0$, we obtain

$$
\langle\bar{u}, \phi\rangle_{\dot{H}^{s}}=\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}} \bar{u}^{\alpha-1} \bar{v}^{\beta} \phi \mathrm{d} x+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, \phi\rangle_{\dot{H}^{s}} \geq 0
$$

as $f$ is a nonnegative functional and $\bar{u}, \bar{v} \geq 0$. This implies $\bar{u}$ is a weak supersolution to

$$
(-\Delta)^{s} u=0
$$

Therefore, applying the maximum principle [56, Theorem 1.2 (ii)], with $c \equiv 0$ and $p=2$ there, it follows that $\bar{u}>0$ in $\mathbb{R}^{N}$. Similarly, taking the test function $(\phi, \psi)=(0, \psi)$, with $\psi \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\psi \geq 0$, yields $\bar{v}>0$ in $\mathbb{R}^{N}$. This proves the claim.

The final assertion will be shown below by the method of contradiction. Therefore, let us suppose $\bar{u} \equiv \bar{v}$ and divide the proof in the two cases covered by the theorem.

First, we assume $f \equiv g$ but $\alpha \neq \beta$. Then, taking the test function $(\phi, \psi)=(\bar{u},-\bar{u})$ yields

$$
\frac{1}{2_{s}^{*}}(\alpha-\beta) \int_{\mathbb{R}^{N}} \bar{u}^{\alpha+\beta} d x=0 .
$$

This is impossible since $\bar{u}$ is positive in $\mathbb{R}^{N}$.
In the remaining case, we assume $\alpha=\beta$ but $f \not \equiv g$ and $\operatorname{ker}(f)=\operatorname{ker}(g)$. Then taking the test function $(\phi, \psi)=(\phi,-\phi)$, where $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, we obtain

$$
\left.\dot{H}^{s}\right)^{s}\langle f-g, \phi\rangle_{\dot{H}^{s}}=0 .
$$

This in turn implies $f \equiv g$ as $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ is arbitrary. This contradiction completes the proof of Part ( $i$ ).

Part (ii). The proof follows along the same lines as in Part ( $i$ ), therefore we just mention only the differences. It is easy to see that the associated
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functional corresponding to $\left(\mathcal{S}_{\alpha, \beta}^{\gamma}\right)$ is now
$\tilde{I}_{f, g}(u, v):=\frac{1}{2}\|(u, v)\|_{H^{s} \times H^{s}}^{2}-\frac{1}{\alpha+\beta} \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x-_{H^{-s}}\langle f, u\rangle_{H^{s}}-{ }_{H^{-s}}\langle g, v\rangle_{H^{s}}$.
Let us introduce the auxiliary functional as
$\tilde{J}_{f, g}(u, v):=\frac{1}{2}\|(u, v)\|_{H^{s} \times H^{s}}^{2}-\frac{1}{\alpha+\beta} \int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta} \mathrm{d} x-_{H^{-s}}\langle f, u\rangle_{H^{s}}-_{H^{-s}}\langle g, v\rangle_{H^{s}}$, which is well defined in $H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$ and of class $C^{1}\left(H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)\right)$, with second derivative. Arguing as before, we obtain for all $(u, v),(\phi, \psi) \in$ $H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$
$\tilde{J}_{f, g}^{\prime \prime}(u, v)((\phi, \psi),(\phi, \psi))$
$=\|(\phi, \psi)\|_{H^{s} \times H^{s}}^{2}-\frac{\alpha(\alpha-1)}{\alpha+\beta} \int_{\mathbb{R}^{N}} u_{+}^{\alpha-2} v_{+}^{\beta} \phi^{2} \mathrm{~d} x$
$-\frac{\beta(\beta-1)}{\alpha+\beta} \int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta-2} \psi^{2} \mathrm{~d} x-\frac{2 \alpha \beta}{\alpha+\beta} \int_{\mathbb{R}^{N}} u_{+}^{\alpha-1} v_{+}^{\beta-1} \phi \psi \mathrm{~d} x$.
$\geq\left(1-\frac{S_{\alpha+\beta}^{-\frac{\alpha+\beta}{2}}}{\alpha+\beta}\|(u, v)\|_{H^{s} \times H^{s}}^{\alpha+\beta-2}[\alpha(\alpha-1)+\beta(\beta-1)+\alpha \beta]\right) \times\|(\phi, \psi)\|_{H^{s} \times H^{s}}^{2}$.
Therefore, $\tilde{J}_{f, g}^{\prime \prime}(u, v)$ is positive definite for $(u, v)$ in the ball centered at 0 and of radius $r$ in $H^{s}\left(\mathbb{R}^{N}\right) \times H^{s}\left(\mathbb{R}^{N}\right)$, where

$$
r=\left(\frac{\alpha+\beta}{\alpha^{2}+\beta^{2}+\alpha \beta-(\alpha+\beta)}\right)^{\frac{1}{\alpha+\beta-2}} S_{\alpha+\beta}^{\frac{\alpha+\beta}{2(\alpha+\beta-2)}} .
$$

Hence $\tilde{J}_{f, g}$ is strictly convex in $B_{r}$. Furthermore, for all $(u, v) \in H^{s}\left(\mathbb{R}^{N}\right) \times$ $H^{s}\left(\mathbb{R}^{N}\right)$, with $\|(u, v)\|_{H^{s} \times H^{s}}=r$,
$\tilde{J}_{f, g}(u, v) \geq\left[\frac{1}{2}-\frac{1}{\alpha^{2}+\beta^{2}+\alpha \beta-(\alpha+\beta)}\left(\frac{S_{\alpha+\beta}}{S_{(\alpha, \beta)}}\right)^{\frac{\alpha+\beta}{2}}\right] r^{2}-r\left(\|f\|_{H^{-s}}+\|g\|_{H^{-s}}\right)$.

Since $S_{(\alpha, \beta)}>S_{\alpha+\beta}$ by Lemma 5.2.2, we have

$$
\begin{aligned}
& \left(\alpha^{2}+\beta^{2}+\alpha \beta-(\alpha+\beta)\right)\left(\frac{S_{(\alpha, \beta)}}{S_{\alpha+\beta}}\right)^{(\alpha+\beta) / 2} \\
& \geq\left(\alpha^{2}+\beta^{2}+\alpha \beta-(\alpha+\beta)\right) \frac{S_{(\alpha, \beta)}}{S_{\alpha+\beta}} \\
& =[(\alpha+\beta)(\alpha+\beta-1)-\alpha \beta]\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{\alpha+\beta}} \frac{\alpha+\beta}{\alpha} .
\end{aligned}
$$

Therefore, to prove

$$
\left[\alpha^{2}+\beta^{2}+\alpha \beta-(\alpha+\beta)\right]\left(\frac{S_{(\alpha, \beta)}}{S_{\alpha+\beta}}\right)^{(\alpha+\beta) / 2}>2,
$$

it is enough to show that

$$
[(\alpha+\beta)(\alpha+\beta-1)-\alpha \beta]\left(\frac{\alpha}{\beta}\right)^{\frac{\beta}{\alpha+\beta}} \frac{1}{\alpha}>1,
$$

since $\alpha+\beta>2$. Actually, the above expression is equivalent to

$$
(\alpha+\beta)(\alpha+\beta-1)>\alpha \beta\left[1+\frac{1}{\alpha^{\frac{\beta}{\alpha+\beta}} \beta^{\frac{\alpha}{\alpha+\beta}}}\right] .
$$

As $\alpha, \beta>1$, a straight forward computation yields

$$
\alpha \beta\left[1+\frac{1}{\alpha^{\frac{\beta}{\alpha+\beta}} \beta^{\frac{\alpha}{\alpha+\beta}}}\right]<2 \alpha \beta \leq \frac{(\alpha+\beta)^{2}}{2}<(\alpha+\beta)(\alpha+\beta-1) .
$$

Therefore, (5.2.6) implies the existence of a number $d>0$ such that

$$
\inf _{\|(u, v)\|_{H^{s} \times H^{s}}=r} \tilde{J}_{f, g}(u, v)>0, \quad \text { provided that } 0<\max \left\{\|f\|_{H^{-s}},\|g\|_{H^{-s}}\right\} \leq d .
$$

From here on, proceeding as in the proof of Part ( $i$ ), with obvious changes, we get the assertion.

### 5.3 Uniqueness for the homogeneous system

First we need an auxiliary lemma which will be used to prove Theorem 5.1.3. Consider the following system with a parameter $\mu>0$

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u=\mu|u|^{2_{s}^{*}-2} u+\frac{\alpha}{2_{s}^{*}}|u|^{\alpha-2} u|v|^{\beta} \text { in } \mathbb{R}^{N},  \tag{5.3.1}\\
(-\Delta)^{s} v=\frac{\beta}{2_{s}^{*}}|v|^{\beta-2} v|u|^{\alpha} \text { in } \mathbb{R}^{N}, \\
u, v>0 \text { in } \mathbb{R}^{N} .
\end{array}\right.
$$

Associated to (5.3.1), we define

$$
\begin{equation*}
S_{\mu, \alpha, \beta}:=\inf _{(u, v) \in \dot{H}^{s} \times \dot{H}^{s} \backslash\{(0,0)\}} \frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\left(\mu \int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}} . \tag{5.3.2}
\end{equation*}
$$
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Lemma 5.3.1. (i) Let $h(\tau):=\frac{1+\tau^{2}}{\left(\mu+\tau^{\beta}\right)^{2 / 2_{s}^{*}}}, \tau>0$. Then there exists $\mu_{0}>$ 0 such that for $\mu \in\left(0, \mu_{0}\right)$,

$$
S_{\mu, \alpha, \beta}=h\left(\tau_{0}\right) S, \quad \text { where } \quad h\left(\tau_{0}\right)=\min _{\tau>0} h(\tau) .
$$

Furthermore, $\tau_{0}=\tau_{0}(\mu, \alpha, \beta, N, s)>0$.
(ii) For any $r>0,\left(r w, r \tau_{0} w\right)$ achieves $S_{\mu, \alpha, \beta}$, where $w$ is the unique positive solution of (5.0.1).

Proof. Let $\left\{\left(u_{n}, v_{n}\right)\right\}$ be a minimizing sequence for $S_{\mu, \alpha, \beta}$. Choose $\tau_{n}>$ 0 such that $\left\|v_{n}\right\|_{L_{s}^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)}=\tau_{n}\left\|u_{n}\right\|_{L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)}$. Now set, $z_{n}=\frac{v_{n}}{\tau_{n}}$. Therefore, $\left\|u_{n}\right\|_{L^{2_{s}^{*}\left(\mathbb{R}^{N}\right)}}=\left\|z_{n}\right\|_{L^{2_{s}^{*}\left(\mathbb{R}^{N}\right)}}$ and applying Young's inequality,

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|z_{n}\right|^{\beta} \mathrm{d} x & \leq \frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|z_{n}\right|^{2_{s}^{*}} \mathrm{~d} x \\
& =\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2_{s}^{*}} \mathrm{~d} x=\int_{\mathbb{R}^{N}}\left|z_{n}\right|^{2_{s}^{*}} \mathrm{~d} x
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& S_{\mu, \alpha, \beta}+o(1)=\frac{\left\|u_{n}\right\|_{\dot{H}^{s}}^{2}+\left\|v_{n}\right\|_{\dot{H}^{s}}^{2}}{\left(\mu \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}} \\
& =\frac{\left\|u_{n}\right\|_{\dot{H}^{s}}^{2}}{\left(\mu \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+\tau_{n}^{\beta} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|z_{n}\right|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}} \\
& +\frac{\tau_{n}^{2}\left\|u_{n}\right\|_{\dot{H}^{s}}^{2}}{\left(\mu \int_{\mathbb{R}^{N}}\left|z_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+\tau_{n}^{\beta} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|z_{n}\right|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}} \\
& \geq \frac{1}{\left(\mu+\tau_{n}^{\beta}\right)^{2 / 2_{s}^{*}}} \frac{\left\|u_{n}\right\|_{\dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2 *} \mathrm{~d} x\right)^{2 / 2_{s}^{*}}} \\
& +\frac{\tau_{n}^{2}}{\left(\mu+\tau_{n}^{\beta}\right)^{2 / 2_{s}^{*}}} \frac{\left\|z_{n}\right\|_{\dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}\left|z_{n}\right|^{2 *} \mathrm{~d} x\right)^{2 / 2_{s}^{*}}} \\
& \geq \frac{1+\tau_{n}^{2}}{\left(\mu+\tau_{n}^{\beta}\right)^{2 / 2_{s}^{*}}} S \geq \min _{\tau>0} h(\tau) S .
\end{aligned}
$$

Note that $h$ is a $C^{1}$ function with $h(\tau)>0$ for all $\tau \geq 0, h(\tau) \rightarrow \infty$ as $\tau \rightarrow \infty$ and $h(\tau) \rightarrow \mu^{-\frac{2}{2_{s}^{*}}}$ as $\tau \rightarrow 0$. Therefore, there exists $\tau_{0} \geq 0$ such that $\min _{\tau>0} h(\tau)=h\left(\tau_{0}\right)$. Next, we claim that $\tau_{0}>0$, if we choose $\mu>0$ small enough. To prove the claim, first we note that $h(0)=\mu^{-\frac{2}{2_{s}^{*}}}$ and $h(1)=2(1+\mu)^{-2 / 2_{s}^{*}}$. Therefore, we can choose $\mu_{0}>0$ small enough such that for $\mu \in\left(0, \mu_{0}\right), h(0)>h(1)$. Thus, $h$ can not attain global minimum at 0 , if $\mu \in\left(0, \mu_{0}\right)$. Hence $\tau_{0}>0$.

Consequently, $S_{\mu, \alpha, \beta}+o(1) \geq h\left(\tau_{0}\right) S$, and as $o(1) \rightarrow 0$ as $n \rightarrow \infty$, we get $S_{\mu, \alpha, \beta} \geq h\left(\tau_{0}\right) S$. On the other hand, choosing $(u, v)=\left(w, \tau_{0} w\right)$, we easily see that $S_{\mu, \alpha, \beta} \leq h\left(\tau_{0}\right) S$. Hence $S_{\mu, \alpha, \beta}=h\left(\tau_{0}\right) S$.

Since $\tau_{0}$ is the minimum point for $h$, clearly $h^{\prime}\left(\tau_{0}\right)=0$. Thus $\tau_{0}$ satisfies

$$
\tau\left(\mu 2_{s}^{*}+\alpha \tau^{\beta}-\beta \tau^{\beta-2}\right)=0
$$

But $\tau_{0}>0$, and so $\tau_{0}$ satisfies $\mu 2_{s}^{*}+\alpha \tau^{\beta}-\beta \tau^{\beta-2}=0$. This proves (i).
(ii) Note that for $(u, v)=\left(r w, r \tau_{0} w\right)$, an easy computation yields

$$
\frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\left(\mu \int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}}=h\left(\tau_{0}\right) S
$$

Hence using (i), we conclude that $S_{\mu, \alpha, \beta}$ is achieved by ( $\left.r w, r \tau_{0} w\right)$.

## Proof of Theorem 5.1.3

Proof. Suppose that $\left(u_{0}, v_{0}\right)$ and $w$ achieves $S_{\alpha, \beta}$ and $S$ respectively. We are going to prove that there are $r, t>0$ such that

$$
\left(u_{0}, v_{0}\right)=(r w, t w) .
$$

## Claim.

a)

$$
\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x=r^{\alpha} t^{\beta} \int_{\mathbb{R}^{N}} w^{2_{s}^{*}} \mathrm{~d} x, \quad \text { whenever } \quad \frac{r}{t}=\sqrt{\frac{\alpha}{\beta}} .
$$
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 SUBCRITICAL NONLINEARITIESb) There exists $r>0$ such that

$$
\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{2_{s}^{*}} \mathrm{~d} x=r^{2_{s}^{*}} \int_{\mathbb{R}^{N}} w^{2_{s}^{*}} \mathrm{~d} x .
$$

Assuming the Claim for a while, first we complete the proof.
Indeed, fix $r$ as found in claim b ) and set $t=r \sqrt{\beta / \alpha}$. Therefore, by Lemma 5.0.2, $(r w, t w)$ achieves $S_{\alpha, \beta}$. Consequently, $(r w, t w)$ solves ( $\mathcal{S}_{2_{s}^{*}}^{0}$ ) with $f=0=g$ and

$$
\begin{equation*}
\frac{\alpha}{2_{s}^{*}} r^{\alpha-2} t^{\beta}=1=\frac{\beta}{2_{s}^{*}} r^{\alpha} t^{\beta-2} . \tag{5.3.3}
\end{equation*}
$$

Now define $\left(u_{1}, v_{1}\right)=\left(\frac{u_{0}}{r}, \frac{v_{0}}{t}\right)$. Then, by Claim a) we have

$$
\left\|u_{1}\right\|_{\dot{H}^{s}}^{2}=\frac{1}{r^{2}}\left\|u_{0}\right\|_{\dot{H}^{s}}^{2}=\frac{\alpha}{2_{s}^{*} r^{2}} \int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x=\frac{\alpha r^{\alpha} t^{\beta}}{2_{s}^{*} r^{2}} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x=\|w\|_{\dot{H}^{s}}^{2},
$$

where for the last equality we have used (5.3.3). Similarly, it follows that

$$
\left\|v_{1}\right\|_{\dot{H}^{s}}^{2}=\|w\|_{\dot{H}^{s}}^{2}
$$

Therefore

$$
\begin{equation*}
\left\|u_{1}\right\|_{\dot{H}^{s}}^{2}=\|w\|_{\dot{H}^{s}}^{2}=\left\|v_{1}\right\|_{\dot{H}^{s}}^{2} . \tag{5.3.4}
\end{equation*}
$$

Further, using Claim b) in the definition of $u_{1}$ yields

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2_{s}^{*}} \mathrm{~d} x=\int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x . \tag{5.3.5}
\end{equation*}
$$

Combining (5.3.4) and (5.3.5), by the uniqueness result in the scalar case, see [48], we conclude that

$$
u_{1}=w, \text { that is } u_{0}=r w .
$$

Now we prove that $v_{1}=w$. Indeed, by Claim a)

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x=\int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\alpha}\left|v_{1}\right|^{\beta} \mathrm{d} x & \leq\left(\int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\alpha / 2_{s}^{*}}\left(\int_{\mathbb{R}^{N}}\left|v_{1}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\beta / 2_{s}^{*}} \\
& =\left(\int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x\right)^{\alpha / 2_{s}^{*}}\left(\int_{\mathbb{R}^{N}}\left|v_{1}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\beta / 2_{s}^{*}}
\end{aligned}
$$

Consequently, $\|w\|_{L^{2_{s}^{*}}} \leq\left\|v_{1}\right\|_{L_{s}^{2 *}}$. Combining this with (5.3.4) and the fact that $w$ achieves $S$, we obtain

$$
S^{-1 / 2}\left\|v_{1}\right\|_{\dot{H}^{s}}=S^{-1 / 2}\|w\|_{\dot{H}^{s}}=\|w\|_{L^{2}} \leq\left\|v_{1}\right\|_{L^{2} * s} \leq S^{-1 / 2}\left\|v_{1}\right\|_{\dot{H}^{s}}
$$

Hence the inequality becomes equality in the above expression, i.e., $v_{1}$ achieves $S$. Again by the uniqueness result in the scalar case, we conclude that

$$
v_{1}=w, \text { that is } v_{0}=t w .
$$

This proves Theorem 5.1.3. Now we are going to prove the Claim. First, we prove Claim a).

Consider the following problem with a parameter $\mu>0$

$$
\left\{\begin{array}{l}
(-\Delta)^{s} u=\frac{\mu \alpha}{2_{s}^{*}}|u|^{\alpha-2} u|v|^{\beta} \text { in } \mathbb{R}^{N}, \\
(-\Delta)^{s} v=\frac{\mu \beta}{2_{s}^{*}}|v|^{\beta-2} v|u|^{\alpha} \text { in } \mathbb{R}^{N}, \\
u, v>0 \text { in } \mathbb{R}^{N} .
\end{array}\right.
$$

Associated to $\left(\mathcal{S}_{\mu}\right)$, define the following min-max problem

$$
B(\mu):=\inf _{(u, v) \in \dot{H}^{s} \times \dot{H}^{s} \backslash\{(0,0)\}} \max _{t>0} E_{\mu}(t u, t v),
$$

where

$$
E_{\mu}(u, v):=\frac{1}{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{\mu}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x .
$$

Note that there exists $t_{\mu}>0$ such that

$$
\max _{t>0} E_{\mu}\left(t u_{0}, t v_{0}\right)=E_{\mu}\left(t_{\mu} u_{0}, t_{\mu} v_{0}\right),
$$

where $t_{\mu}$ satisfies

$$
H\left(\mu, t_{\mu}\right)=0 \quad \text { and } \quad H(\mu, t):=C-\mu D t^{2_{s}^{*}-2},
$$

with

$$
C=\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \text { and } D=\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x \text {. }
$$
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Since $\left(u_{0}, v_{0}\right)$ is a least energy solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ with $f=0=g$,

$$
H(1,1)=0, \frac{\partial}{\partial t} H(1,1)<0 \text { and } H\left(\mu, t_{u}\right)=0 .
$$

By the implicit function theorem $t_{\mu}$ is a $C^{1}$ function near of $\mu=1$, and

$$
\left.t_{\mu}^{\prime}\right|_{\mu=1}=-\left.\frac{\frac{\partial}{\partial \mu} H}{\frac{\partial}{\partial t} H}\right|_{\mu=1=t}=-\frac{1}{\left(2_{s}^{*}-2\right)} .
$$

By the Taylor formula around $\mu=1$, we have

$$
t_{\mu}(\mu)=1+t_{\mu}^{\prime}(1)(\mu-1)+O\left(|\mu-1|^{2}\right)
$$

Consequently,

$$
t_{\mu}^{2}(\mu)=1+2 t_{\mu}^{\prime}(1)(\mu-1)+O\left(|\mu-1|^{2}\right) .
$$

Further, as $H\left(\mu, t_{\mu}\right)=C-\mu D t_{\mu}^{2_{s}^{*}-2}=0$ and $C=D$, we have $t_{\mu}^{2_{s}^{*}-2}=\mu^{-1}$.
Therefore,

$$
\begin{align*}
B(\mu) \leq E_{\mu}\left(t_{\mu} u_{0}, t_{\mu} v_{0}\right) & =t_{\mu}^{2}\left(\frac{1}{2}-\frac{\mu t_{\mu}^{2_{s}^{*}-2}}{2_{s}^{*}}\right)\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \\
& =t_{\mu}^{2} \frac{s}{N}\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}=t_{\mu}^{2} B(1) \\
& =B(1)-\frac{2}{\left(2_{s}^{*}-2\right)} B(1)(\mu-1)+O\left(|\mu-1|^{2}\right) . \tag{5.3.6}
\end{align*}
$$

From the definition of $B(1)$, a direct computation yields

$$
\begin{align*}
B(1) & =\inf _{(u, v) \in \dot{H}^{s} \times \dot{H}^{s} \backslash\{(0,0)\}} E_{1}(\tilde{t} u, \tilde{t} v), \quad \text { where } \quad \tilde{t}=\left(\frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x}\right)^{1 /\left(2_{s}^{*}-2\right)} \\
& =\inf _{(u, v) \in \dot{H^{s} \times \dot{H}^{s} \backslash\{(0,0)\}}} \frac{s}{N}\left(\frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}}\right)^{2_{s}^{*} /\left(2_{s}^{*}-2\right)} \\
& =\frac{s}{N} S_{\alpha, \beta}^{2_{s}^{2}-2}=\frac{s}{N}\left(\frac{\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}}\right)^{2_{s}^{*} /\left(2_{s}^{*}-2\right)}=\frac{s D}{N} . \tag{5.3.7}
\end{align*}
$$

Substituting the above value of $B(1)$ in (5.3.6) yields

$$
B(\mu) \leq B(1)-\frac{D}{2_{s}^{*}}(\mu-1)+O\left(|\mu-1|^{2}\right) .
$$

Thus

$$
\frac{B(\mu)-B(1)}{\mu-1}\left\{\begin{array}{lll}
\leq-\frac{D}{2_{s}^{*}}+O(|\mu-1|) & \text { if } & \mu>1  \tag{5.3.8}\\
\geq-\frac{D}{2_{s}^{*}}+O(|\mu-1|) & \text { if } & \mu<1
\end{array}\right.
$$

The first inequality in (5.3.8) implies $B^{\prime}(1) \leq-\frac{D}{2_{s}^{*}}$ and the second inequality in (5.3.8) implies $B^{\prime}(1) \geq-\frac{D}{2_{s}^{*}}$. Hence,

$$
\begin{equation*}
B^{\prime}(1)=-\frac{D}{2_{s}^{*}}=-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x \tag{5.3.9}
\end{equation*}
$$

On the other hand, proceeding as in (5.3.7), we derive that

$$
\begin{aligned}
B(\mu) & =\frac{s}{N} \frac{1}{\mu^{2 \cdot 2}-2} \inf _{(u, v) \in \dot{H}^{s} \times \dot{H}^{s} \backslash\{(0,0)\}}\left(\frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{\frac{2}{2_{s}^{*}}}}\right)^{2_{s}^{*} /\left(2_{s}^{*}-2\right)} \\
& =\frac{s}{N} \frac{1}{\mu^{\frac{2}{2_{s}^{*}-2}}} S_{\alpha, \beta}^{\frac{2_{s}^{*}}{2_{s}^{s}-2}}
\end{aligned}
$$

Since, $(r w, t w)$ (for any $r, t>0$ with $r / t=\sqrt{\alpha / \beta})$ is also a ground state solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ with $f=0=g$, from the above expression of $B(\mu)$, we obtain

$$
B(\mu)=\frac{s}{N} \frac{1}{\mu^{\frac{2}{2_{s}^{-2}}}} r^{\alpha} t^{\beta} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x \quad \Longrightarrow \quad B^{\prime}(1)=-\frac{r^{\alpha} t^{\beta}}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x
$$

Comparing this with (5.3.9), we conclude that

$$
\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x=r^{\alpha} t^{\beta} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x
$$

where $r, t>0$ are arbitrary with $r / t=\sqrt{\alpha / \beta}$. This proves Claim a).
Let us turn to the proof of Claim b). Let $\mu_{0}$ be as in Lemma 5.3.1. Consider the system (5.3.1) with $\mu \in\left(0, \mu_{0}\right)$ and define the following minmax problem

$$
\tilde{B}(\mu):=\inf _{(u, v) \in \dot{H}^{s} \times \tilde{H}^{s} \backslash\{(0,0)\}} \max _{t>0} \tilde{E}_{\mu}(t u, t v)
$$

where

$$
\tilde{E}_{\mu}(u, v):=\frac{1}{2}\|(u, v)\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}-\frac{\mu}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x .
$$

Note that there exists $t_{\mu}>0$ such that

$$
\max _{t>0} \tilde{E}_{\mu}\left(t u_{0}, t v_{0}\right)=\tilde{E}_{\mu}\left(t_{\mu} u_{0}, t_{\mu} v_{0}\right)
$$

where $t_{\mu}$ satisfies

$$
\tilde{H}\left(\mu, t_{\mu}\right)=0 \text { and } \tilde{H}(\mu, t)=C-(\mu G+D) t^{2_{s}^{*}-2}
$$

with

$$
C=\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \quad G=\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{2_{s}^{*}} \mathrm{~d} x \quad \text { and } \quad D=\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x .
$$

Since $\left(u_{0}, v_{0}\right)$ is a ground state solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ with $f=0=g$,
$\tilde{H}(0,1)=C-D=0, \quad \frac{\partial}{\partial t} \tilde{H}(0,1)=-\left(2_{s}^{*}-2\right) D \quad$ and $\quad \frac{\partial}{\partial \mu} \tilde{H}(0,1)=-G$,
evaluated at $t=1$ and $\mu=0$. By the implicit function theorem $t_{\mu}$ is a $C^{1}$ function near of $\mu=0$, and

$$
\left.t_{\mu}^{\prime}\right|_{\mu=0}=-\left.\frac{\frac{\partial}{\partial \mu} \tilde{H}}{\frac{\partial}{\partial t} \tilde{H}}\right|_{\mu=0, t=1}=-\frac{G}{\left(2_{s}^{*}-2\right) D} .
$$

The Taylor formula around $\mu=0$ and $t_{\mu}=1$ yields

$$
t_{\mu}(\mu)=1+\mu t_{\mu}^{\prime}(0)+O\left(|\mu|^{2}\right)
$$

consequently,

$$
t_{\mu}^{2}(\mu)=1+2 \mu t_{\mu}^{\prime}(0)+O\left(|\mu|^{2}\right)
$$

Now $\tilde{B}(0)=B(1)$, where $B($.$) is as defined in the proof of Claim a). There-$ fore, $\tilde{B}(0)=\frac{s D}{N}$.

Since $\tilde{H}\left(\mu, t_{\mu}\right)=C-(\mu G+D) t^{2_{s}^{*}-2}=0$, and $C=D$ using an argument as before, it follows that

$$
\begin{aligned}
\tilde{B}(\mu) \leq \tilde{E}_{\mu}\left(t_{\mu} u_{0}, t_{\mu} v_{0}\right) & =\frac{t_{\mu}^{2}}{2} C-\frac{t_{\mu}^{2_{s}^{*}}}{2_{s}^{*}}(\mu G+D) \\
& =t_{\mu}^{2} \frac{s D}{N}=t_{\mu}^{2} \tilde{B}(0) \\
& =\tilde{B}(0)-\frac{2 G}{\left(2_{s}^{*}-2\right) D} \mu \tilde{B}(0)+O\left(|\mu|^{2}\right) \\
& =\tilde{B}(0)-\frac{1}{2_{s}^{*}} G \mu+O\left(|\mu|^{2}\right) .
\end{aligned}
$$

Then

$$
\begin{equation*}
\tilde{B}^{\prime}(0)=\lim _{\mu \rightarrow 0} \frac{\tilde{B}(\mu)-\tilde{B}(0)}{\mu}=-\frac{G}{2_{s}^{*}}=-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{0}\right|^{2_{s}^{*}} \mathrm{~d} x \tag{5.3.10}
\end{equation*}
$$

On the other hand, from the definition of $\tilde{B}(\mu)$, a straight forward computation yields

$$
\begin{aligned}
\tilde{B}(\mu)= & \inf _{(u, v) \in \dot{H}^{s} \times \dot{H}^{s} \backslash\{(0,0)\}} \tilde{E}_{\mu}(\tilde{t} u, \tilde{t} v), \\
& \text { where } \tilde{t}=\left(\frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}}{\mu \int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|u|^{\alpha}|u|^{\beta} \mathrm{d} x}\right)^{1 /\left(2_{s}^{*}-2\right)}, \\
= & \frac{s}{N} \inf _{(u, v) \in \dot{H}^{s} \times \dot{H}^{s} \backslash\{(0,0)\}}\left[\frac{\|(u, v)\|^{2}}{\left(\mu \int_{\mathbb{R}^{N}}|u|^{2^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{2 / 2_{s}^{*}}}\right]^{2_{s}^{*} /\left(2_{s}^{*}-2\right)} .
\end{aligned}
$$

Since by Lemma 5.3.1, $S_{\mu, \alpha, \beta}$ is achieved by ( $r w, \tau_{0} r w$ ), an easy computation yields

$$
\tilde{B}(\mu)=\frac{s}{N}\left(\frac{1+\tau_{0}^{2}}{\left(\mu+\tau_{0}^{\beta}\right)^{2 / 2_{s}^{*}}}\right)^{2_{s}^{*} /\left(2_{s}^{*}-2\right)} \int_{\mathbb{R}^{N}}|u|^{2^{*}} \mathrm{~d} x
$$

As a consequence,

$$
\tilde{B}^{\prime}(0)=-\frac{1}{2_{s}^{*}}\left(\frac{1+\tau_{0}^{2}}{\tau_{0}^{\beta}}\right)^{2_{s}^{*} /\left(2_{s}^{*}-2\right)} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x
$$

Now set

$$
\tilde{r}=\left(\frac{1+\tau_{0}^{2}}{\tau_{0}^{\beta}}\right)^{1 /\left(2_{s}^{*}-2\right)} .
$$

Therefore, $\tilde{B}^{\prime}(0)=-\frac{\tilde{r}_{s}^{2_{s}^{*}}}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x$. Comparing this with (5.3.10) yields

$$
\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{2_{s}^{*}} \mathrm{~d} x=\tilde{r}^{2_{s}^{*}} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x
$$

This proves Claim b). Thus, we conclude the proof of Theorem 5.1.3.

### 5.4 The Palais-Smale decomposition

In this section we study the Palais-Smale sequences (in short, $(P S)$ sequences) of the functional associated to ( $\mathcal{S}_{2_{s}^{*}}^{0}$ ), namely,

$$
\begin{equation*}
I_{f, g}(u, v):=\frac{1}{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x-_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}} . \tag{5.4.1}
\end{equation*}
$$

We say that the sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a $(P S)$ sequence for $I_{f, g}$ at level $\beta$ if $I_{f, g}\left(u_{n}, v_{n}\right) \rightarrow \beta$ and $I_{f, g}^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0$ in $\left(\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times\right.$ $\left.\dot{H}^{s}\left(\mathbb{R}^{N}\right)\right)^{\prime}$. It is easy to see that the weak limit of a $(P S)$ sequence of $I_{f, g}$ solves $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ except the positivity.

However the main difficulty is that the $(P S)$ sequence may not converge strongly and hence the weak limit can be zero even if $\beta>0$. The main purpose of this section is to classify $(P S)$ sequences for the functional $I_{f, g}$.

Proposition 5.4.1. Let $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ be a $(P S)$ sequence for $I_{f, g}$ at a level $\gamma$. Then there exists a subsequence (still denoted by $\left.\left\{\left(u_{n}, v_{n}\right)\right\}\right)$ for which the following hold:
there exist an integer $k \geq 0$, sequences $\left\{x_{n}^{i}\right\}_{n} \subset \mathbb{R}^{N}$, $r_{n}^{i}>0$ for $1 \leq i \leq k$, pair of functions $(u, v),\left(\tilde{u}_{i}, \tilde{v}_{i}\right) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ for $1 \leq i \leq k$ such that $(u, v)$ satisfies $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ without the signed restrictions and

$$
\left\{\begin{array}{l}
(-\Delta)^{s} \tilde{u}_{i}=\frac{\alpha}{2_{s}^{*}}\left|\tilde{u}_{i}\right|^{\alpha-2} \tilde{u}_{i}\left|\tilde{v}_{i}\right|^{\beta} \text { in } \mathbb{R}^{N},  \tag{5.4.2}\\
(-\Delta)^{s} \tilde{v}_{i}=\frac{\beta}{2_{s}^{*}}\left|\tilde{v}_{i}\right|^{\beta-2} \tilde{v}_{i}\left|\tilde{u}_{i}\right|^{\alpha} \text { in } \mathbb{R}^{N},
\end{array}\right.
$$

$$
\begin{array}{r}
\left(u_{n}, v_{n}\right)=(u, v)+\sum_{i=1}^{k}\left(\tilde{u}_{i}, \tilde{v}_{i}\right)^{r_{n}^{i}, x_{n}^{i}}+o(1), \\
\text { where }\left(\tilde{u}_{i}, \tilde{v}_{i}\right)^{r, y}:=r^{-\frac{N-2 s}{2}}\left(\tilde{u}_{i}\left(\frac{x-y}{r}\right), \tilde{v}_{i}\left(\frac{x-y}{r}\right)\right)  \tag{5.4.3}\\
\text { and } o(1) \rightarrow 0 \quad \text { in } \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right), \\
\gamma=I_{f, g}(u, v)+\sum_{i=1}^{k} I_{0,0}\left(\tilde{u}_{i}, \tilde{v}_{i}\right)+o(1),
\end{array}
$$

where in the case $k=0$ the above expressions hold without $\left(\tilde{u}_{i}, \tilde{v}_{i}\right), x_{n}^{i}$ and $r_{n}^{i}$.

Remark 5.4.2. From Proposition 5.4.1, we see that if $\left\{\left(u_{n}, v_{n}\right)\right\}$ is any nonnegative $(P S)$ sequence for $I_{f, g}$ at level $\gamma$, then $\left\{\left(u_{n}, v_{n}\right)\right\}$ satisfies the $(P S)$ condition if $\gamma$ can not be decomposed as $\gamma=I_{f, g}(u, v)+\sum_{i=1}^{k} I_{0,0}\left(\tilde{u}_{i}, \tilde{v}_{i}\right)$, where $k \geq 1$ and ( $\tilde{u}_{i}, \tilde{v}_{i}$ ) is a solution of (5.4.2).

Before starting the proof of this proposition, we prove some lemmas which will be used in proving Proposition 5.4.1.

Lemma 5.4.3. [38, Theorem 2] Let $j: \mathbb{C} \rightarrow \mathbb{C}$ be a continuous function with $j(0)=0$ and satisfy the following hypothesis that for every $\varepsilon>0$, there exists two continuous functions $\varphi_{\varepsilon}$ and $\psi_{\varepsilon}$ such that

$$
|j(\tilde{a}+\tilde{b})-j(\tilde{a})| \leq \varepsilon \varphi_{\varepsilon}(\tilde{a})+\psi_{\varepsilon}(\tilde{b}) \quad \forall \tilde{a}, \tilde{b} \in \mathbb{C} .
$$

Further, let $f_{n}=f+g_{n}$ be a sequence of measurable functions from $\mathbb{R}^{N}$ to $\mathbb{C}$ such that
(i) $g_{n} \rightarrow 0$ a.e.
(ii) $j(f) \in L^{1}\left(\mathbb{R}^{N}\right)$.
(iii) $\int_{\mathbb{R}^{N}} \varphi_{\varepsilon}\left(g_{n}(x)\right) \mathrm{d} x \leq C<\infty$, for some constant $C$, independent of $\varepsilon$ and $n$.
(iv) $\int_{\mathbb{R}^{N}} \psi_{\varepsilon}(f(x)) \mathrm{d} x<\infty$ for all $\varepsilon>0$.

Then

$$
\int_{\mathbb{R}^{N}}\left|j\left(f+g_{n}\right)-j(f)-j\left(g_{n}\right)\right| \mathrm{d} x \longrightarrow 0, \quad \text { as } \quad n \rightarrow \infty
$$

Lemma 5.4.4. Let $\alpha, \beta>1$. Then for every $\varepsilon>0$, there exists $C_{\varepsilon}>0$ such that

$$
\left||x+a|^{\alpha}\right| y+\left.b\right|^{\beta}-|x|^{\alpha}|y|^{\beta} \mid \leq \varepsilon\left(|x|^{\alpha+\beta}+|y|^{\alpha+\beta}\right)+C_{\varepsilon}\left(|a|^{\alpha+\beta}+|b|^{\alpha+\beta}\right)
$$

holds for all $x, y, a, b \in \mathbb{R}$.

Proof. Let $\varepsilon>0$ be arbitrary. Then there exists $C_{\varepsilon}>0$ such that

$$
\begin{aligned}
|x+a|^{\alpha}|y+b|^{\beta}-|x|^{\alpha}|y|^{\beta}= & |y+b|^{\beta}\left(|x+a|^{\alpha}-|x|^{\alpha}\right)+|x|^{\alpha}\left(|y+b|^{\beta}-|y|^{\beta}\right) \\
\leq & 2^{\beta-1}\left(|y|^{\beta}+|b|^{\beta}\right)\left(\frac{\varepsilon / 2}{2^{\beta}-1}|x|^{\alpha}+C_{\varepsilon}|a|^{\alpha}\right) \\
& \quad+|x|^{\alpha}\left(\frac{\varepsilon}{2}|y|^{\beta}+C_{\varepsilon}|b|^{\beta}\right) \\
\leq & \varepsilon\left(|x|^{\alpha}|y|^{\beta}+\frac{1}{2}|b|^{\beta}|x|^{\alpha}\right) \\
& \quad+C_{\varepsilon}\left(|x|^{\alpha}|b|^{\beta}+|y|^{\beta}|a|^{\alpha}+|a|^{\alpha}|b|^{\beta}\right) \\
\leq & \varepsilon\left(|x|^{\alpha+\beta}+|y|^{\alpha+\beta}\right)+C_{\varepsilon}^{\prime}\left(|a|^{\alpha+\beta}+|b|^{\alpha+\beta}\right),
\end{aligned}
$$

where in the last inequality we have used Young's inequality with different $\varepsilon$. This completes the proof.

Lemma 5.4.5. If $u_{n} \rightharpoonup u$ and $v_{n} \rightharpoonup v$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Then

$$
\int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta}-|u|^{\alpha}|v|^{\beta}-\left|u_{n}-u\right|^{\alpha}\left|v_{n}-v\right|^{\beta}\right) \mathrm{d} x=o(1) .
$$

Proof. Define $j: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by $j(x, y)=|x|^{\alpha}|y|^{\beta}$. Then $j$ satisfies the hypothesis of Lemma 5.4.3. Next considering

$$
f_{n}:=\left(u_{n}, v_{n}\right), \quad f=(u, v), \quad g_{n}=\left(u_{n}-u, v_{n}-v\right),
$$

we see that all the hypothesis of Lemma 5.4.3 are satisfied. Hence the lemma follows from Lemma 5.4.3.

Lemma 5.4.6. Let $\left\{\left(u_{n}, v_{n}\right)\right\}$ weakly converge to $(u, v)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and pointwise a.e. in $\mathbb{R}^{N} \times \mathbb{R}^{N}$, then

$$
\begin{align*}
\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta} \phi \mathrm{d} x & \longrightarrow \int_{\mathbb{R}^{N}}|u|^{\alpha-2} u|v|^{\beta} \phi \mathrm{d} x \quad \text { as } n \rightarrow \infty,(5  \tag{5.4.5}\\
\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta-2} v_{n} \psi \mathrm{~d} x & \longrightarrow \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta-2} v \psi \mathrm{~d} x \quad \text { as } n \rightarrow \infty,(5 \tag{5.4.6}
\end{align*}
$$

for all $(\phi, \psi) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$.
Proof. Set

$$
M:=\max \left\{\left\|u_{n}\right\|_{L^{2,}\left(\mathbb{R}^{N}\right)}^{\alpha-1},\left\|v_{n}\right\|_{L_{s}^{2 *}\left(\mathbb{R}^{N}\right)}^{\beta}\|u\|_{L^{2,}\left(\mathbb{R}^{N}\right)}^{\alpha-1}\|v\|_{L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)}^{\beta}\right\} .
$$

Using the Sobolev inequality we see that $M$ is well-defined. Let $\phi \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\varepsilon>0$ be arbitrary. Then, there exists $R=R(\varepsilon)>0$ such that $\left(\int_{B(0, R)^{\mathrm{c}}}|\phi|^{2^{*}} \mathrm{~d} x\right)^{\frac{1}{2_{s}^{*}}}<\frac{\varepsilon}{2 M^{2}}$. Note that,

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta}\right. & \left.-|u|^{\alpha-2} u|v|^{\beta}\right) \phi \mathrm{d} x \\
& =\left(\int_{B(0, R)}+\int_{B(0, R)^{c}}\right)\left(\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta}-|u|^{\alpha-2} u|v|^{\beta}\right) \phi
\end{aligned}
$$

and using Hölder inequality

$$
\begin{aligned}
& \int_{B(0, R)^{c}}\left(\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta}-|u|^{\alpha-2} u|v|^{\beta}\right) \phi \mathrm{d} x \\
\leq & \left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{(\alpha-1) / 2_{s}^{*}}\left(\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2_{s}^{*}} \mathrm{~d} x\right)^{\beta / 2_{s}^{*}}\left(\int_{B(0, R)^{c}}|\phi|^{2_{s}^{*}} \mathrm{~d} x\right)^{1 / 2_{s}^{*}} \\
& +\left(\int_{\mathbb{R}^{N}}|u|^{2_{s}^{*}} \mathrm{~d} x\right)^{(\alpha-1) / 2_{s}^{*}}\left(\int_{\mathbb{R}^{N}}|v|^{2_{s}^{*}} \mathrm{~d} x\right)^{\beta / 2_{s}^{*}}\left(\int_{B(0, R)^{c}}|\phi|^{2_{s}^{*}} \mathrm{~d} x\right)^{1 / 2_{s}^{*}} \\
< & \varepsilon .
\end{aligned}
$$

On the other hand, using Hölder inequality as above, it is also easily checked that $\left(\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta}-|u|^{\alpha-2} u|v|^{\beta}\right) \phi$ is equi-integrable in $B(0, R)$. Therefore, applying Vitaly's convergence theorem it follows that

$$
\lim _{n \rightarrow \infty} \int_{B(0, R)}\left(\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta}-|u|^{\alpha-2} u|v|^{\beta}\right) \phi \mathrm{d} x=0 .
$$

Hence the lemma follows.

## Proof of Proposition 5.4.1:

Proof. We divide the proof into few steps.

Step 1: Using standard arguments it follows that $(P S)$ sequences for $I_{f, g}$ are bounded in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. More precisely, as $n \rightarrow \infty$

$$
\begin{aligned}
& \gamma+o(1)+o(1)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}} \\
\geq & I_{f, g}\left(u_{n}, v_{n}\right)-\frac{1}{2_{s}^{*}}\left(\dot{H}^{s} \times \dot{H}^{s}\right)^{\prime} \\
\geq & \left.\left.\left(\frac{1}{2}-\frac{1}{2_{f, g}^{*}}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}\right),\left(u_{n}, v_{n}\right)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
& \quad-\left(1-\frac{1}{2_{s}^{*}}\right)\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}\left\|u_{n}\right\|_{\dot{H}^{s}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\left\|v_{n}\right\|_{\dot{H}^{s}}\right) \\
\geq & \left(\frac{1}{2}-\frac{1}{2_{s}^{*}}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \\
& \quad-\left(1-\frac{1}{2_{s}^{*}}\right)\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}} .
\end{aligned}
$$

This immediately implies that $\left\{\left(u_{n}, v_{n}\right)\right\}$ is bounded in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Consequently, up to a subsequence, $\left(u_{n}, v_{n}\right) \rightharpoonup(u, v)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Further, ${ }_{\left(\dot{H}^{s} \times \dot{H}^{s}\right)^{\prime}}\left\langle I_{f, g}^{\prime}\left(u_{n}, v_{n}\right),(\phi, \psi)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \rightarrow 0$ implies

$$
\begin{aligned}
& \left\langle\left(u_{n}, v_{n}\right),(\phi, \psi)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}}-\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha-2} u_{n}\left|v_{n}\right|^{\beta} \phi \mathrm{d} x \\
& \quad-\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{\beta-2} v_{n}\left|u_{n}\right|^{\alpha} \psi \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, \phi\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle g, \psi\rangle_{\dot{H}^{s}}=o(1) .
\end{aligned}
$$

Passing to the limit using Lemma 5.4.6, we see that $(u, v)$ satisfies $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ without signed restrictions.

Step 2: In this step we show that $\left\{\left(u_{n}-u, v_{n}-v\right)\right\}$ is a $(P S)$ sequence for $I_{0,0}$ at the level $\gamma-I_{f, g}(u, v)$

To see this, first we observe that as $n \rightarrow \infty$

$$
\left\|u_{n}-u\right\|_{\dot{H}^{s}}=\left\|u_{n}\right\|_{\dot{H}^{s}}^{2}-\|u\|_{\dot{H}^{s}}^{2}+o(1), \quad\left\|v_{n}-v\right\|_{\dot{H}^{s}}^{2}=\left\|v_{n}\right\|_{\dot{H}^{s}}^{2}-\|v\|_{\dot{H}^{s}}^{2}+o(1) .
$$

Using this along with the fact that $\left(u_{n}, v_{n}\right) \rightharpoonup(u, v), f, g \in\left(\dot{H}^{s}\left(\mathbb{R}^{N}\right)\right)^{\prime}$ and Lemma 5.4.5 yields

$$
\begin{aligned}
& I_{0,0}\left(u_{n}-u, v_{n}-v\right) \\
= & \frac{1}{2}\left\|\left(u_{n}-u, v_{n}-v\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}-u\right|^{\alpha}\left|v_{n}-v\right|^{\beta} \mathrm{d} x \\
= & \frac{1}{2}\left(\left\|u_{n}\right\|_{\dot{H}^{s}}^{2}-\|u\|_{\dot{H}^{s}}^{2}\right)+\frac{1}{2}\left(\left\|v_{n}\right\|_{\dot{H}^{s}}^{2}-\|v\|_{\dot{H}^{s}}^{2}\right)-\left.\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}\right|\right|^{\alpha}\left|v_{n}\right|^{\beta} \mathrm{d} x \\
& +\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{n}\right\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle g, v_{n}\right\rangle_{\dot{H}^{s}} \\
& +{ }_{\left(\dot{H}^{s}\right)^{\prime}\langle }\langle f, u\rangle_{\dot{H}^{s}}+{ }_{\left(\dot{H}^{s}\right)^{\prime}\langle g, v\rangle_{\dot{H}^{s}}} \\
& +\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left\{\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta}-|u|^{\alpha}|v|^{\beta}-\left|u_{n}-u\right|^{\alpha}\left|v_{n}-v\right|^{\beta}\right\} \mathrm{d} x+o(1) \\
= & I_{f, g}\left(u_{n}, v_{n}\right)-I_{f, g}(u, v)+o(1) .
\end{aligned}
$$

Next, as $\left(u_{n}-u, v_{n}-v\right) \rightharpoonup(0,0)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, applying Lemma 5.4.6, we obtain

$$
\begin{align*}
& \left(\dot{H}^{s} \times \dot{H}^{s}\right)^{\prime}\left\langle I_{0,0}^{\prime}\left(u_{n}-u, v_{n}-v\right),(\phi, \psi)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
= & \left\langle\left(u_{n}-u, v_{n}-v\right),(\phi, \psi)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}}-\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}-u\right|^{\alpha-2}\left(u_{n}-u\right)\left|v_{n}-v\right|^{\beta} \phi \mathrm{d} x \\
& \quad-\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}-u\right|^{\alpha}\left|v_{n}-v\right|^{\beta-2}\left(v_{n}-v\right) \psi \mathrm{d} x \\
= & o(1) . \tag{5.4.7}
\end{align*}
$$

This completes Step 2.
Step 3: Rescaling of $\left\{\left(u_{n}, v_{n}\right)\right\}_{n}$ in the nontrivial case.
If $\left(u_{n}, v_{n}\right) \rightarrow(u, v)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, then the theorem is proved with $k=0$. Therefore, we assume $\left(u_{n}, v_{n}\right) \nrightarrow(u, v)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Set,

$$
\tilde{u}_{n}:=u_{n}-u, \quad \tilde{v}_{n}:=v_{n}-v .
$$

Therefore, we are in the case where $\left(\tilde{u}_{n}, \tilde{v}_{n}\right) \nrightarrow(0,0)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Since, by Step 2, $\left\{\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\}$ is a bounded $(P S)$ sequence for $I_{0,0}$, we have
$I_{0,0}^{\prime}\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\left(\tilde{u}_{n}, \tilde{v}_{n}\right)=o(1)$. Therefore, up to a subsequence

$$
\begin{aligned}
0<\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} & =\int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{\alpha}\left|\tilde{v}_{n}\right|^{\beta} \mathrm{d} x \\
& \leq \int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{2_{s}^{*}} \mathrm{~d} x+\int_{\mathbb{R}^{N}}\left|\tilde{v}_{n}\right|^{2_{s}^{*}} \mathrm{~d} x \leq\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2 *} \times L^{2 *}}^{2_{s}^{*}}
\end{aligned}
$$

Thus $\left(\tilde{u}_{n}, \tilde{v}_{n}\right) \nrightarrow(0,0)$ in $L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right) \times L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$. Consequently,

$$
\inf _{n}\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2 *} \times L^{2 *}} \geq \delta \quad \text { for some } \quad \delta>0
$$

Hence, applying Lemma 2.3.2,

$$
\delta \leq C\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\theta}\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}}^{1-\theta} \leq C^{\prime}\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}}^{1-\theta},
$$

that is,

$$
\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}} \geq C_{1} \quad \text { for some } C_{1}>0 .
$$

Comparing the above inequality with (2.3.4) yields existence of some $\bar{C}>0$ such that

$$
\bar{C} \leq\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}}^{2} \leq \bar{C}^{-1},
$$

that is

$$
\bar{C} \leq \sup _{x \in \mathbb{R}^{N}, R>0} R^{N-2 s} f_{B(x, R)}\left(\left|\tilde{u}_{n}\right|^{2}+\left|\tilde{v}_{n}\right|^{2}\right) \mathrm{d} y \leq \bar{C}^{-1} .
$$

As a result, for every $n \in \mathbb{N}$, there exists $x_{n} \in \mathbb{R}^{N}$ and $r_{n}>0$ such that

$$
\begin{equation*}
r_{n}^{N-2 s} f_{B\left(x_{n}, r_{n}\right)}\left(\left|\tilde{u}_{n}\right|^{2}+\left|\tilde{v}_{n}\right|^{2}\right) \mathrm{d} y \geq\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{L^{2,(N-2 s)} \times L^{2,(N-2 s)}}-\frac{\bar{C}}{2 n} \geq \frac{\bar{C}}{2}>0 . \tag{5.4.8}
\end{equation*}
$$

Now define

$$
\tilde{\tilde{u}}_{n}:=r_{n}^{\frac{N-2 s}{2}} \tilde{u}_{n}\left(r_{n} x+x_{n}\right), \quad \tilde{\tilde{v}}_{n}:=r_{n}^{\frac{N-2 s}{2}} \tilde{v}_{n}\left(r_{n} x+x_{n}\right) .
$$

In view of the scaling invariance of the $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ norm and $L^{2_{s}^{*}}\left(\mathbb{R}^{N}\right)$ norm, $\left\{\left(\tilde{\tilde{u}}_{n}, \tilde{\tilde{v}}_{n}\right)\right\}$ is a bounded sequence in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and up to a subsequence
$\left(\tilde{\tilde{u}}_{n}, \tilde{v}_{n}\right) \rightharpoonup(\tilde{u}, \tilde{v}) \quad$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\left(\tilde{\tilde{u}}_{n}, \tilde{\tilde{v}}_{n}\right) \longrightarrow(\tilde{u}, \tilde{v})$ in $L_{l o c}^{2}\left(\mathbb{R}^{N}\right) \times L_{l o c}^{2}\left(\mathbb{R}^{N}\right)$.

Therefore, using change of variable, we observe from (5.4.8) that

$$
\begin{aligned}
0 & <r_{n}^{-2 s} \int_{B\left(x_{n}, r_{n}\right)}\left(\left|\tilde{u}_{n}\right|^{2}+\left|\tilde{v}_{n}\right|^{2}\right) \mathrm{d} y \\
& =\int_{B(0,1)}\left(\left|\tilde{u}_{n}(z)\right|^{2}+\left|\tilde{v}_{n}(z)\right|^{2}\right) \mathrm{d} z \longrightarrow \int_{B(0,1)}\left(|\tilde{u}|^{2}+|\tilde{v}|^{2}\right) \mathrm{d} x .
\end{aligned}
$$

Hence $(\tilde{u}, \tilde{v}) \neq(0,0)$. Clearly, up to a subsequence, either $x_{n} \rightarrow x_{0} \in \mathbb{R}^{N}$ or $\left|x_{n}\right| \rightarrow \infty$. Further, as $\left(\tilde{\tilde{u}}_{n}, \tilde{\tilde{v}}_{n}\right) \rightharpoonup(\tilde{u}, \tilde{v}) \neq(0,0)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\left(\tilde{u}_{n}, \tilde{v}_{n}\right) \rightharpoonup(0,0)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, we infer that $r_{n} \rightarrow 0$.

Step 4: In this step we prove that $(\tilde{u}, \tilde{v})$ solves

$$
\left\{\begin{array}{l}
(-\Delta)^{s} \tilde{u}=\frac{\alpha}{2_{s}^{*}}|\tilde{u}|^{\alpha-2} \tilde{u}|\tilde{v}|^{\beta} \text { in } \mathbb{R}^{N},  \tag{5.4.9}\\
(-\Delta)^{s} \tilde{v}=\frac{\beta}{2_{s}^{*}}|\tilde{u}|^{\alpha}|\tilde{v}|^{\beta-2} \tilde{v} \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

To this aim, it is enough to show that for arbitrary $(\varphi, \psi) \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \times$ $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ it holds

$$
\langle\tilde{u}, \varphi\rangle_{\dot{H}^{s}}+\langle\tilde{v}, \psi\rangle_{\dot{H}^{s}}=\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|\tilde{u}|^{\alpha-2} \tilde{u}|\tilde{v}|^{\beta} \varphi \mathrm{d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|\tilde{u}|^{\alpha}|\tilde{v}|^{\beta-2} \tilde{v} \psi \mathrm{~d} x .
$$

Let $\varphi, \psi \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ be arbitrary. As $\left(\tilde{\tilde{u}}_{n}, \tilde{\tilde{v}}_{n}\right) \rightharpoonup(\tilde{u}, \tilde{v})$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, using change of variables and Step 2, that is $\left\{\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\}$ is a $(P S)$ sequence for $I_{0,0}$, we deduce

$$
\begin{aligned}
& \langle\tilde{u}, \varphi\rangle_{\dot{H}^{s}}+\langle\tilde{v}, \psi\rangle_{\dot{H}^{s}} \\
& =\lim _{n \rightarrow \infty}\left(\left\langle\tilde{\tilde{u}}_{n}, \varphi\right\rangle_{\dot{H}^{s}}+\left\langle\tilde{\tilde{v}}_{n}, \psi\right\rangle_{\dot{H}^{s}}\right) \\
& =\lim _{n \rightarrow \infty} \iint_{\mathbb{R}^{2 N}} \frac{r_{n}^{\frac{N-2 s}{2 s}}\left(\tilde{u}_{n}\left(r_{n} x+x_{n}\right)-\tilde{u}_{n}\left(r_{n} y+x_{n}\right)\right)(\varphi(x)-\varphi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \quad+\lim _{n \rightarrow \infty} \iint_{\mathbb{R}^{2 N}} \frac{r_{n}^{\frac{N-2 s}{2}}\left(\tilde{v}_{n}\left(r_{n} x+x_{n}\right)-\tilde{v}_{n}\left(r_{n} y+x_{n}\right)\right)(\psi(x)-\psi(y))}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& =\lim _{n \rightarrow \infty} \iint_{\mathbb{R}^{2 N}} \frac{r_{n}^{-\frac{N-2 s}{2}}\left(\tilde{u}_{n}(x)-\tilde{u}_{n}(y)\right)\left(\varphi\left(\frac{x-x_{n}}{r_{n}}\right)-\varphi\left(\frac{y-x_{n}}{r_{n}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y
\end{aligned}
$$
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$$
\begin{align*}
& +\lim _{n \rightarrow \infty} \iint_{\mathbb{R}^{2 N}} \frac{r_{n}^{-\frac{N-2 s}{2}}\left(\tilde{v}_{n}(x)-\tilde{v}_{n}(y)\right)\left(\psi\left(\frac{x-x_{n}}{r_{n}}\right)-\psi\left(\frac{y-x_{n}}{r_{n}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
= & \lim _{n \rightarrow \infty}\left[\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{\alpha-2} \tilde{u_{n}}\left|\tilde{v}_{n}\right|^{\beta} \tilde{\varphi}_{n} \mathrm{~d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{\alpha}\left|\tilde{v}_{n}\right|^{\beta-2} \tilde{v_{n}} \tilde{\psi}_{n} \mathrm{~d} x\right], \tag{5.4.10}
\end{align*}
$$

where

$$
\tilde{\varphi}_{n}(x):=r_{n}^{-\frac{N-2 s}{2 s}} \varphi\left(\frac{x-x_{n}}{r_{n}}\right) \quad \text { and } \quad \tilde{\psi}_{n}(x):=r_{n}^{-\frac{N-2 s}{2}} \psi\left(\frac{x-x_{n}}{r_{n}}\right) .
$$

Again applying change of variable to (5.4.10) yields us

$$
\begin{aligned}
\text { RHS of (5.4.10) } & =\lim _{n \rightarrow \infty}\left[\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{\alpha-2} \tilde{\tilde{u}}_{n}\left|\tilde{v}_{n}\right|^{\beta} \varphi \mathrm{d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{\alpha}\left|\tilde{\tilde{v}}_{n}\right|^{\beta-2} \tilde{\tilde{v}}_{n} \psi \mathrm{~d} x\right] \\
& =\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|\tilde{u}|^{\alpha-2} \tilde{u}|\tilde{v}|^{\beta} \varphi \mathrm{d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}|\tilde{u}|^{\alpha}|\tilde{v}|^{\beta-2} \tilde{v} \psi \mathrm{~d} x,
\end{aligned}
$$

where the last equality is obtained by Lemma 5.4.6. This completes Step 4.
Now define,

$$
\begin{equation*}
w_{n}(x):=\tilde{u}_{n}(x)-r_{n}^{-\frac{N-2 s}{2}} \tilde{u}\left(\frac{x-x_{n}}{r_{n}}\right) \quad \text { and } \quad z_{n}(x):=\tilde{v}_{n}(x)-r_{n}^{-\frac{N-2 s}{2}} \tilde{v}\left(\frac{x-x_{n}}{r_{n}}\right) . \tag{5.4.11}
\end{equation*}
$$

Step 5: In this step we show that $\left\{\left(w_{n}, z_{n}\right)\right\}$ is a $(P S)$ sequence for $I_{0,0}$ at the level $\gamma-I_{f, g}(u, v)-I_{0,0}(\tilde{u}, \tilde{v})$.

To prove that, first we set

$$
\begin{equation*}
\tilde{w}_{n}:=r_{n}^{\frac{N-2 s}{2}} w_{n}\left(r_{n} x+x_{n}\right), \quad \text { and } \quad \tilde{z}_{n}:=r_{n}^{\frac{N-2 s}{2}} z_{n}\left(r_{n} x+x_{n}\right) . \tag{5.4.12}
\end{equation*}
$$

Combining (5.4.11) and (5.4.12) yields

$$
\tilde{w}_{n}=\tilde{\tilde{u}}_{n}-\tilde{u}, \quad \tilde{z}_{n}=\tilde{\tilde{v}}_{n}-\tilde{v},
$$

and from the scaling invariance in the norm of $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ gives

$$
\left\|\left(w_{n}, z_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}=\left\|\left(\tilde{w}_{n}, \tilde{z}_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}=\left\|\left(\tilde{\tilde{u}}_{n}-\tilde{u}, \tilde{\tilde{v}}_{n}-\tilde{v}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}} .
$$

A straight forward computation using the above equality, change of variables and Lemma 5.4.5 yields

$$
\begin{aligned}
I_{0,0}\left(w_{n}, z_{n}\right)= & \frac{1}{2}\left\|\tilde{\tilde{u}}_{n}-\tilde{u}\right\|_{\dot{H}^{s}}^{2}+\frac{1}{2}\left\|\tilde{\tilde{v}}_{n}-\tilde{v}\right\|_{\dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|w_{n}\right|^{\alpha}\left|z_{n}\right|^{\beta} \mathrm{d} x \\
= & \frac{1}{2}\left(\left\|\tilde{\tilde{u}}_{n}\right\|_{\dot{H}^{s}}^{2}-\|\tilde{u}\|_{\dot{H}^{s}}^{2}+\left\|\tilde{\tilde{v}}_{n}\right\|_{\dot{H}^{s}}^{2}-\|\tilde{v}\|_{\dot{H}^{s}}^{2}+o(1)\right) \\
& -\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{\tilde{u}}_{n}-\tilde{u}\right|^{\alpha}\left|\tilde{\tilde{v}}_{n}-\tilde{v}\right|^{\beta} \mathrm{d} x \\
= & \frac{1}{2}\left\|\left(\tilde{\tilde{u}}_{n}, \tilde{\tilde{v}}_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2}\|(\tilde{u}, \tilde{v})\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \\
& -\frac{1}{2_{s}^{*}}\left[\int_{\mathbb{R}^{N}}\left|\tilde{\tilde{u}}_{n}\right|^{\alpha}\left|\tilde{v}_{n}\right|^{\beta} \mathrm{d} x-\int_{\mathbb{R}^{N}}|\tilde{u}|^{\alpha}|\tilde{v}|^{\beta} \mathrm{d} x\right]+o(1) \\
= & I_{0,0}\left(\tilde{\tilde{u}}_{n}, \tilde{\tilde{v}}_{n}\right)-I_{0,0}(\tilde{u}, \tilde{v})+o(1) \\
= & I_{0,0}\left(\tilde{u}_{n}, \tilde{v}_{n}\right)-I_{0,0}(\tilde{u}, \tilde{v})+o(1) \\
= & \gamma-I_{f, g}(u, v)-I_{0,0}(\tilde{u}, \tilde{v})+o(1),
\end{aligned}
$$

where in the last equality we have used Step 2. Now, to complete the proof of Step 5, we left to show that $\left\langle I_{0,0}^{\prime}\left(w_{n}, z_{n}\right)(\varphi, \psi)\right\rangle=0$ for all $(\varphi, \psi) \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \times$ $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$. Let $(\varphi, \psi) \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \times C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$ be arbitrary and set

$$
\varphi_{n}:=r_{n}^{\frac{N-2 s}{2}} \varphi\left(r_{n} x+x_{n}\right), \quad \psi_{n}:=r_{n}^{\frac{N-2 s}{2}} \psi\left(r_{n} x+x_{n}\right) .
$$

Thus $\varphi_{n} \rightharpoonup 0$ and $\psi_{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ as $r_{n} \rightarrow 0$. Observe that applying change of variables,

$$
\begin{aligned}
\left\langle\left(w_{n}, z_{n}\right),(\varphi, \psi)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} & =\left\langle w_{n}, \varphi\right\rangle_{\dot{H}^{s}}+\left\langle z_{n}, \psi\right\rangle_{\dot{H}^{s}} \\
& =\left\langle\tilde{w}_{n}, \varphi_{n}\right\rangle_{\dot{H}^{s}}+\left\langle\tilde{z}_{n}, \psi_{n}\right\rangle_{\dot{H}^{s}} \\
& =\left\langle\tilde{u}_{n}-\tilde{u}, \varphi_{n}\right\rangle_{\dot{H}^{s}}+\left\langle\tilde{\tilde{v}}_{n}-\tilde{v}, \psi_{n}\right\rangle_{\dot{H}^{s}} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
&\left\langle I_{0,0}^{\prime}\left(w_{n}, z_{n}\right)(\varphi, \psi)\right\rangle=\left\langle\tilde{\tilde{u}}_{n}-\tilde{u}, \varphi_{n}\right\rangle_{\dot{H}^{s}}+\left\langle\tilde{\tilde{v}}_{n}-\tilde{v}, \psi_{n}\right\rangle_{\dot{H}^{s}} \\
& \quad-\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{\tilde{u}}_{n}-\tilde{u}\right|^{\alpha-2}\left(\tilde{\tilde{u}}_{n}-\tilde{u}\right)\left|\tilde{\tilde{v}}_{n}-\tilde{v}\right|^{\beta} \varphi_{n} \mathrm{~d} x
\end{aligned}
$$
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\begin{aligned}
& -\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{\tilde{u}}_{n}-\tilde{u}\right|^{\alpha}\left|\tilde{\tilde{v}}_{n}-\tilde{v}\right|^{\beta-2}\left(\tilde{\tilde{v}}_{n}-\tilde{u}\right) \psi_{n} \mathrm{~d} x \\
= & o(1),
\end{aligned}
$$

where the last equality follows by change of variable and an argument similar to Step 2. This concludes Step 5.

Now, starting from a $(P S)$ sequence $\left\{\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\}$ for $I_{0,0}$ we have extracted another $(P S)$ sequence $\left\{\left(w_{n}, z_{n}\right)\right\}$ at a level which is strictly lower than the previous one, with a fixed minimum amount of decrease (as it is easy to check that $\left.I_{0,0}(\tilde{u}, \tilde{v}) \geq \frac{s}{N} S_{\alpha, \beta}^{\frac{N}{2 s}}\right)$. On the other hand, as $\sup _{n}\left\|\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}} \leq C$ (finite), this process should terminate after finitely many steps and the last (PS) sequence strongly converges to 0 . Further, $\left|\log \left(\frac{r_{n}^{i}}{r_{n}^{j}}\right)\right|+\left|\frac{x_{n}^{i}-x_{n}^{j}}{r_{n}^{i}}\right| \longrightarrow$ $\infty$ for $i \neq j, 1 \leq i, j \leq m$ (see [95, Theorem 1.2]). This completes the proof.

### 5.5 Multiplicity in the nonhomogeneous case

In this section we aim to prove Theorem 5.1.4. For that first we would like to establish existence of two positive critical points of the functional

$$
\begin{equation*}
J_{f, g}(u, v)=\frac{1}{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{+}^{\alpha} v_{+}^{\beta} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}} \tag{5.5.1}
\end{equation*}
$$

where $f, g$ are nontrivial nonneagtive functionals on $\left(\dot{H}^{s}\left(\mathbb{R}^{N}\right)\right)^{\prime}$ with $\operatorname{ker}(f)=$ $\operatorname{ker}(g)$.

Remark 5.5.1. If $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a nontrivial critical point of $J_{f, g}$ then $(u, v)$ solves

$$
\begin{cases}(-\Delta)^{s} u=\frac{\alpha}{2_{s}^{*}} u_{+}^{\alpha-1} v_{+}^{\beta}+f(x) & \text { in } \mathbb{R}^{N},  \tag{5.5.2}\\ (-\Delta)^{s} v=\frac{\beta}{2_{s}^{*}} u_{+}^{\alpha} v_{+}^{\beta-1}+g(x) & \text { in } \mathbb{R}^{N} .\end{cases}
$$

Note that taking $(\phi, \psi)=\left(u_{-}, v_{-}\right)$as a test function in (5.5.2), we obtain

$$
\begin{aligned}
-\left\|\left(u_{-}, v_{-}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} & -\iint_{\mathbb{R}^{2 N}} \frac{\left[u_{+}(y) u_{-}(x)+u_{+}(x) u_{-}(y)\right]}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& -\iint_{\mathbb{R}^{2 N}} \frac{\left[v_{+}(y) v_{-}(x)+v_{+}(x) v_{-}(y)\right]}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& ={ }_{\left(\dot{H}^{s}\right)^{s}}\left\langle f, u_{-}\right\rangle_{H^{s}}+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle g, v_{-}\right\rangle_{H^{s}} \geq 0 .
\end{aligned}
$$

which in turn implies $u_{-}=0$ and $v_{-}=0$. Therefore $u, v \geq 0$ and $(u, v)$ is a solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ without strict positivity condition.

Next, we assert that $(u, v) \neq(0,0)$ implies $u \neq 0$ and $v \neq 0$. Suppose not, that is assume for instance that $u \neq 0$ but $v=0$. Then taking $(\phi, \psi)=$ $(u, 0)$ as test function we get $\|u\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}^{2}={ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}$. Further choosing $(\phi, \psi)=(0, u)$ as test function, we have ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, u\rangle_{\dot{H}^{s}}=0$. These together with the hypothesis that $\operatorname{ker}(f)=\operatorname{ker}(g)$ implies $\|u\|_{\dot{H}^{s}}=0$. This contradicts $(u, v) \neq(0,0)$. Similarly we can show that if $u=0$ then $v=0$ too. Hence our assertion follows. Next, we claim that $u>0$, and $v>0$ in $\mathbb{R}^{N}$. Taking $(\phi, 0)$ as test function where $\phi \geq 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ we get,

$$
\langle u, \phi\rangle_{\dot{H}^{s}}=\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u^{\alpha-1} v^{\beta} \phi \mathrm{d} x+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, \phi\rangle_{\dot{H}^{s}} \geq 0 .
$$

This implies $0 \leq u \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ is a weak supersolution to $(-\Delta)^{s} u=0$. Therefore applying maximum principle [56, Theorem 1.2(2)], with $c=0$ and $p=2$ there, we obtain $u>0$ in $\mathbb{R}^{N}$. Similarly we can show that $v>0$ in $\mathbb{R}^{N}$. Hence, if $(u, v)$ is a critical point of $J_{f, g}$ then $(u, v)$ is a solution of $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$.

To prove, existence of two critical points for $J_{f, g}$, first we partition the space $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ into three disjoint sets via the function $\Psi: \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times$ $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ defined by

$$
\Psi(u, v):=\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x
$$

Set

$$
\Omega_{1}:=\left\{(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right):(u, v)=(0,0) \text { or } \Psi(u, v)>0\right\}
$$

CHAPTER 5. FRACTIONAL ELLIPTIC SYSTEMS WITH CRITICAL OR SUBCRITICAL NONLINEARITIES

$$
\begin{gathered}
\Omega_{2}:=\left\{(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right): \Psi(u, v)<0\right\}, \\
\Omega:=\left\{(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{(0,0)\}: \Psi(u, v)=0\right\} .
\end{gathered}
$$

Put

$$
\begin{equation*}
c_{0}:=\inf _{\Omega_{1}} J_{f, g}(u, v), \quad c_{1}:=\inf _{\Omega} J_{f, g}(u, v) . \tag{5.5.3}
\end{equation*}
$$

Remark 5.5.2. Note that for all $\lambda>0$ and $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$

$$
\Psi(\lambda u, \lambda v)=\lambda^{2}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\lambda^{2_{s}^{*}}\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x .
$$

Moreover, $\Psi(0,0)=0$ and $\lambda \mapsto \Psi(\lambda u, \lambda v)$ is a strictly concave function in $\mathbb{R}^{+}$. Thus for any $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ with $\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}=1$, there exists a unique $\lambda$ ( $\lambda$ depends on $(u, v))$ such that $(\lambda u, \lambda v) \in \Omega$. Moreover as

$$
\Psi(\lambda u, \lambda v)=\left(\lambda^{2}-\lambda^{2_{s}^{*}}\right)\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \text { for all }(u, v) \in \Omega
$$

$(\lambda u, \lambda v) \in \Omega_{1}$ for all $\lambda \in(0,1)$ and $(\lambda u, \lambda v) \in \Omega_{2}$ for all $\lambda>1$.
Lemma 5.5.3. Assume $C_{0}$ is defined as in Theorem 5.1.4 and $c_{0}$ and $c_{1}$ are defined as in (5.5.3). Further, if

$$
\begin{equation*}
\inf _{\substack{(u, v) \in \dot{H}^{s} \times \dot{H}^{s}, \int_{\mathbb{R}^{N}}|u| \alpha|v|^{\beta} \mathrm{d} x=1}}\left\{C_{0}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\frac{N+2 s}{2 s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{H^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{H^{s}}\right\}>0, \tag{5.5.4}
\end{equation*}
$$

then $c_{0}<c_{1}$.

Proof. Step 1: First we assert that, there exists $\delta>0$ such that

$$
\left.\frac{d}{d t} I_{f, g}(t u, t v)\right|_{t=1} \geq \delta \quad \forall(u, v) \in \Omega
$$

Doing a straight forward computation, it is easy to see that for any $(u, v) \in \Omega$

$$
\begin{align*}
\left.\frac{d}{d t} \tilde{I}_{f, g}(t u, t v)\right|_{t=1} & =\frac{4 s}{N+2 s}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle g, v\rangle_{\dot{H}^{s}} \\
& =C_{0} \frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\frac{N+2 s}{2 s}}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{\frac{N-2 s}{4 s}}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}} \tag{5.5.5}
\end{align*}
$$

Further, (5.5.4) implies there exists $d>0$ such that

Now,

$$
\begin{align*}
& \Longleftrightarrow C_{0} \frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\frac{N+2 s}{2}}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{\frac{N-2 s}{4 s}}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle g, v\rangle_{\dot{H}^{s}} \geq d,  \tag{5.5.6}\\
& \text { with } \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x=1 . \\
& \Longleftrightarrow C_{0} \frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\frac{N+2 s}{2 s}}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{\frac{N-2 s}{4 s}}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}} \\
& \geq d\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{1 / 2_{s}^{*}}, \\
& \text { for all }(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right) \backslash\{(0,0)\} \text {. }
\end{align*}
$$

Observe that $\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x$ is bounded away from 0 for all $(u, v) \in \Omega$. Therefore, plugging back the above estimate into (5.5.5) proves Step 1.

Step 2: Let $\left\{\left(u_{n}, v_{n}\right)\right\}$ be a minimizing sequence for $J_{f, g}$ on $\Omega$, i.e., $J_{f, g}\left(u_{n}, v_{n}\right) \rightarrow c_{1}$ and $\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}=\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \mathrm{d} x$. Therefore, for large $n$

$$
\begin{aligned}
c_{1}+o(1) \geq J_{f, g}\left(u_{n}, v_{n}\right) \geq I_{f, g}\left(u_{n}, v_{n}\right) \geq & \left(\frac{1}{2}-\frac{1}{2_{s}^{*}\left(2_{s}^{*}-1\right)}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \\
& -\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{\left.(\dot{H})^{\prime}\right)}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}} .
\end{aligned}
$$

This implies that $\left\{I_{f, g}\left(u_{n}, v_{n}\right)\right\}$ is a bounded sequence and $\left\{\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}\right\}$ and $\left\{\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \mathrm{d} x\right\}$ are bounded.

Claim: $c_{0}<0$.
Observe that to prove the claim, it is sufficient to show that there exists $(u, v) \in \Omega_{1}$ such that $J_{f, g}(u, v)<0$. Using Remark 5.5.2, we can choose
$(u, v) \in \Omega$ such that ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}+{ }_{\left(\dot{H}^{s}\right)^{s}}\langle g, v\rangle_{\dot{H}^{s}}>0$. Therefore,

$$
\begin{aligned}
& J_{f, g}(t u, t v)=t^{2}\left[\frac{2_{s}^{*}-1}{2}-\frac{t^{2_{s}^{*}-2}}{2_{s}^{*}}\right] \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x \\
&-t_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-t_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}<0,
\end{aligned}
$$

for $t \ll 1$. Moreover, $(t u, t v) \in \Omega_{1}$ by Remark 5.5.2. Hence the claim follows.

Due to the above claim, $J_{f, g}\left(u_{n}, v_{n}\right)<0$ for large $n$. Consequently, for large $n$
$0>J_{f, g}\left(u_{n}, v_{n}\right) \geq\left(\frac{1}{2}-\frac{1}{2_{s}^{*}\left(2_{s}^{*}-1\right)}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}-}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{n}\right\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\left\langle g, v_{n}\right\rangle_{\dot{H}}{ }^{s}$.
This in turn implies ${ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{n}\right\rangle_{\dot{H}^{s}}+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle g, v_{n}\right\rangle_{\dot{H}^{s}}>0$ for all large $n$. Consequently, $\frac{d}{d t} I_{f, g}\left(t u_{n}, t v_{n}\right)<0$ for $t>0$ small enough. Thus, by Step 1 , there exists $t_{n} \in(0,1)$ such that $\frac{d}{d t} I_{f, g}\left(t_{n} u_{n}, t_{n} v_{n}\right)=0$. Since for all $(u, v) \in \Omega$, the function $\frac{d}{d t} I_{f, g}(t u, t v)$ is strictly increasing in $t \in[0,1)$, we can conclude that $t_{n}$ is unique.

Step 3: In this step we show that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\{I_{f, g}\left(u_{n}, v_{n}\right)-I_{f, g}\left(t_{n} u_{n}, t_{n} v_{n}\right)\right\}>0 . \tag{5.5.7}
\end{equation*}
$$

Observe that $I_{f, g}\left(u_{n}, v_{n}\right)-I_{f, g}\left(t_{n} u_{n}, t_{n} v_{n}\right)=\int_{t_{n}}^{1} \frac{d}{d t}\left\{I_{f, g}\left(t u_{n}, t v_{n}\right)\right\} \mathrm{d} t$ and that for all $n \in \mathbb{N}$ there is $\xi_{n}>0$ such that $t_{n} \in\left(0,1-2 \xi_{n}\right)$ and $\frac{d}{d t} I_{f, g}\left(t u_{n}\right) \geq \delta / 2$ for $t \in\left[1-\xi_{n}, 1\right]$.

To establish (5.5.7), it is enough to show that $\xi_{n}>0$ can be chosen independent of $n \in \mathbb{N}$. This is possible as $\left.\frac{d}{d t} I_{f, g}\left(t u_{n}, t v_{n}\right)\right|_{t=1} \geq \frac{\delta}{2}$ for $t \in\left[1-\xi_{n}, 1\right]$ and $\left\{\left(u_{n}, v_{n}\right)\right\}$ is bounded in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, so that for all $n \in \mathbb{N}$ and $t \in[0,1]$

$$
\begin{aligned}
\left|\frac{d^{2}}{d t^{2}} I_{f, g}\left(t u_{n}, t v_{n}\right)\right| & =\left.\left|\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\left(2_{s}^{*}-1\right) t^{2_{s}^{*}-2} \int_{\mathbb{R}^{N}}\right| u_{n}\right|^{\alpha}\left|v_{n}\right|^{\beta} \mathrm{d} x \mid \\
& =\left|1-t^{2_{s}^{*}-2}\right|\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \leq C,
\end{aligned}
$$

for all $n \geq 1$ and $t \in[0,1]$.
Step 4: From the definition of $J_{f, g}$ and $I_{f, g}$, it immediately follows that $\frac{d}{d t} J_{f, g}(t u, t v) \geq \frac{d}{d t} I_{f, g}(t u, t v)$ for all $(u, v) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and for all $t>0$. Hence,

$$
\begin{aligned}
J_{f, g}\left(u_{n}, v_{n}\right)-J_{f, g}\left(t_{n} u_{n}, t_{n} v_{n}\right) & =\int_{t_{n}}^{1} \frac{d}{d t}\left(J_{f, g}\left(t u_{n}, t v_{n}\right)\right) \mathrm{d} t \\
& \geq \int_{t_{n}}^{1} \frac{d}{d t} I_{f, g}\left(t u_{n}, t v_{n}\right) \mathrm{d} t \\
& =I_{f, g}\left(u_{n}, v_{n}\right)-I_{f, g}\left(t_{n} u_{n}, t_{n} v_{n}\right) .
\end{aligned}
$$

Since $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \Omega$ is a minimizing sequence for $J_{f, g}$ on $\Omega$, and $\left(t_{n} u_{n}, t_{n} v_{n}\right) \in$ $\Omega_{1}$, we conclude using (5.5.7) that

$$
c_{0}=\inf _{(u, v) \in \Omega_{1}} J_{f, g}(u, v)<\inf _{(u, v) \in \Omega} J_{f, g}(u, v)=c_{1} .
$$

Proposition 5.5.4. Assume that (5.5.4) holds. Then $J_{f, g}$ has a critical point $\left(u_{0}, v_{0}\right) \in \Omega_{1}$, with $J_{f, g}\left(u_{0}, v_{0}\right)=c_{0}$. In particular, $\left(u_{0}, v_{0}\right)$ is a positive weak solution to $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$.

Proof. We decompose the proof into few steps.
Step 1: $c_{0}>-\infty$.
Since $J_{f, g}(u, v) \geq I_{f, g}(u, v)$, it is enough to show that $I_{f, g}$ is bounded from below. From the definition of $\Omega_{1}$, it immediately follows that for all $(u, v) \in \Omega_{1}$,
$I_{f, g}(u, v) \geq\left[\frac{1}{2}-\frac{1}{2_{s}^{*}\left(2_{s}^{*}-1\right)}\right]\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{(\dot{H})^{\prime}}\right)\left\|\left(u_{n}, v_{n}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}$.

As RHS is quadratic function in $\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}, I_{f, g}$ is bounded from below. Hence Step 1 follows.

Step 2: In this step we show that there exists a bounded nonnegative $(P S)$ sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \Omega_{1}$ for $J_{f, g}$ at level $c_{0}$.

## CHAPTER 5. FRACTIONAL ELLIPTIC SYSTEMS WITH CRITICAL OR

 SUBCRITICAL NONLINEARITIESLet $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \bar{\Omega}_{1}$ such that $J_{f, g}\left(u_{n}, v_{n}\right) \rightarrow c_{0}$. Since Lemma 5.5.3 implies that $c_{0}<c_{1}$, without restriction we can assume $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \Omega_{1}$. Further, using Ekeland's variational principle from $\left\{\left(u_{n}, v_{n}\right)\right\}$, we can extract a $(P S)$ sequence in $\Omega_{1}$ for $J_{f, g}$ at level $c_{0}$. We again call it by $\left\{\left(u_{n}, v_{n}\right)\right\}$. Moreover, as $J_{f, g}(u, v) \geq I_{f, g}(u, v)$, from (5.5.8) it follows that $\left\{\left(u_{n}, v_{n}\right)\right\}$ is a bounded sequence. Therefore, up to a subsequence $\left(u_{n}, v_{n}\right) \rightarrow\left(u_{0}, v_{0}\right)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\left(u_{n}, v_{n}\right) \rightarrow\left(u_{0}, v_{0}\right)$ a.e. in $\mathbb{R}^{N}$. In particular, $\left(u_{n}\right)_{+} \rightarrow\left(u_{0}\right)_{+},\left(v_{n}\right)_{+} \rightarrow\left(v_{0}\right)_{+}$and $\left(u_{n}\right)_{-} \rightarrow\left(u_{0}\right)_{-},\left(v_{n}\right)_{-} \rightarrow\left(v_{0}\right)_{-}$a.e. in $\mathbb{R}^{N}$. Moreover, as $f, g$ are nonnegative functionals, a straight forward computation yields

$$
\begin{aligned}
o(1) & \left.=\dot{H}^{s}\right)^{\prime}\left\langle J_{f, g}^{\prime}\left(u_{n}, v_{n}\right),\left(\left(u_{n}\right)_{-},\left(v_{n}\right)_{-}\right)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
& =\left\langle\left(u_{n}, v_{n}\right),\left(\left(u_{n}\right)_{-},\left(v_{n}\right)_{-}\right)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\left\langle f,\left(u_{n}\right)_{-}\right\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle g,\left(v_{n}\right)_{-}\right\rangle_{\dot{H}^{s}} \\
& \leq-\left\|\left(\left(u_{n}\right)_{-},\left(v_{n}\right)_{-}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} .
\end{aligned}
$$

Therefore, $\left(\left(u_{n}\right)_{-},\left(v_{n}\right)_{-}\right) \longrightarrow(0,0)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$, which in turn implies up to a subsequence $\left(u_{n}\right)_{-} \rightarrow 0$ and $\left(v_{n}\right)_{-} \rightarrow 0$ a.e. in $\mathbb{R}^{N}$ and thus $\left(u_{0}\right)_{-}=0$ and $\left(v_{0}\right)_{-}=0$ a.e. in $\mathbb{R}^{N}$. Consequently, without loss of generality, we can assume that $\left\{\left(u_{n}, v_{n}\right)\right\}$ is a nonnegative sequence. This completes the proof of Step 2.

Step 3: In this step we show that $\left(u_{n}, v_{n}\right) \rightarrow\left(u_{0}, v_{0}\right)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ and $\left(u_{0}, v_{0}\right) \in \Omega_{1}$.

Applying Proposition 5.4.1, we get

$$
\begin{equation*}
\left(u_{n}, v_{n}\right)-\left(\left(u_{0}, v_{0}\right)+\sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right) \longrightarrow(0,0) \text { in } \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right) \tag{5.5.9}
\end{equation*}
$$

with $J_{f, g}^{\prime}\left(u_{0}, v_{0}\right)=0,\left(\tilde{u}_{j}, \tilde{v}_{j}\right)$ is a nonnegative solution of (5.4.2) $\left(\left\{\left(u_{n}, v_{n}\right)\right\}\right.$ is a (PS) sequence for $J_{f, g}$ implies $\left(\tilde{u}_{j}, \tilde{v}_{j}\right)$ is a solution of (5.5.2), with $f \equiv$ $g \equiv 0$, and therefore by Remark (5.5.1), ( $\left.\tilde{u}_{j}, \tilde{v}_{j}\right)$ is a nonnegative solution of (5.4.2)), and $\left\{x_{n}^{j}\right\} \subset \mathbb{R}^{N},\left\{r_{n}^{j}\right\} \subset \mathbb{R}^{+}$are some appropriate sequences such
that $r_{n}^{j} \xrightarrow{n \rightarrow \infty} 0$ and either $x_{n}^{j} \xrightarrow{n \rightarrow \infty} x^{j}$ or $\left|x_{n}^{j}\right| \xrightarrow{n \rightarrow \infty} \infty$. To prove Step 3, we need to show that $m=0$. Arguing by contradiction, suppose that $j \neq 0$ in (5.5.9). Therefore,

$$
\begin{align*}
\Psi\left(\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right) & =\left\|\left(\tilde{u}_{j}, \tilde{v}_{j}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}\left|\tilde{u}_{j}\right|^{\alpha}\left|\tilde{v}_{j}\right|^{\beta} \mathrm{d} x \\
& =\left(2-2_{s}^{*}\right)\left\|\left(\tilde{u}_{j}, \tilde{v}_{j}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}<0 . \tag{5.5.10}
\end{align*}
$$

From Proposition 5.4.1, we also have

$$
c_{0}=\lim _{n \rightarrow \infty} J_{f, g}\left(u_{n}, v_{n}\right)=J_{f, g}\left(u_{0}, v_{0}\right)+\sum_{j=1}^{m} J_{0,0}\left(\tilde{u}_{j}, \tilde{v}_{j}\right) .
$$

Since $\left(\tilde{u}_{j}, \tilde{v}_{j}\right)$ is a solution to (5.4.2), it is easy to see that $J_{0,0}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)=$ $\frac{s}{N}\left\|\left(\tilde{u}_{j}, \tilde{v}_{j}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}$ and $S_{(\alpha, \beta)} \leq\left\|\left(\tilde{u}_{j}, \tilde{v}_{j}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\frac{4 s}{N}}$, which in turn implies $J_{0,0}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)=\frac{s}{N} S_{(\alpha, \beta)}^{\frac{N}{2 s}}$. Consequently, $J_{f, g}\left(u_{0}, v_{0}\right)<c_{0}$. Therefore, $\left(u_{0}, v_{0}\right) \notin$ $\Omega_{1}$ and

$$
\begin{equation*}
\Psi\left(u_{0}, v_{0}\right) \leq 0 . \tag{5.5.11}
\end{equation*}
$$

Next, we evaluate $\Psi\left(\left(u_{0}, v_{0}\right)+\sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right)$. We observe that $\left(u_{n}, v_{n}\right) \in$ $\Omega_{1}$ implies $\Psi\left(u_{n}, v_{n}\right) \geq 0$. Combining this with the uniform continuity of $\Psi$ and (5.5.9) yields

$$
\begin{equation*}
0 \leq \liminf _{n \rightarrow \infty} \Psi\left(u_{n}, v_{n}\right)=\liminf _{n \rightarrow \infty} \Psi\left(\left(u_{0}, v_{0}\right)+\sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right) \tag{5.5.12}
\end{equation*}
$$

Note that from Step 2, we already have $u_{0}, v_{0} \geq 0$. We also have $\left(\tilde{u}_{j}, \tilde{v}_{j}\right)$ is nonnegative for all $j$ (see the paragraph after (5.5.9)) (since $\left\{\left(u_{n}, v_{n}\right)\right\}$ is a nonnegative sequence). Therefore, as $\alpha, \beta>1$,

$$
\begin{align*}
& \Psi\left(\left(u_{0}, v_{0}\right)+\sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right) \\
& =\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+\left\|\sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+2\left\langle\left(u_{0}, v_{0}\right), \sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
& \quad-\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}\left|u_{0}+\sum_{j=1}^{m} \tilde{u}_{j}^{r_{n}^{j}, x_{n}^{j}}\right|^{\alpha}\left|v_{0}+\sum_{j=1}^{m} \tilde{u}_{j}^{r_{n}^{j}, x_{n}^{j}}\right|^{\beta} \mathrm{d} x \\
& \leq\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+\sum_{j=1}^{m}\left\|\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \\
& \quad+2 \sum_{j=1}^{m} \sum_{i=1}^{m}\left\langle\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}},\left(\tilde{u}_{i}, \tilde{v}_{i}\right)^{r_{n}^{i}, x_{n}^{i}}\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
& \quad+2\left\langle\left(u_{0}, v_{0}\right), \sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
& \quad \quad-\left(2_{s}^{*}-1\right)\left(\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x+\sum_{j=1}^{m} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{j}^{r_{n}^{j}, x_{n}^{j}}\right| \alpha^{\alpha}\left|\tilde{v}_{j}^{j_{n}^{j}, x_{n}^{j}}\right| \beta^{\beta} \mathrm{d} x\right) \\
& =\Psi\left(u_{0}, v_{0}\right)+\sum_{j=1}^{m} \Psi\left(\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right)+\text { the above inner products. } \tag{5.5.13}
\end{align*}
$$

We now prove that all the inner products in the RHS of (5.5.13) approaches 0 as $n \rightarrow \infty$. As $r_{n}^{j} \xrightarrow{n \rightarrow \infty} 0$, it follows that $u_{j}^{r_{n}^{j}, x_{n}^{j}} \rightharpoonup 0$ and $v_{j}^{r_{n}^{j}, x_{n}^{j}} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$ (see [94, Lemma 3]). Therefore, $\left\langle u_{0}, u_{j}^{r_{j}^{j}, x_{n}^{j}}\right\rangle_{\dot{H}^{s}} \xrightarrow{n \rightarrow \infty} 0$ and $\left\langle v_{0}, v_{j}^{r_{n}^{j}, x_{n}^{j}}\right\rangle_{\dot{H}^{s}} \xrightarrow{n \rightarrow \infty} 0$ for all $j=1, \cdots, m$. Hence,

$$
2\left\langle\left(u_{0}, v_{0}\right), \sum_{j=1}^{m}\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}}\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}}=o(1) \quad \text { as } n \rightarrow \infty .
$$

Next,

$$
\begin{aligned}
& \left\langle\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}^{j}, x_{n}^{j}},\left(\tilde{u}_{i}, \tilde{v}_{i}\right)^{r_{n}^{i}, x_{n}^{i}}\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
= & \left(r_{n}^{i}\right)^{\frac{N-2 s}{2}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2}} \iint_{\mathbb{R}^{2 N}} \frac{\left(\tilde{u}_{j}\left(\frac{x-x_{n}^{j}}{r_{n}^{j}}\right)-\tilde{u}_{j}\left(\frac{y-x_{n}^{j}}{r_{n}^{j}}\right)\right)\left(\tilde{u}_{i}\left(\frac{x-x_{n}^{i}}{r_{n}^{i}}\right)-\tilde{u}_{i}\left(\frac{x-x_{n}^{i}}{r_{n}^{i}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& +\left(r_{n}^{i}\right)^{\frac{N-2 s}{2}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2}} \iint_{\mathbb{R}^{2 N}} \frac{\left(\tilde{v}_{j}\left(\frac{x-x_{n}^{j}}{r_{n}^{j}}\right)-\tilde{v}_{j}\left(\frac{y-x_{n}^{j}}{r_{n}^{j}}\right)\right)\left(\tilde{v}_{i}\left(\frac{x-x_{n}^{i}}{r_{n}^{i}}\right)-\tilde{v}_{i}\left(\frac{x-x_{n}^{i}}{r_{n}^{i}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
= & \left(r_{n}^{i}\right)^{\frac{N-2 s}{2}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2}} \iint_{\mathbb{R}^{2 N}} \frac{\left(\tilde{u}_{i}(x)-\tilde{u}_{i}(y)\right)\left(\tilde{u}_{j}\left(\frac{r_{n}^{i} x+x_{n}^{i}-x_{n}^{j}}{r_{n}^{n}}\right)-\tilde{u}_{j}\left(\frac{r_{n}^{i} y+x_{n}^{i}-x_{n}^{j}}{r_{n}^{j}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y
\end{aligned}
$$

$$
\begin{aligned}
& +\left(r_{n}^{i}\right)^{\frac{N-2 s}{2 s}}\left(r_{n}^{j}\right)^{-\frac{N-2 s}{2 s}} \iint_{\mathbb{R}^{2 N}} \frac{\left(\tilde{v}_{i}(x)-\tilde{v}_{i}(y)\right)\left(\tilde{v}_{j}\left(\frac{r_{n}^{i} x+x_{n}^{i}-x_{n}^{j}}{r_{n}^{n}}\right)-\tilde{v}_{j}\left(\frac{r_{n}^{i} y+x_{n}^{i}-x_{n}^{j}}{r_{n}^{n}}\right)\right)}{|x-y|^{N+2 s}} \mathrm{~d} x \mathrm{~d} y \\
= & \left\langle\tilde{u}_{i}, \tilde{u}_{j}^{n}\right\rangle_{H^{s}}+\left\langle\tilde{v}_{i}, \tilde{v}_{j}^{n}\right\rangle_{\tilde{H}^{s},},
\end{aligned}
$$

where $\tilde{u}_{j}^{n}(x):=\left(\frac{r_{n}^{i}}{r_{n}^{n}}\right)^{\frac{N-2 s}{2}} \tilde{u}_{j}\left(\frac{r_{n}^{i}}{r_{n}} x+\frac{x_{n}^{i}-x_{n}^{j}}{r_{n}^{2}}\right)$, and $\tilde{v}_{j}^{n}(x):=\left(\frac{r_{n}^{i}}{r_{n}^{n}}\right)^{\frac{N-2 s}{2}} \tilde{v}_{j}\left(\frac{r_{n}^{i}}{r_{n}^{n}} x+\right.$ $\frac{\frac{x_{n}^{i}-x_{n}^{j}}{r_{n}^{j}}}{0}$. Further, we observe that using the following

$$
\left|\log \left(\frac{r_{n}^{i}}{r_{n}^{j}}\right)\right|+\left|\frac{x_{n}^{i}-x_{n}^{j}}{r_{n}^{i}}\right| \longrightarrow \infty
$$

from Proposition 5.4.1, it is easy to see that $\tilde{u}_{i}^{n} \rightarrow 0$ and $\tilde{v}_{i}^{n} \rightharpoonup 0$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times$ $\dot{H}^{s}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$ for each fixed $i$ and $j$ (see [94, Lemma 3]). Hence

$$
\left\langle\left(\tilde{u}_{j}, \tilde{v}_{j}\right)^{r_{n}, x_{n}^{j}},\left(\tilde{u}_{i}, \tilde{v}_{i}\right)^{r_{n}^{i}, x_{n}^{i}}\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}}=o(1) .
$$

Substituting this back into (5.5.13) and using (5.5.10) and (5.5.11) gives a contradiction to (5.5.12). Therefore, $m=0$ in (5.5.9). Hence, $\left(u_{n}, v_{n}\right) \rightarrow$ $\left(u_{0}, v_{0}\right)$ in $\dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$. Consequently, $\Psi\left(u_{n}, v_{n}\right) \rightarrow \Psi\left(u_{0}, v_{0}\right)$, which in turn implies $\left(u_{0}, v_{0}\right) \in \bar{\Omega}_{1}$. But, since $c_{0}<c_{1}$, we conclude $\left(u_{0}, v_{0}\right) \in \Omega_{1}$. Thus Step 3 follows.

Step 4: From the previous steps we see that $J_{f, g}\left(u_{0}, v_{0}\right)=c_{0}$ and $J_{f, g}^{\prime}\left(u_{0}, v_{0}\right)=0$. Therefore, $\left(u_{0}, v_{0}\right)$ is a weak solution to (5.5.2). Combining this with Remark 5.5.1, we end the proof of the proposition.

Proposition 5.5.5. Assume that (5.5.4) holds. Then, $J_{f, g}$ has a second critical point $\left(u_{1}, v_{1}\right) \neq\left(u_{0}, v_{0}\right)$, where $\left(u_{0}, v_{0}\right)$ is the positive solution to $\left(\mathcal{S}_{2_{s}^{*}}^{0}\right)$ obtained in Proposition 5.5.4. In particular, $\left(u_{1}, v_{1}\right)$ is a second positive solution to $\left(\mathcal{S}_{2_{s}^{0}}^{0}\right)$.

Proof. Let ( $u_{0}, v_{0}$ ) be the critical point obtained in Proposition 5.5.4 and ( $B w, C w$ ) (with $C=B \sqrt{\frac{\bar{\beta}}{\alpha}}$ ) be a positive ground state solution of (5.4.2) described as in Theorem 5.1.3. A standard computation yields that $I_{0,0}(B w, C w)=\frac{s}{N} S_{\alpha, \beta}^{\frac{N}{2},}$. For $t>0$, define

$$
w_{t}(x):=w\left(\frac{x}{t}\right), \quad \tilde{u}_{t}(x):=B w_{t}(x), \quad \tilde{v}_{t}(x):=C w_{t}(x) .
$$
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Claim 1: $\left(u_{0}+\tilde{u}_{t}, v_{0}+\tilde{v}_{t}\right) \in \Omega_{2}$ for $t>0$ large enough.
Indeed, as $\left(u_{0}, v_{0}\right)$ and ( $\tilde{u}_{t}, \tilde{v}_{t}$ ) are positive and $\alpha, \beta>1$, using Young's inequality with $\varepsilon>0$, we have

$$
\begin{aligned}
& \Psi\left(u_{0}+\tilde{u}_{t}, v_{0}+\tilde{v}_{t}\right) \\
= & \left\|\left(u_{0}+\tilde{u}_{t}\right)\right\|_{\dot{H}^{s}}^{2}+\left\|\left(v_{0}+\tilde{v}_{t}\right)\right\|_{\dot{H}^{s}}^{2}-\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}\left|u_{0}+\tilde{u}_{t}\right|^{\alpha}\left|v_{0}+\tilde{v}_{t}\right|^{\beta} \mathrm{d} x \\
\leq & \left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+\left\|\left(\tilde{u}_{t}, \tilde{v}_{t}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+2\left\langle u_{0}, u_{t}\right\rangle_{\dot{H}^{s}}+2\left\langle v_{0}, v_{t}\right\rangle_{\dot{H}^{s}} \\
& \quad-\left(2_{s}^{*}-1\right)\left(\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x+\int_{\mathbb{R}^{N}}\left|\tilde{u}_{t}\right|^{\alpha}\left|\tilde{v}_{t}\right|^{\beta} \mathrm{d} x\right) \\
\leq & (1+\varepsilon)\left\|\left(\tilde{u}_{t}, \tilde{v}_{t}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+\left(1+C_{\varepsilon}\right)\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2} \\
& -\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x-\left(2_{s}^{*}-1\right) t^{N} B^{\alpha} C^{\beta} \int_{\mathbb{R}^{N}}|w|^{2_{s}^{*}} \mathrm{~d} x \\
\leq & \left((1+\varepsilon)\left(B^{2}+C^{2}\right) t^{N-2 s}-\left(2_{s}^{*}-1\right) t^{N} B^{\alpha} C^{\beta}\right)\|w\|_{\dot{H}^{s}}^{2} \\
& +\left(1+C_{\varepsilon}\right)\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\left(2_{s}^{*}-1\right) \int_{\mathbb{R}^{N}}\left|u_{0}\right|^{\alpha}\left|v_{0}\right|^{\beta} \mathrm{d} x \\
< & 0 \text { for } t>0 \text { large enough. }
\end{aligned}
$$

Hence the claim follows.
Claim 2: $J_{f, g}\left(u_{0}+\tilde{u}_{t}, v_{+} \tilde{v}_{t}\right)<J_{f, g}\left(u_{0}, v_{0}\right)+J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right) \forall t>0$.
Indeed, since $u_{0}, v_{0}, w_{t}, B>0$, taking $\left(\tilde{u}_{t}, \tilde{v}_{t}\right)$ as the test function for (5.5.2) yields

$$
\begin{gathered}
\left\langle\left(u_{0}, v_{0}\right),\left(\tilde{u}_{t}, \tilde{v}_{t}\right)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}}=\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{0}^{\alpha-1} v_{0}^{\beta} \tilde{u}_{t} \mathrm{~d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{0}^{\alpha} v_{0}^{\beta-1} \tilde{v}_{t} \mathrm{~d} x \\
+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, \tilde{u}_{t}\right\rangle_{\dot{H}^{s}}+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle g, \tilde{v}_{t}\right\rangle_{\dot{H}^{s}} .
\end{gathered}
$$

Consequently, using the above expression, we obtain

$$
\begin{aligned}
& J_{f, g}\left(u_{0}+\tilde{u}_{t}, v_{0}+\tilde{v}_{t}\right) \\
= & \frac{1}{2}\left\|\left(u_{0}, v_{0}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+\frac{1}{2}\left\|\left(\tilde{u}_{t}, \tilde{v}_{t}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}+\left\langle\left(u_{0}, v_{0}\right),\left(\tilde{u}_{t}, \tilde{v}_{t}\right)\right\rangle_{\dot{H}^{s} \times \dot{H}^{s}} \\
& -\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left(u_{0}+\tilde{u}_{t}\right)^{\alpha}\left(v_{0}+\tilde{v}_{t}\right)^{\beta} \mathrm{d} x-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle f, u_{0}+\tilde{u}_{t}\right\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\left\langle g, v_{0}+\tilde{v}_{t}\right\rangle_{\dot{H}^{s}}
\end{aligned}
$$

$$
\begin{aligned}
= & J_{f, g}\left(u_{0}, v_{0}\right)+J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right)+\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{0}^{\alpha} v_{0}^{\beta} \mathrm{d} x+\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{t}\right|^{\alpha}\left|\tilde{v}_{t}\right|^{\beta} \mathrm{d} x \\
& +\frac{\alpha}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{0}^{\alpha-1} v_{0}^{\beta} \tilde{u}_{t} \mathrm{~d} x+\frac{\beta}{2_{s}^{*}} \int_{\mathbb{R}^{N}} u_{0}^{\alpha} v_{0}^{\beta-1} \tilde{v}_{t} \mathrm{~d} x \\
& -\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left(u_{0}+\tilde{u}_{t}\right)^{\alpha}\left(v_{0}+\tilde{v}_{t}\right)^{\beta} \mathrm{d} x \\
\leq & J_{f, g}\left(u_{0}, v_{0}\right)+J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right)+\frac{1}{2_{s}^{*}} \int_{\mathbb{R}^{N}}\left[u_{0}^{\alpha} v_{0}^{\beta}+\tilde{u}_{t}^{\alpha} \tilde{v}_{t}^{\beta}\right. \\
& \left.+\alpha u_{0}^{\alpha-1} v_{0}^{\beta} \tilde{u}_{t}+\beta u_{0}^{\alpha} v_{0}^{\beta-1} \tilde{v}_{t}-\left(u_{0}+\tilde{u}_{t}\right)^{\alpha}\left(v_{0}+\tilde{v}_{t}\right)^{\beta}\right] \mathrm{d} x \\
< & J_{f, g}\left(u_{0}, v_{0}\right)+J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right) .
\end{aligned}
$$

Hence the Claim follows.
Using the definition of $\tilde{u}_{t}$ and $\tilde{v}_{t}$, it immediately follows

$$
\begin{equation*}
\lim _{t \rightarrow \infty} J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right)=-\infty \tag{5.5.14}
\end{equation*}
$$

and

$$
\sup _{t>0} J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right)=J_{0,0}\left(\tilde{u}_{t^{\prime}}, \tilde{v}_{t^{\prime}}\right), \quad \text { where } \quad t^{\prime}=\left(\frac{B^{2}+C^{2}}{B^{\alpha} C^{\beta}}\right)^{\frac{1}{2 s}} .
$$

Therefore, doing a straight forward computation and using Lemma 5.0.2, we get that

$$
\sup _{t>0} J_{0,0}\left(\tilde{u}_{t}, \tilde{v}_{t}\right)=\frac{s}{N} \frac{\left(B^{2}+C^{2} \frac{N}{2 s}\right.}{\left(B^{\alpha} C^{\beta}\right)^{\frac{N-2 s}{2 s}}} S^{\frac{N}{2 s}}=\frac{s}{N} S_{\alpha, \beta}^{\frac{N}{2 s}} .
$$

Combining this with Claim 2 and (5.5.14) yields

$$
\begin{equation*}
J_{f, g}\left(u_{0}+\tilde{u}_{t}, v_{0}+\tilde{v}_{t}\right)<J_{f, g}\left(u_{0}, v_{0}\right)+\frac{s}{N} S_{\alpha, \beta}^{\frac{N}{2 s}} \quad \forall t>0 \tag{5.5.15}
\end{equation*}
$$

and $\quad J_{f, g}\left(u_{0}+\tilde{u}_{t}, v_{0}+\tilde{v}_{t}\right)<J_{f, g}\left(u_{0}, v_{0}\right) \quad$ for $t$ large enough.
Fix $t_{0}>0$ large enough such that (5.5.15) and Claim 1 are satisfied.
Next, we set

$$
\eta:=\inf _{\gamma \in \Gamma} \max _{r \in[0,1]} J_{f, g}(\gamma(r)),
$$

where
$\Gamma:=\left\{\gamma \in C\left([0,1], \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)\right): \gamma(0)=\left(u_{0}, v_{0}\right), \gamma(1)=\left(u_{0}+\tilde{u}_{t_{0}}, v_{0}+\tilde{v}_{t_{0}}\right)\right\}$.

## CHAPTER 5. FRACTIONAL ELLIPTIC SYSTEMS WITH CRITICAL OR

 SUBCRITICAL NONLINEARITIESAs $\left(u_{0}, v_{0}\right) \in \Omega_{1}$ and $\left(u_{0}+\tilde{u}_{t_{0}}, v_{0}+\tilde{v}_{t_{0}}\right) \in \Omega_{2}$, for every $\gamma \in \Gamma$, there exists $r_{\gamma} \in(0,1)$ such that $\gamma\left(r_{\gamma}\right) \in \Omega$. Therefore,

$$
\max _{r \in[0,1]} J_{f, g}(\gamma(r)) \geq J_{f, g}\left(\gamma\left(r_{\gamma}\right)\right) \geq \inf _{\Omega} J_{f, g}(u, v)=c_{1} .
$$

Thus, $\eta \geq c_{1}>c_{0}=J_{f, g}\left(u_{0}, v_{0}\right)$. Here in the last inequality we have used Lemma 5.5.3.

Claim 3: $J_{f, g}\left(u_{0}, v_{0}\right)<\eta<J_{f, g}\left(u_{0}, v_{0}\right)+\frac{s}{N} S_{\alpha, \beta}^{\frac{N}{s s}}$.
Since $\lim _{t \rightarrow 0}\left\|w_{t}\right\|_{\dot{H}^{s}\left(\mathbb{R}^{N}\right)}=0$, we also have $\lim _{t \rightarrow 0}\left\|\left(\tilde{u}_{t}, \tilde{v}_{t}\right)\right\|_{\dot{H}^{s} \times \dot{H}^{s}}=0$. Thus, if we define $\tilde{\gamma}(r):=\left(u_{0}, v_{0}\right)+\left(\tilde{u}_{r t_{0}}, \tilde{u}_{r t_{0}}\right)$, then $\lim _{r \rightarrow 0} \| \tilde{\gamma}(r)-$ $\left(u_{0}, v_{0}\right) \|_{\dot{H}^{s} \times \dot{H}^{s}}=0$. Consequently, $\tilde{\gamma} \in \Gamma$. Therefore, using (5.5.15), we obtain

$$
\eta \leq \max _{r \in[0,1]} J_{f, g}(\tilde{\gamma}(r))=\max _{r \in[0,1]} J_{f, g}\left(u_{0}+\tilde{u}_{r t_{0}}, v_{0}+\tilde{v}_{r t_{0}}\right)<J_{a, f}\left(u_{0}, v_{0}\right)+\frac{s}{N} S_{\alpha, \beta}^{\frac{N}{2 s}} .
$$

Hence Claim 3 follows.
Using Ekeland's variational principle, there exists a $(P S)$ sequence $\left\{\left(u_{n}, v_{n}\right)\right\}$ for $J_{f, g}$ at level $\eta$. Arguing as before we see that $\left\{\left(u_{n}, v_{n}\right)\right\}$ is a bounded sequence. Further, since Claim 3 holds, from Proposition 5.4.1 we conclude that $\left(u_{n}, v_{n}\right) \rightarrow\left(u_{1}, v_{1}\right)$, for some $\left(u_{1}, v_{1}\right) \in \dot{H}^{s}\left(\mathbb{R}^{N}\right) \times \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ such that $J_{f, g}^{\prime}\left(u_{1}, v_{1}\right)=0$ and $J_{f, g}\left(u_{1}, v_{1}\right)=\eta$. On the other hand, as $J_{f, g}\left(u_{0}, v_{0}\right)<\eta$, we conclude $\left(u_{0}, v_{0}\right) \neq\left(u_{1}, v_{1}\right)$.
$J_{f, g}^{\prime}\left(u_{1}, v_{1}\right)=0 \Longrightarrow\left(u_{1}, v_{1}\right)$ is a weak solution to (5.5.2). Combining this with Remark 5.5.1, we complete the proof of the proposition.

Lemma 5.5.6. Let $C_{0}$ be as defined in Theorem 5.1.4. If $\max \left\{\|f\|_{\left(\dot{H}^{s}\right)^{\prime}},\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right\}<$ $C_{0} S_{\alpha, \beta}^{\frac{N}{4 s}}$, then (5.5.4) holds.

## Proof. Assertion 1:

$$
\frac{4 s}{N+2 s}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}} \geq C_{0} S_{\alpha, \beta}^{\frac{N}{4 s}} \quad \forall(u, v) \in \Omega .
$$

To see this, we fix $(u, v) \in \Omega$. Therefore, using the definition of $S_{\alpha, \beta}$ we have

$$
\begin{aligned}
\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}} & \geq S_{\alpha, \beta}^{1 / 2}\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{1 / 2_{s}^{*}} \\
\Longrightarrow\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}} & \geq S_{\alpha, \beta}^{1 / 2} \frac{\|(u, v)\|_{\dot{H}_{s} \times \dot{H}^{s}}^{2 / 2^{*}}}{\left(2_{s}^{*}-1\right)^{1 / 2_{s}^{*}}}
\end{aligned}
$$

From here, using the definition of $C_{0}$, the assertion follows.
Note that by the given hypothesis, there exists $\varepsilon>0$ such that

$$
\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}<C_{0} S_{\alpha, \beta}^{\frac{N}{4 s}}-\varepsilon
$$

Combining this with the above Assertion 1, for all $(u, v) \in \Omega$, it holds

$$
\begin{aligned}
{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}+{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}} & \leq\left(\|f\|_{\left(\dot{H}^{s}\right)^{\prime}}+\|g\|_{\left(\dot{H}^{s}\right)^{\prime}}\right)\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}} \\
& <\left(C_{0} S_{\alpha, \beta}^{\frac{N}{4 s}}-\varepsilon\right)\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}} \\
& \leq \frac{4 s}{N+2 s}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-\varepsilon\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}
\end{aligned}
$$

Consequently,

$$
\inf _{(u, v) \in \Omega}\left[\frac{4 s}{N+2 s}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}\right]>\varepsilon \inf _{(u, v) \in \Omega}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}} .
$$

Since $\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}$ is bounded away from 0 on $\Omega$, the above expression implies that

$$
\begin{equation*}
\inf _{(u, v) \in \Omega}\left[\frac{4 s}{N+2 s}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}\right]>0 . \tag{5.5.16}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
& (5.5 .4) \Longleftrightarrow C_{0} \frac{\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{\frac{N+2 s}{2.2 s}}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{\frac{N-2 s}{4 s}}}-{ }_{\left(\dot{H}^{s}\right)^{s}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}>0 \\
& \text { for } \int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x=1 \\
& \Longleftrightarrow C_{0} \frac{\|(u, v)\|_{\dot{H}^{\frac{N+2 s}{s} \times \dot{H}^{s}}}^{\frac{N-2 s}{}}}{\left(\int_{\mathbb{R}^{N}}|u|^{\alpha}|v|^{\beta} \mathrm{d} x\right)^{\frac{H^{s}}{4 s}}}\left\langle\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}>0\right. \\
& \text { for }(u, v) \in \Omega \\
& \Longleftrightarrow \frac{4 s}{N+2 s}\|(u, v)\|_{\dot{H}^{s} \times \dot{H}^{s}}^{2}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle f, u\rangle_{\dot{H}^{s}}-{ }_{\left(\dot{H}^{s}\right)^{\prime}}\langle g, v\rangle_{\dot{H}^{s}}>0 \\
& \text { for }(u, v) \in \Omega \text {. } \tag{5.5.17}
\end{align*}
$$

Clearly, (5.5.16) ensures that the RHS of (5.5.17) holds. The lemma now follows.

End of Proof of Theorem 5.1.4 Combining Propositions 5.5.4 and 5.5.5 with Lemmas 5.5.6 and 5.5.3, we complete the proof of Theorem 5.1.4.

Conclusion : In this chapter we consider nonlocal weakly coupled elliptic system of equations with both critical and subcritical nonlinearity and with nonhomogeneous term in $\mathbb{R}^{N}$. First, we prove existence of one positive solution for the system as a perturbation of 0 . Then we consider the corresponding homogeneous system with critical nonlinearity and prove uniqueness for ground state solutions. Then characterizing the PS sequences for the associated energy functional, we prove multiplicity result for the nonhomogeneous critical system under certain assumption on the nonhomogeneous terms.

We could able to prove uniqueness for ground state solutions for the corresponding critical system. It will be an interesting question if we can prove
uniqueness/multiplicity of solutions for the homogeneous system with critical nonlinearity.
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