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Abstract

The second law of thermodynamics forbids the possibility of a perpetual machine of a sec-

ond kind. It provides a universal upper bound on the efficiency of any thermal machine

operating between two heat baths, famously known as Carnot Efficiency. But traditional

thermodynamics was only concerned with average quantities because typically, fluctua-

tions can be ignored for macro systems, for example, steam engines, automobile engines,

etc. With the rapid technological development over the last several decades, we can now in-

vestigate systems of sizes that can range from hundreds of nanometers to a few nanometers,

such as quantum dots, molecular motors, single atoms, etc, at temperatures that range from

micro to nano Kelvin. As a consequence of these advancements, in the past two decades,

various small-scale thermal machines have been realized using state-of-the-art experimental

techniques like ultra cold atoms, single colloidal particles, single-molecule optomechanical

systems, and Paul ion-trap technique, etc. Since these devices operate away from equi-

librium, understanding non-equilibrium thermodynamic properties of such small-scale sys-

tems is an active area of research where one can no longer ignore the role of fluctuations of

thermal and/or quantum origins and therefore a proper probabilistic description is required.

Thus, a natural question arises that whether any universal bound exists on the fluctuations

as well?

In this thesis, we attempt to shed light on understanding properties of fluctuations in

non-equilibrium systems and its impact on the performance of thermal machines by pro-

viding universal bounds on the fluctuations of the underlying currents. We will first show

that, for a time-reversal symmetric continuous thermal machines, the relative fluctuation of

the output current is always greater than the relative fluctuations of the input current in lin-

ear response. As a consequence, the ratio between the fluctuations of the output and input

currents are bounded both from above and below, where the lower (upper) bound is given

by the square of the averaged efficiency (square of the Carnot efficiency) of the thermal

machine. Then we will generalize our findings to the machines with broken time-reversal
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symmetry. Later we elaborate an extension of our work to the finite-time quantum cycles,

in particular for quantum Otto machines. All of these above studies and obtained universal

results uncover a novel relationship among the recently discovered trade-off relations for

individual currents, famously known as Thermodynamic Uncertainty Relation (TUR). TUR

provides bound on relative fluctuations of individual current in terms of associated entropy

production. Our work in the context of thermal machines reveals that TUR for individual

currents are not independent of each other but follow a strict hierarchy in the operational

regime.

In the later part of the thesis we will focus our attention on the fate of of the TUR relation

in steady-state and transient-state transport junctions. For steady-state transport following

the universal non-equilibrium steady-state fluctuation relations, we derive a general condi-

tion on the validity of the TUR for both classical and quantum systems. For transient-state

situation we explore TUR in the context of energy transport in a bipartite setting for three

exactly solvable toy model systems, two coupled harmonic oscillators, two coupled qubits,

and a hybrid coupled oscillator-qubit system, and analyze the role played by the underlying

statistics of the transport carriers in the TUR.
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CHAPTER 1

Introduction

1.1 Motivations

The quest to build most efficient and powerful heat engine led Sadi Carnot [1] to pioneer

the subject what is known today as Thermodynamics [2]. Although the initial development

of the subject was motivated by engineering optimal thermal machines, thermodynamics

remains one of the fundamental physical theory in science. In fact its core principles have

survived both relativity and quantum revolution. One of the central result of thermodynam-

ics is that for any engine operating between hot and cold reservoirs with temperatures Th

and Tc respectively, efficiency, which is the ratio between the average heat input and aver-

age work output, is upper bounded by Carnot efficiency, ηC = 1−Tc/Th, irrespective of the

fact that the underlying system is time-reversal symmetric or not. Traditionally thermody-

namics was only concerned with average quantities as typically fluctuations can be ignored

for large systems, for example, steam engines, automobile engines, etc. But with the rapid

technological development over the last several decades, we can now investigate systems

of sizes that can range from hundreds of nanometers to a few nanometers, such as quantum

dots, molecular motors, single atom etc, at temperatures that range can range from micro to

nano Kelvin.

As a consequence of these advancements, in past two decades various small scale ther-

mal machines have been realized using microelectromechanical systems [3], piezoresistive

effect [4], ultra cold atoms [5], single colloidal particle [6–8], single molecule optomechan-

ical systems [9], Paul ion-trap technique [10–12], NV centers [13], NMR setup [14, 15], and

quasi-spin system driven by atomic collision [16]. Since these devices operate away from

equilibrium, understanding non-equilibrium thermodynamic properties of such small-scale

systems is an active area of research where one can no longer ignore the role of fluctua-

tions of thermal and/or quantum origins and therefore a proper probabilistic description is
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required.

In this thesis, we aim to shed light on understanding properties of fluctuations in non-

equilibrium systems and its impact on the performance of thermal machines by provid-

ing universal bounds on the fluctuations of the underlying currents. We investigate non-

equilibrium systems that are either in the transient regime or reside in a non-equilibrium

steady state and can further operate under a time-reversal breaking situation. This thesis

exposes the relationship between various proposed bounds on the non-equilibrium fluctua-

tions for general, quantum or classical thermal machines and also assesses the validity of

these bound under very general conditions. Before we proceed to the core of the thesis let

us briefly survey some of the central results that exist in the literature for non-equilibrium

fluctuations which will also be essential for this thesis.

1.2 A short survey about fluctuation

Over a century ago, pioneering work by Sutherland [17, 18] and Einstein [19–21] provided

the first illustration of the celebrated Fluctuation-Dissipation Relations. In these works, it

was shown that in the presence of external force mobility of a Brownian particle is related

to its diffusion constant which encodes the information about equilibrium fluctuations in

absence of external force. Later in 1928 it was shown by Johnson [22] and Nyquist [23]

that resistance of a circuit is related to the current-fluctuations in the circuit in the absence

of a voltage bias. Such relations suggest that the linear response of a system (mobility,

resistance, etc.) to an externally applied force can be inferred from the equilibrium fluctu-

ations of the system in absence of external applied force. In the 1950s these findings were

rigorously systematized within the quantum-mechanical framework, starting from the work

of Callen and Welton [24] and later by Green [25, 26] and Kubo [27]. These works are col-

lectively known today as Linear Response Theory (LRT). One of the main assumptions in

the LRT is that the system is prepared in thermal equilibrium before driving it out of equi-

librium by applying external force. Hänggi and Thomas [28, 29] later showed that even for

system far from equilibrium the linear response of the system is related to the two-point

correlation functions evaluated at non-equilibrium steady state of the system in the absence

of externally applied force.
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In the last three decades, the discovery of Fluctuations Theorems (FTs) has revolution-

ized our understanding of fluctuations for a large class of systems driven arbitrarily far from

equilibrium. Instead of thinking of fluctuations as some undesirable noise due to small sys-

tem size, FTs have unraveled the fact that the fluctuations for non-equilibrium observables

follow interesting universal relations. Below I briefly summarize some of the fundamental

consequence of FTs:

• FTs quantify the onset of irreversibility for systems driven arbitrarily far from equi-

librium even when the underlying dynamics is time-reversal symmetric.

• FTs provide the probability of violation of second law of thermodynamics at the

trajectory level for a large class of systems.

• In the linear response regime, FTs reproduce all the known results, such as, the

Onsager-Casimir relations, the Green-Kubo formula, etc.

• Needless to mention that the FTs are now extensively verified employing state-of-art

experiments [30–35].

Due to the wide range of applicability of FTs across many disciplines there exist a huge

amount of research literature. Here we will discuss only few that are relevant to the thesis.

Before we proceed further, it is important to point out that, the FTs for out-of-equilibrium

systems are followed primarily on the following two assumptions: (i) Initial state of a

system or bath is described by the equilibrium Gibbs canonical state, and (ii) Principle of

micro-reversibility in the underlying dynamics.

1.2.1 Evans–Searles and Gallavotti-Cohen Fluctuation Theorems

Both, Evans–Searles and Gallavotti-Cohen FTs, were motivated by the numerical studies

based on shear stress model [36]. Evans–Searles FT [37] states that, if a system initially

prepared in equilibrium is driven out of equilibrium to a steady state then,

pT (Σ)

pT (−Σ)
= eΣ, (1.1)

where pT (Σ) is the probability distribution of entropy production Σ produced up to time T .

This is also known as transient fluctuation theorem (TFT). This implies that the probability

3



of positive entropy production is exponentially larger than the probability of the correspond-

ing negative entropy production. This provides the probabilistic foundations for the second

law and also quatifies the violation of second law. After a simple manipulation one show

that,

〈e−Σ〉 = 1 (1.2)

Where angular bracket represents ensemble average taken with respect to pT (Σ). This is

similar to the well known Jarzynski equality in the context of work fluctuation (see next

subsection). Also following Jensen’s inequality we receive,

〈Σ〉 ≥ 0 (1.3)

Thus we recover we recover the traditional second law of thermodynamics at the level of

ensemble average. Later, Gallavotti and Cohen considered a system initially prepared in a

non-equilibrium steady state and showed that [38],

lim
T→∞

1

T
ln
[ pT (σ)

pT (−σ)

]
= σ, (1.4)

where σ =
Σ

T
is the entropy production rate, time averaged over a single randomly chosen

time duration T . This result is also known in the literature as the steady state fluctuation

theorem (SSFT). As in the case of TFT this relation also suggest that the probability of

positive entropy production rate is exponentially larger than the probability of the corre-

sponding negative entropy production rate. One can similarly derive relations analogous to

Eqs.(1.2) and (1.3),

lim
T→∞

1

T
ln〈e−Tσ〉 = 0, (1.5)

and 〈σ〉 ≥ 0. (1.6)

1.2.2 Jarzynski Equality and Crooks Fluctuation Theorem

Consider an isolated system initially prepared in Gibbs canonical state at inverse tempera-

ture β which is driven out of equilibrium by some external work protocol λ(t) starting from

some macrostate A (like volume, pressure, trap frequency, etc) with hamiltonian H[λ(0)]

to some macrostate B at time T with hamiltonian H[λ(T )]. Then work done on the system
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by external source is given by,

W =

∫ T

0

dt λ̇
∂H(λ)

∂λ

= H[λ(T )]−H[λ(0)] (1.7)

This work done W is a stochastic quantity as initially the system is prepared in the Gibbs

state. For such setup Jarzynski showed that [39],

〈e−βW 〉 = e−β∆F , (1.8)

where ∆F is the free energy difference between state A and state B both at inverse tem-

perature β. Angular bracket represents the average taken over the different realizations of

work for fixed protocol. This relation is known as Jarzynski Equality in literature. Note that

in general state B reached by the system after time T is not in equilibrium. This remark-

able result allows us to infer equilibrium information (∆F ) of the system from the system

driven arbitrarily far from equilibrium. This is similar to the fluctuation-dissipation relation

which was proved in the linear response regime. One can also prove the Jarzynski equal-

ity, Eq.(1.8), even when the system is in contact with the thermal bath prepared at inverse

temperature β [40–42].

Later Crooks derived a more general relation for this setup. He showed that the proba-

bility distribution of work W is constrained by a symmetry relation, given by,

pF (W,λ(t))

pR(−W, λ̃(t))
= eβ(W−∆F ) (1.9)

where subscript F and R represent time-forward, λ(t), and time-reversed, λ̃(t), protocols

respectively and λ̃(t) = λ(τ − t). This relation is also known as Crooks fluctuation theo-

rem. One can easily derive Jarzynski equality, Eq.(1.8), from above relation. Also note its

resemblance with TFT, Eq.(1.1), with Σ replaced by β(W −∆F ).

1.2.3 Exchange Fluctuation Theorem (XFT)

Exchange Fluctuation Theorem (XFT) is a symmetry relation similar to TFT, Eq.(1.1), but

in a different context. XFT restrict the probability distribution of heat exchange between

two finite bodies initially prepared at different temperatures. More precisely, consider two
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systems A and B initially prepared at inverse temperatures βA and βB, then they put in

thermal contact for some time duration T and then separate them. Let Q be the amount of

heat that flows from system A to system B during the contact. Then XFT states that,

ln

[
pT (Q)

pT (−Q)

]
= ∆β Q, (1.10)

where pT (Q) is the probability distribution of heat exchange between A and B and ∆β =

βB−βA is the corresponding thermal affinity responsible to heat exchange. In order to prove

this relation one needs two ingredients, (i) underlying dynamics is time-reversal symmet-

ric, and (ii) energy corresponding to the coupling between the systems is very small as

compared to the energy of each system.

1.2.4 Quantum Fluctuation Theorems

FTs were first proved for classical systems. It was not straightforward to extend these re-

lations to quantum regime as there were difficulties in identifying work and heat. Earlier

works [43–49] defined a work operator to derive Jarzynski equality for quantum systems

but led to quantum correction to the Jarzynski equality. Later, Talkner, Lutz and Hänggi

showed that the work is not an observable [50, 51] i.e, we cannot assign a hermitian oper-

ator corresponding to it. This observation is consistent with the thermodynamic definition

where work is not a state function but depends upon the details of the process which drive

the system from the initial state to a final non-equilibrium state. Similarly, integrated energy

current, heat current and the associated entropy production are not observables. This prob-

lem is circumvented by introducing two-point measurement scheme. This measurement

scheme assigns energy change (work or heat) of the system due to a process to the differ-

ence in the energy eigenvalues measured at the start and end of the process. This scheme

reproduces all of the FTs mentioned previously [50, 52–56]. Next, we will illustrate this

two-point measurement scheme by deriving quantum version of XFT as it will be relevant

in chapter 6 of this thesis.

Quantum Exchange Fluctuation Theorem

Consider two systems with Hamiltonians H1 and H2 that are initially (t = 0−) de-

coupled with composite density matrix given by a product state, ρ(0) = ρ1 ⊗ ρ2, with
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ρi = exp
[
−βiHi

]
/Zi, i = 1, 2 being the initial Gibbs thermal state with inverse tempera-

ture βi = 1/Ti (we set kB = ~ = 1) and Zi = Tr
[
e−βiHi

]
is the corresponding canonical

partition function. To allow energy exchange, an interaction term between the two systems,

denoted as V , is suddenly switched on at t = 0 and suddenly switched off after a duration

of t = T . The composite system in this interval evolves unitarily with the total Hamiltonian

H = H1 +H2 + V.

As mentioned above, quantities such as integrated energy current, work, or the associ-

ated entropy production are not direct observables but rather depends on the measurements

of relevant Hamiltonians at the initial and final time of the process. Therefore, to construct

the probability distribution function (PDF) [51, 57, 58] for energy exchange, projective

measurements of the system Hamiltonians H1 and H2 should be carried out simultaneously

in the beginning and at the end of the process. Following this, the joint PDF, pT (∆E1,∆E2),

corresponding to the energy change (∆Ei, i = 1, 2) of both the systems can be constructed

as

pT (∆E1,∆E2)=
∑
m,n

( 2∏
i=1

δ(∆Ei − (εim − εin))
)
pTm|np

0
n, (1.11)

where p0
n =

∏2
i=1 e

−βiεin/Zi corresponds to the probability to find the system initially in the

common energy eigenstate |n〉 = |n1, n2〉 of the composite system where |ni〉 and εin are

energy eigenstate and eigenvalue respectively of system i after the first projective measure-

ment. The second projective measurement at the final time (t = T ) leads to the collapse

of the state of composite system to another common energy eigenstate |m〉 = |m1,m2〉.
The transition probability between these states is given by pTm|n = |〈m| U(T, 0)|n〉|2 with

U(t, 0) = e−iHt being the global unitary propagator with the total HamiltonianH . Now one

can show that for autonomous and time-reversal invariant quantum systems evolving unitar-

ily pTm|n = pTn|m. This condition is also known as the principle of micro-reversibility in the

literature [51, 57]. Using this condition in Eq. (1.11) one receives the following universal

symmetry for this joint PDF,

pT (∆E1,∆E2) = eβ1∆E1+β2∆E2 pT (−∆E1,−∆E2). (1.12)

At this junction, it is important to point out that under general coupling scenario the energy

change of an individual system can not be interpreted as heat as part of the energy change
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may be used in turning on and off the interaction (V ) between the two systems. However,

in the weak-coupling limit (V � H1,2), it is safe to interpret this energy change as heat.

One can then define heat as Q = −∆E1 ≈ ∆E2 which following Eq. (1.12) leads to a heat

exchange fluctuation relation (XFT), given as

pT (Q) = e∆βQpT (−Q), (1.13)

where ∆β = β2 − β1. As per our convention, heat flowing out from system 1 to system

2 is considered as positive. The characteristic function (CF) corresponding to the PDF

for energy exchange can be obtained by performing a Fourier transformation (FT) of the

probability distribution:

ZT (u) =

∫
dQ eiuQ pT (Q)

= Tr
[
U †(T, 0)(e−iuH1 ⊗ 12)U(T, 0)(eiuH1 ⊗ 12)ρ(0)

]
, (1.14)

wherer u is a variable conjugate to Q. In terms of the CF, the XFT for heat in Eq. (1.13)

translates to [59–62].

ZT (u) = ZT
(
− u+ i∆β

)
. (1.15)

It is important to note that, for a special choice of the coupling Hamiltonian V, satisfying

the commutation relation [V,H1 +H2] = 0, the total internal energy H1 +H2 is a constant

of motion which imply that the change of energy for one system is exactly compensated

by the other one. In other words, there is no energy cost involved in turning on and off the

interaction between the systems. Such type of coupling is known as the thermal coupling

[63]. Therefore, under this symmetry condition the definition for heat Q = −∆E1 = ∆E2

becomes exact for arbitrary coupling strength. In other words, under the thermal coupling

limit the XFT is valid for arbitrary coupling strength between two systems and for arbitrary

time duration of energy exchange as shown in Appendix A.
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1.3 Thermodynamic Uncertainty Relations

Thermodynamic Uncertainty Relations (TURs) are recently discovered trade-off relations

for systems driven out of equilibrium [64–76]. They provide the lower bound on the rela-

tive fluctuations of currents/integrated-currents (heat, particle, energy, etc.) in terms of the

net entropy production. In other words, TUR restricts optimization of relative fluctuations

and entropy production in an arbitrary manner by providing a trade-off relation between

these quantities. These relations have provided unique insight in small-scale thermal ma-

chines [68] and thermodynamic inference [76, 77]. Most common form of TUR is given

by,

〈σ〉〈I
2
j 〉c
〈Ij〉2

≥ 2. (1.16)

where, subscript j indexes the different currents like heat, particle, etc. 〈Ij〉 is the aver-

age current, 〈I2
j 〉c is the second cumulant of current quantifying fluctuations from the mean

behaviour, and the total 〈σ〉 is the average entropy production rate. It is easy to see that

this bound is saturated in equilibrium following the fluctuation-dissipation relation [78].

Barato and Seifert first proved this bound for multi-affinity systems in steady-state in lin-

ear response regime and based on extensive numerical simulations on multi-cyclic Markov

network, conjectured it to be true for all Markov processes driven far from equilibrium.

Later, this bound was rigorously proven for continuous-time markov process in steady state

[64, 65] using large deviation theory [79]. Since then several TURs have been proposed

for, discrete-time, discrete-state Markov processes [67], finite-time statistics [66, 80, 81],

Brownian motion [82–86] , periodically driven systems [87, 88], vector-valued observ-

ables [89], molecular motors [90], biochemical oscillations [91], interacting oscillators [92],

run-and-tumble processes [93], measurement and feedback control [94, 95], broken time-

reversal symmetry systems [69, 94, 96–98], first-passage times [99, 100], quantum transport

problems [70, 73, 74, 101, 102], systems satisfying fluctuation relations [71, 72]. Tighter

bounds have also been reported for some stochastic currents [103].

In chapter 2 we will show that, for continuous thermal machines operating in steady-

state, TUR for different currents is not independent but follows a strict hierarchy. Also in
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chapter 5 we will assess the validity of Eq (1.16) starting from the steady-state fluctuation

theorem. We will refer to the TUR given in Eq.(1.16) as T-TUR as it provides a tighter

bound than other TURs. In a recent experiment [104] valdity of T-TUR is assessed using

atomic-scale quantum conductors and no violation of T-TUR has been reported. Now we

briefly discuss some of the TURs that are relevant to this thesis.

Following the geometry of quantum non-equilibrium steady-states [105, 106] and the

Cramer-Rao bound [107, 108], a TUR was derived beyond linear response regime, which

we refer to as Q-TUR [74], and is given by,

〈σ〉〈I
2
j 〉c
〈Ij〉2

≥ 1 (Q-TUR), (1.17)

which is two times looser than the T-TUR (Eq. (1.16)). Note that this bound does not

saturate in the equilibrium limit.

One can rewrite the T-TUR in terms of integrated current Q (measured upto finite-time

T ) as,

〈Σ〉〈Q
2〉c
〈Q〉2 ≥ 2, (1.18)

Where 〈Σ〉 is the net entropy production. This result was again rigorously proved for

continuous-time Markov process in a steady state [66]. In chapter 6 we will investigate

the validity of Eq.(1.18) for various model systems. Also, in one of our works, the validity

of Eq.(1.18) has been experimentally examined in [109] using NMR setup, and violations

have been reported in a very good agreement with the theoretical prediction.

Interestingly, for systems satisfying exchange fluctuation theorem (XFT), there exists

two TURs for any integrated current Q, namely,

〈Σ〉〈Q
2〉c
〈Q〉2 ≥ 2〈Σ〉

exp 〈Σ〉 − 1
, (G-TUR1) (1.19)

〈Σ〉〈Q
2〉c
〈Q〉2 ≥ 〈Σ〉f(〈Σ〉), (G-TUR2) (1.20)

where f(x) = cosech2(g(x/2)) and g(x) is the inverse function of x tanh(x). We refer to

these TURs as G-TUR1 and G-TUR2, where G stands for generalized as these TURs are

valid for a very large variety of systems satisfying XFT. It turns out that G-TUR2 is tighter
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than G-TUR1. We will elaborate more on this in chapter 6.

1.4 Thermal machines

Now we turn our attention to the thermal machines that in general operate out-of-equilibrium

and thus provide an ideal test bed for studying fluctuations. Thermal machines are energy

conversion devices that primarily employ heat energy in its operation like, thermoelec-

tric device, photovoltaic cell, refrigerator, etc. A generic thermal machine consists of a

working medium, heat and/or particle reservoirs, and a work source, which is used for

consuming/extracting energy. In general, irrespective of underlying dynamics, thermal ma-

chines can be classified as, (i) Continuous thermal machines, and (ii) Discrete thermal ma-

chines [110, 111]. In the next two subsections, we will briefly discuss these two types of

thermal machines and provide some paradigmatic examples.

1.4.1 Continuous thermal machines

In continuous thermal machines all the constituents are coupled to the working medium at

the same time operating in a steady state. For example, thermoelectric junction, absorption

refrigerator, etc. We now discuss two particular continuous thermal machines that will be

later revised in the thesis to illustrates our results.

Working
Medium

Heat CurrentParticle current

Working
Medium

Heat Current Particle current

(a) (b)

Figure 1.1: Thermoelectric junction with arbitrary working medium connected to two reservoirs
maintained at different chemical potentials and temperatures µL,R and TL,R respectively. As a
result there will be flow of particle and heat currents. We assume that TR > TL and µL > µR.
(a) Thermoelectric Engine: Heat current drives the particle current against the spontaneous flow
and hence generate finite work output. (b) Thermoelectric Refrigerator: Particle current is used to
extract heat from cold bath and dump it into hot bath.

Thermoelectric Junction

Thermoelectric junction [112] consists of a working medium connected to two reservoirs

simultaneously. These reservoirs are maintained at different temperatures and chemical
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potential, that drive the system to a non-equilibrium steady-state (NESS). A schematic is

given in Fig.1.1. This setup can work as engine, refrigerator or heat pump depending upon

direction of heat and particle currents. It works as an engine when heat current drives the

particle current against the spontaneous flow and hence generate finite work output against

the chemical bias, as shown in Fig.1.1(a). It works as a refrigerator when particle current is

used to extract heat from cold bath and dump it on the hot bath, as shown in 1.1(b). Note

that we have explicitly assumed TR > TL and µL > µR in Fig. 1.1.

Thermoelectric effects have been discovered very long ago in the 19th century and

known by Seebeck Effect, Peltier Effect, and Thomson Effect [112]. These effects were

seen in macroscopic working medium. But now thermoelectric device has been realized

where working medium is of meso/nano scale [113–117] and as a result fluctuations play

major role in determining the performance of the device.

Absorption refrigerator

Absorption refrigerator (AR) is an autonomous three-terminal setup that operates in nonequi-

librium steady state and continuously directs energy to flow from the cold (C) to the hot (H)

terminal by absorbing energy from the ultrahot work (W) terminal a shown in Fig. 1.2.

Absorption refrigerators were first realized for industrial purpose by Carré brothers in 19th

Working
Medium

W

HC

Figure 1.2: Absorption Refrigerator: The setup consists of three heat baths, work, hot, and cold,
maintained at temperatures TW , TH , and TC respectively, such that TW > TH > TC . Arrows
represent the direction of heat currents when the setup is working as an absorption refrigerator.

century [118]. In recent years various efforts directed towards understanding and realizing

the smallest possible ARs [110, 119–123] that can operate with the maximum cooling ef-

ficiency and power possible, by taking advantage of possible quantum resources. Various

proposals to realize quantum ARs using platforms such as superconducting qubits and ar-
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rays of quantum dots have been put forward [124–127]. Recently, a AR is realized using

three trapped ions in [12].

In chapters 2 and 3 we will investigate autonomous continuous thermal machines, in

particular thermoelectric junction and quantum absorption refrigerators in presence of time-

reversal symmetry or under broken time-reversal symmetry respectively, and provide uni-

versal bounds on the fluctuations. We will analyze how the underlying fluctuations dictate

the performance of such machines.

1.4.2 Discrete thermal machines

In discrete thermal machines all the components are not connected to working medium si-

multaneously. Most familiar discrete thermal machines are four stroke cycle like Carnot

and Otto cycle [2]. Carnot cycle consists of two adiabatic strokes, in which the work-

ing medium is isolated from the baths, and two isothermal strokes, in which the working

medium is put in thermal contact with the reservoirs. Similarly Otto cycle comprises two

isochoric strokes, in which system is connected to the bath provided no work is done, and

two adiabatic strokes. Recently Otto engine is realized in couple of experiments with aid

of NV centers [13], NMR setup [14] and trapped ion technique [11]. Hence quantum-

mechanical treatment becomes inevitable for these setups. Fig. 1.3 illustrates the quantum

analog of Otto engine. In chapter 5 we will examine the quantum Otto engine in more detail

and obtain universal bounds on fluctuations for a large class of working medium.

Another class of discrete thermal machines is a two-stroke cycle [129, 130]. In first

stroke working medium is connected to the heat baths and then the system is decoupled

from the heat baths. In the second stroke, work is extracted from the quantum system

via a coupling to an external field. For example, in first stoke a three level is connected

to the hot and cold bath in such a way to attain population inversion and then in second

stroke population inversion is used to extract some useful work [131]. Another well known

two-stroke engine is a SWAP engine which has been studied extensively over the years

[129, 130, 132–134] and a solid-state implementation has been also proposed for it [134].
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Figure 1.3: Schematic for a four-stroke Quantum Otto cycle. Figure reproduced with permission
from Ref.[128].

1.5 Outline of the thesis

In chapter 2 we investigate the bounds for continuous time-reversal symmetric autonomous

thermal machines in linear response regime. Invoking the principles of linear irreversible

thermodynamics we show that the relative fluctuations of the output current (power out-

put) is always lower bounded by the relative fluctuations of the input current (heat current

absorbed from the hot bath). As an immediate consequence, thermodynamic uncertainty

relation for input and output current receives strict hierarchy. Furthermore, we show that

the obtained upper bound on the efficiency is tighter than the upper bound obtained using

the thermodynamic uncertainty relations.

Next, in chapter 3 we generalize our findings of chapter 2 to broken time-reversal sym-

metric thermal machines. We show that in the linear response regime the relative fluctuation

of the sum of output currents for time-forward and time-reversed processes is always lower

bounded by the corresponding relative fluctuation of the sum of input currents. This bound

is received when the same operating condition, for example, engine, refrigerator, or pump,

is imposed on both the forward and the reversed processes. Furthermore, we establish a

connection between our results and the generalized thermodynamic uncertainty relations

for time-reversal symmetry-broken systems.

In chapter 4 we examine the bounds on the fluctuations for finite-time quantum Otto
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cycle which is an instance of discrete thermal machine. We provide exact full statistics of

heat and work for a class of working fluids that follow a scale-invariant energy eigenspectra.

Equipped with the full joint statistics we go on to derive a universal expression for the ratio

of nth cumulant of output work and input heat in terms of the Otto efficiency. Furthermore,

for nonadiabatic driving of quantum Otto engine with working fluid consisting of either (i)

a qubit or (ii) a harmonic oscillator, we show that the relative fluctuation of output work is

always greater than the corresponding relative fluctuation of input heat absorbed from the

hot bath that we also obtained for time-reversal symmetric continuous thermal machines in

chapter 2.

In chapter 5 we shift our attention to the single affinity driven steady-state thermal trans-

port. We use the fundamental non-equilibrium steady state fluctuation symmetry and derive

a condition on the validity of T-TUR for single affinity driven systems. We test the condi-

tion and study the breakdown of the TUR in different thermal transport junctions of bosonic

and electronic degrees of freedom. We show that the TUR is feasibly violated by tuning

e.g. the hybridization energy of the chain to the metal leads. These results manifest that the

validity of the T-TUR relies on the statistics of the participating carriers.

In chapter 6 we assess the validity of transient version of T-TUR. We explore T-TUR in

the context of energy transport in a bipartite setting for three exactly solvable toy model sys-

tems (two coupled harmonic oscillators, two coupled qubits, and a hybrid coupled oscillator-

qubit system) and analyze the role played by the underlying statistics of the transport carri-

ers in the TUR. Interestingly, for all these models, depending on the statistics, the TUR ratio

can be expressed as a sum or a difference of a universal term which is always greater than

or equal to 2 and a corresponding entropy production term. We find that the generalized

versions of the TUR, originating from the universal fluctuation symmetry (G-TUR1 and G-

TUR2), is always satisfied. We also provide a rigorous proof following the nonequilibrium

Green’s function approach that the tighter bound is always satisfied in the weak-coupling

regime for generic bipartite systems.

Finally in chapter 7 we conclude this thesis with our central results and outline future

prospects.
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CHAPTER 2

Universal bounds on fluctuations in continuous thermal
machines

Abstract

We investigate the bounds on the fluctuations in steady-state time-reversal-symmetric

energy conversion devices. Starting from the general principles of linear irreversible

thermodynamics along with the fluctuation dissipation theorem, we prove that the

relative fluctuations of the output current (power output) is always lower bounded

by the relative fluctuations of the input current (heat current absorbed from the hot

bath). As a consequence, the ratio between the fluctuations of the output and input

currents are bounded both from above and below, where the lower (upper) bound is

determined by the square of the averaged efficiency (square of the Carnot efficiency)

of the engine. The saturation of the lower bound is achieved in the tight-coupling

limit when the determinant of the Onsager response matrix vanishes. Our analysis

can be applied to different operational regimes, including engines, refrigerators, and

heat pumps. Furthermore, we show that the obtained upper bound on the efficiency

is tighter than the upper bound obtained using the thermodynamic uncertainty rela-

tions. We illustrate our findings for two types of continuous engines: two-terminal

coherent thermoelectric junctions and three-terminal quantum absorption refrigera-

tors. Numerical simulations in the far-from-equilibrium regime suggest that these

bounds apply more broadly, beyond linear response.

Reported in

S. Saryal, M. Gerry, I Khait, D. Segal, and B.K.Agarwalla, Universal Bounds on

Fluctuations in Continuous Thermal Machines, Phys. Rev. Lett. 127, 190603

(2021).
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2.1 Introduction

The second law of thermodynamics forbids the conversion of all of the heat energy to work.

As a consequence of that one cannot build any heat engine, operating between a cold and a

hot heat baths, whose efficiency is greater than the famous Carnot efficiency [1]. However,

the Carnot efficiency is never attained for any practical heat engine because in order to

attain it all the processes during the operation of the engine should be quasi-static, which

amounts to zero output power. In addition, classical laws of thermodynamics, written for

macroscopic systems, do not provide any information about how fluctuations influence the

operation of the devices, which becomes crucial to consider for engines with few degrees of

freedom and operating at low temperatures. Therefore it becomes imperative to understand

the role of fluctuations for small scale devices.

Intense efforts in the field of stochastic thermodynamics [135] are now dedicated to-

wards characterizing nanoscale systems by incorporating fluctuations of thermodynamic

quantities such as currents [64, 136], entropy production, [80, 137, 138] and efficiency

[139–142]. As an example, there has been a great deal of activity in recent times in de-

riving bounds on relative fluctuations of observables for out-of-equilibrium systems. The

so-called thermodynamic uncertainty relations (TUR) [64, 65, 68–73, 75] provide a trade-

off bound on such relative fluctuation, can also be quantified as the precision, and the en-

tropy production which is the cost to drive the system away from equilibrium. The TUR

further constrains the performance of a thermal engine, providing a trade-off between out-

put power, power fluctuations and the engine’s efficiency [68]. In addition, it was recently

shown in Ref. [143] that for finite-time four-stroke heat engines, the ratio between fluc-

tuations of output work (W ) and input heat (Q) is upper bounded, and the bound solely

depends on the temperatures of the hot (Th) and cold heat baths (Tc). More precisely, the

relation was given as η(2) ≡ 〈W
2〉c

〈Q2〉c
≤ η2

C , where ηC = 1 − Tc
Th

is the Carnot efficiency

and 〈A2〉c =
[
〈A2〉−〈A〉2

]
is the second cumulant, or the fluctuations, of an observable A.

Furthermore, a tighter-than-Carnot efficiency bound was recently derived for classical con-

tinuous engines expressed in terms of high order cumulants of the power [144]. Our work,

in this chapter, exposes the relationship between these different bounds on non-equilibrium

fluctuations for general quantum or classical thermal machines. In this and the next chapter
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we will primarily focus on continuous thermal machines such as, thermoelectric junctions,

quantum absorption refrigerators, and provide universal bounds on fluctuations and will

further make interesting connections with the TUR. In this chapter we will first focus on

the autonomous time-reversal symmetric systems and the consequence of the breakdown of

this symmetry on fluctuations will be discussed in the next chapter.

We organize this chapter as follows: We will first introduce the basic framework of lin-

ear irreversible thermodynamics in section 2.2. Next we will prove the universal bounds

on fluctuations and efficiency based on general principles of linear irreversible thermody-

namics in section 2.3. In section 2.4 we unravel the consequence of our results on recently

discovered thermodynamic uncertainty relations (TUR) and also show that the bound we

obtained on efficiency is tighter than the obtained from TUR. We illustrate our results in

section 2.5 using single-quantum dot thermoelectric junction. Finally we conclude this

chapter in section 2.6.

2.2 Linear irreversible thermodynamics

Working
Medium

Figure 2.1: Thermoelectric junction with arbitrary working medium connected to two reservoirs
that are maintained at different chemical potentials and temperatures µL,R and TL,R. ΓL,R denotes
the coupling between the system and the left (L) and the right (R) reservoirs. For such a generic
setup, in the long-time limit a non-equilibrium steady state will be attained with steady particle and
heat currents flowing across the system. This setup can work as engine, refrigerator or heat pump
depending upon the direction of particle and heat current.

As the central results obtained in this chapter are based on the principles of linear irre-

versible thermodynamics, we will first briefly outline the basic framework. Let us consider

a small-scale continuous device (such as shown in Fig.(2.1)): where a system of inter-

est is subjected to multiple affinities, Ai (i = 1, 2.....n), which produces time-integrated

stochastic currents Ji. In the context of Fig. (2.1), there are two thermodynamic affinities,

A1 = 1/TL− 1/TR, and A2 = µR/TR−µL/TL, that generates conjugate currents J1 (heat)
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and J2 (particle) across the junction. The affinities, which depend upon quantities like tem-

perature, chemical potential, etc., are properties of the reservoirs and as thermodynamic

variables, they negligibly fluctuate. are properties of the reservoirs and as thermodynamic

variables, they negligibly fluctuate. In contrast, the currents may suffer from significant

fluctuations. In steady state, typically, cumulants of integrated currents scale extensively

with the operation time t, 〈Jni 〉c = t〈Ini 〉c. Note that the subscript c symbolizes the cu-

mulant of the given observable. In the linear response regime, the time-intensive average

currents are proportional to the affinities and therefore can be expressed in terms of the

Onsager response matrix [2, 145–147] as,

〈Ii〉 =
n∑
j=1

LijAj. (2.1)

Lij are the matrix elements of the Onsager matrix L and are often referred to as the ki-

netic coefficients, defined as Lij = ∂Ai〈Ii〉|A=0. Note that, as per our convention, average

currents 〈Ii〉 are positive when flowing towards the system. The steady-state entropy pro-

duction rate, 〈σ〉, can be expressed as,

〈σ〉 =
n∑
i=1

IiAi =
n∑

i,j=1

LijAiAj, (2.2)

which is always non-negative, in accordance with the Second law of thermodynamics. This

particular condition (〈σ〉 ≥ 0), imposes two strict constraints on the Onsager kinetic coef-

ficients.

First, since 〈σ〉 ≥ 0 is true for any possible values of Ai’s, we make all affinities zero

except Ai. Then 〈Ii〉 = LiiAi and as a result 〈σ〉 = LiiA2
i ≥ 0. This simply implies that

Lii ≥ 0. This can be done for other i’s as well and leads to the conclusion that the diagonal

Onsager coefficients are always non-negative i.e.,

Lii ≥ 0 ∀ i (2.3)

Second constraint can be obtained as follows. We can write the Onsager matrix as a sum of

symmetric and antisymmetric parts,

L =
L+ LT

2
+
L − LT

2
= LS + LA (2.4)
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where superscript T stands for transpose of a matrix. The entropy production rate then

given as,

〈σ〉 =
n∑

i,j=1

LSijAiAj +
n∑

i,j=1

LAijAiAj. (2.5)

It can be easily shown that
∑n

i,j=1 LAijAiAj = 0 due the antisymmetric nature of the matrix

LA. Thus, we receive
∑n

i,j=1 LSijAjAi ≥ 0, implying LS is a positive semi-definite matrix

[148] and as a consequence its determinant is always non-negative i.e.,

det[LS] ≥ 0 (2.6)

In what follows, we will investigate the situation when n = 2 i.e. a two-affinity setup that

generate two independent currents and can potentially act as a useful machine (heat engine,

refrigerator, or pump). This particular simple situation allows us to uniquely identify the

input and output currents. We will first consider the time-reversal symmetric situation for

which the Onsager reciprocity relation is given as, [145, 146],

Lij = Lji, (2.7)

which further implies that for a two-affinity driven time-reversal symmetric system,

L11L22 − L2
12 ≥ 0. (2.8)

2.3 Universal bounds on efficiency and fluctuations for time-
reversal symmetric systems

Let us consider fluctuations of currents around their mean values, 〈I2
i 〉c = 〈I2

i 〉 − 〈Ii〉2, and

define the squared relative uncertainty for individual currents as,

ε2i =
〈I2
i 〉c
〈Ii〉2

. (2.9)

We now construct the ratio between the uncertainties of the two currents and write in the

linear response regime,

Q ≡ ε22
ε21

=
L22

L11

∑
ij L1iL1j AiAj∑
ij L2iL2j AiAj

. (2.10)
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Note that, as the currents are linear in affinities, the fluctuation of currents are replaced by

their corresponding equilibrium values in the linear response limit,

[
〈I2
i 〉c
]

eq
= Lii, (2.11)

ensuing the fluctuation-dissipation relation in equilibrium [19, 78]. After simple algebraic

manipulations, Eq. (2.10) reduces to

Q = 1 +
1

L11〈I2〉2
2∑

i,j=1

[
L1iL1jL22 − L2iL2jL11

]
AiAj. (2.12)

Interestingly, the above summation does not contribute for i 6= j and therefore reduces to

Q = 1 +
1

L11〈I2〉2
∑
i

[
L2

1iL22 − L2
2i L11

]
A2
i

= 1 +
1

L11〈I2〉2
(
L11L22 − L2

12

) (
L11A

2
1 − L22A

2
2

)
(2.13)

We now focus on the second term which is a product of three terms and in general can take

positive or negative value. However, the first term,
1

L11〈I2〉2
, is always non-negative be-

cause of Eq.(2.3), and for the time-reversal symmetric systems the second term,
(
L11L22−

L2
12

)
, is also non-negative because of Eq.(2.8). Only the sign of the third term,

(
L11A

2
1 −

L22A
2
2

)
, is not directly restricted by any of the fundamental laws of physics. But so-far, we

have not imposed any restriction on the operational behavior of the system. As a result Q
can either be less than unity or greater than unity. However, upon imposing the condition

that the steady-state setup operates as a thermal machine, it turns out the first term in the

above product is also positive, i.e.,
(
L11A

2
1 − L22A

2
2

)
> 0. This can be shown as follows:

To realize a steady-state thermal machine, we assign I1 as the input current and I2 as

the output current. Recall that, as per our convention, the current flowing into the system is

considered as positive. We therefore demand that

〈I1〉A1 > 0, and − 〈I2〉A2 > 0. (2.14)

The condition 〈I1〉A1 > 0 in the linear response generates a constraint,L11A
2
1 > −L12A1A2.

Similarly, the other condition, −〈I2〉A2 > 0, yields another constraint, −L12A1A2 >
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L22A
2
2. A combination of these two constraints provides an interesting inequality

L11A
2
1 − L22A

2
2 > 0 (2.15)

Note that the above inequality holds as long as the steady-state setup operates as a ther-

mal machine. From this result, following Eq. (2.13), we immediately conclude that for

continuous thermal machines in linear response

Q ≥ 1. (2.16)

This is one of the central results of this chapter. Note that our result is universal and in-

dependent of the nature of the working medium and therefore valid in both classical and

quantum regimes. Because of the strict inequality in Eq.(2.15) saturation of Eq.(2.16) can

be only be achieved when
(
L11L22 − L2

12

)
= 0 that is only possible when determinant of

Onsager matrix L is zero, which corresponds to tight coupling situation (see Appendix B

for more details) i.e., 〈I1〉 ∝ 〈I2〉.
The above result provide two immediate interesting observations:

• Q ≥ 1 immediately implies that, in any operational regime, the ratio between fluctu-

ations of output and input current gets lower-bounded by the square of the average

efficiency, 〈η〉 = |〈I2〉|/|〈I1〉|. More precisely we get,

η(2) ≡ 〈I
2
2 〉c
〈I2

1 〉c
≥ 〈η〉2 (2.17)

• The inequality in Eq. (2.15), further provides an upper bound for η(2), as defined in

Eq. (2.17). Following the fluctuation-dissipation relation, we can replace L22 = 〈I2
2 〉c

and L11 = 〈I2
1 〉c. From this we can simply conclude that

η(2) =
L22

L11

<
(A1

A2

)2

. (2.18)

Applying the above results for an arbitrary continuous steady-state heat engine operating

between a hot and a cold reservoir with temperatures Th and Tc, respectively, we get A1 =
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ηC/Tc, and A2 = 1/Tc where ηC = 1 − Tc
Th

is the Carnot efficiency. As a result
A1

A2

=

1 − Tc
Th

= ηC . Thus for continuous heat engines we receive the following universal upper

and lower bounds on fluctuation,

〈η〉2 ≤ η(2) < η2
C (2.19)

Interestingly, this inequality further provides a tighter bound (tighter than the Seminal

Carnot bound) on the average efficiency of a heat engine

〈η〉 ≤
√
η(2) < ηC (2.20)

solely in terms of current fluctuations. Following the same analysis, similar bounds can

also be obtained for other operational regimes such as refrigerator and heat pump, as given

explicitly in table 2.1.

Table 2.1: Input (I1) and output (I2) currents, their affinities, average efficiency and ratio of fluctu-
ations in different operational regimes following the notation of Ref. [139]. The delivered power is
given by −I2. ηC = 1− Tc/Th is the Carnot efficiency.

Heat Engine Refrigerator Heat Pump
I1 Ihq Iw Iw
A1 ηC/Tc 1/Th 1/Tc
I2 Iw −Icq Ihq
A2 1/Tc ηC/Tc ηC/Tc

〈η〉 |〈Iw〉|
|〈Ihq 〉|

≤ ηC
|〈Icq〉|
|〈Iw〉|

≤ (1−ηC)
ηC

|〈Ihq 〉|
|〈Iw〉

| ≤ 1

ηC

η(2) 〈η〉2eng ≤ η
(2)
eng ≤ η2

C 〈η〉2ref ≤ η
(2)
ref ≤

(1− ηC
ηC

)2 〈η〉2pump ≤ η
(2)
pump ≤

1

η2
C

2.4 Connection with thermodynamic uncertainty relation

Following the definition for Q [Eq. 2.10], our central result Q ≥ 1 implies that the rela-

tive fluctuation of output current is always greater than the relative fluctuation of the input

current, i.e.,
〈I2

2 〉c
〈I2〉2

≥ 〈I
2
1 〉c
〈I1〉2

. (2.21)
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One can immediately connect this result with the TUR by multiplying the above equation

with the steady-state entropy production rate 〈σ〉 (Note that 〈σ〉 ≥ 0), which results in

〈σ〉〈I
2
2 〉c
〈I2〉2

≥ 〈σ〉〈I
2
1 〉c
〈I1〉2

. (2.22)

Our result therefore put forward an important connection with the TUR product
(
〈σ〉〈I

2
i 〉c
〈Ii〉2

)
for the output current being always lower-bounded by the corresponding TUR product for

the input current. Note that earlier studies [64, 65, 71] derived independent TUR bounds for

the individual currents for generic classes of steady-state systems (both Markovian and non-

Markovian). In contrast, Eq. (2.60) establishes that the TUR bounds for different currents

are not independent in the operational regimes but follow a strict hierarchy. In other words,

in the operational regime of a non-equilibrium setup, the following universal result hold in

the linear-response regime

〈σ〉〈I
2
2 〉c
〈I2〉2

≥ 〈σ〉〈I
2
1 〉c
〈I1〉2

≥ 2 (2.23)

2.4.1 Connection between the bounds on efficiency following the TUR
and following Eq. (2.20)

Interestingly, the TUR relation provides a bound on average efficiency of a machine and is

tighter than the Carnot bound [68]. We show here that our bound on the efficiency following

Eq. (2.20)is tighter than the bound following the TUR. For that purpose, we first present the

bound that follows from the TUR. For details please see Ref. [68].

Let us derive the bound for a steady state heat engine operating between hot and cold

reservoirs with temperatures Th and Tc , respectively. Due to the steady state condition and

the first law of thermodynamics we have,

−〈Iw〉 = 〈Ihq 〉+ 〈Icq〉 (2.24)

where −〈Iw〉 is the average output power as per our convention. 〈Ihq 〉 and 〈Icq〉 are the aver-

age heat currents from hot and cold bath respectively. Then the average entropy production
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rate can be written as,

〈σ〉 = −〈I
h
q 〉
Th
− 〈I

c
q〉
Tc

=
−〈Iw〉
Tc

[ ηC
〈η〉 − 1

]
(2.25)

where 〈η〉 =
−〈Iw〉
〈Ihq 〉

is the average efficiency. Note that in order for this setup to work as an

engine both input heat current and output power have to be positive i.e., −〈Iw〉, 〈Ihq 〉 > 0.

Now the TUR for work current or power output of given by

〈σ〉 〈I
2
w〉c
〈Iw〉2

≥ 2. (2.26)

Inserting the average entropy production rate from Eq.(2.25) into the above equation and

after some manipulations we get,

〈η〉 ≤ ηC

1− 2〈Iw〉Tc
〈I2
w〉c

≡ ηTUR (2.27)

Note that this bound is tighter than the Carnot efficiency as −〈Iw〉 > 0. This non-trivial

bound was first obtained in Ref. [68]. Now in what follows we show that this bound is

looser than our bound on efficiency in the linear response regime.

Following our convention for input and output currents, in this example, 〈Iw〉 cor-

responds to 〈I2〉 (output) and 〈Ihq 〉 corresponds to 〈I1〉 (input), and A1 = ηC/Tc and

A2 = 1/Tc. Also 〈I2
w〉c = 2L22. Given this, after some manipulations ηTUR, defined in

Eq. (2.27) simplifies to,

ηTUR = −L22

L21

(2.28)

Since A1, A2 > 0, therefore engine operating condition, −I2A2 > 0, implies that −L21 >

0. Along with this information, positivity of the entropy production rate implies,

− 1

L21

≥ 1√L11L22

(2.29)

Putting this in Eq.(2.28) we get,

ηTUR = −L22

L21

≥
√
L22

L11

=
√
η(2) (2.30)
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This shows that our bound on efficiency is tighter than ηTUR. Thus we have ,

〈η〉 ≤
√
η(2) ≤ ηTUR < ηC (2.31)

In what follows, we will illustrate our findings using two types of continuous thermal ma-

chines, two-terminal coherent thermoelectric junctions and three-terminal quantum absorp-

tion refrigerators.

2.5 Example 1: Steady-state thermoelectric transport in
two-terminal systems

As an illustration of our results we consider a two-terminal thermoelectric device as shown

in Fig.(2.1). The junction consists of an elastic scatterer (e.g., array of quantum dots),

which is connected to two fermionic reservoirs. Hamiltonian for this non-interacting setup

is given by,

Ĥ = ĤC + ĤL + ĤR + V̂L + V̂R
=

∑
ν=L,C,R

ĉ†νh
ν ĉν +

∑
ν=L,R

(
ĉ†νV

ν
e ĉC + h.c.

)
. (2.32)

Here, ĤC , ĤL and ĤR denotes the Hamiltonian of the isolated central system, and the left,

and the right reservoirs. V̂L,R corresponds to the interaction between system and the left

(right) reservoirs. ĉ†ν(ĉν) is the row (column) vector consisting of electronic creation (anni-

hilation) operators in the ν region, with hν the single-particle Hamiltonian matrix in that do-

main. The baths (ν = L,R) and the central system are initially decoupled and are prepared

at their respective grand canonical equilibrium state with temperature Tν and chemical po-

tential µν . For such a non-interacting setup, the exact steady-state cumulant generating

function (CGF) for both charge and energy currents can be obtained exactly using a scatter-

ing matrix formalism. It is given by the celebrated Levitov-Lesovik formula [61, 149, 150].

The characteristic function for the joint integrated charge and energy currents is defined as

Z(χe, χu) = 〈exp
(
iχeJe + iχuJu)〉, (2.33)
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where χe and χu are the counting fields that keep track of net charge Je and energy Ju

flowing out of one of the terminals, say the right (R) terminal. In the long-time limit, as the

CGF scales extensively with the integrated time t one can define the corresponding scaled

cumulant generating function (CGF) as,

G(χe, χu) = lim
t→∞

1

t
lnZ(χe, χu). (2.34)

This scaled CGF for such a non-interacting setup is obtained exactly as,

G(χe, χu) =

∫ ∞
−∞

dε

2π
ln
(

1+T (ε)
{
fR(ε)[1−fL(ε)][ei(χe+εχu)−1]

+ fL(ε)[1−fR(ε)][e−i(χe+εχu)−1]
})
, (2.35)

where fν(ε) = [eβν(ε−µν) +1]−1, ν = L,R is the equilibrium Fermi-Dirac distribution func-

tion for the reservoirs. T (ε) is the transmission function, which indicates the probability for

electrons to transfer from the right to the left reservoir via the elastic scattering region. It

can be computed from the retarded and advanced Green’s function of the system and from

the self-energy matrix originating due to the interaction of the central system with the two

reservoirs [151]. The formal expression for the transmission is given by,

T (ε) = Tr[Gr(ε)ΓL(ε)Ga(ε)ΓR(ε)], (2.36)

where Gr(ε) is the retarded Green’s function of the central system in presence of the reser-

voirs, Ga(ε) =
[
Gr(ε)

]† is the corresponding advanced Green’s function and ΓL,R are the

hybridization matrices that include the coupling to the reservoirs L and R.

From the CGF, we obtain cumulants of currents, flowing out of the right reservoir, by

taking derivatives with respect to the corresponding counting fields, and obtain

〈IK〉 =

∫ ∞
−∞

dε

2π
ξK T (ε)

[
fR(ε)− fL(ε)

]
, (2.37)

where ξK = 1 or ε for particle(e) or energy(u) currents respectively. Fluctuations i.e., the

second order cumulants are given by,

〈I2
K〉c =

∫ ∞
−∞

dε

2π
ξ2
K T (ε){fL(ε) [1− fR(ε)] + fR(ε) [1−fL(ε)]}−T 2(ε) [fR(ε)−fL(ε)]2 .(2.38)
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Note that the heat current (q) cumulants can be simply obtained by setting ξq = ε − µR.

In the linear response regime, one considers the limit |∆T | � T and |∆µ| � T . Here,

∆µ = µL − µR, ∆T = TR − TL, and T = (TL + TR)/2, µ = (µL + µR)/2 being the

average temperature and average chemical potential, respectively. The currents can then be

expressed in terms of Onsager’s transport coefficients,

〈Ie〉 = Lee
(−∆µ

T

)
+ Leq

(
∆T

T 2

)
,

〈Iq〉 = Lqe
(−∆µ

T

)
+ Lqq

(
∆T

T 2

)
, (2.39)

where we used −∂f
∂ε

= f(1 − f)β. Here, f(ε) is the equilibrium distribution function

evaluated at T and µ. The various transport coefficients are given by

Lee =

∫ ∞
−∞

dε

2π
T (ε) f(ε) [1− f(ε)],

Leq = Lqe =

∫ ∞
−∞

dε

2π

(
ε− µ) T (ε) f(ε) [1− f(ε)],

Lqq =

∫ ∞
−∞

dε

2π

(
ε− µ)2 T (ε) f(ε) [1− f(ε)]. (2.40)

In the equilibrium limit (∆µ=∆T =0), one recovers the standard equilibrium fluctuation-

dissipation relation from Eq. (2.38),[
〈I2
q 〉c
]

eq
= Lqq,

[
〈I2
e 〉c
]

eq
= Lee. (2.41)

To realize different operational regimes, we set the thermodynamic parameters for the reser-

voirs as TR > TL and µL > µR. As a result all the expressions for currents obtained above

are from the hot reservoir i.e., the right terminal. Also note that due to the steady state con-

dition once we know the charge and energy currents flowing out of the hot reservoir (right),

one can immediately compute the currents from the cold reservoir (left) employing the cur-

rent conservation. Recall that the above results are valid for arbitrary coherent junction. In

what follows we illustrate our findings for three different operational regimes i.e., engine,

refrigerator, and pump for a working medium made out of a single quantum dot.

1. Thermoelectric engine: In order to operate the setup as a thermoelectric engine the

heat current absorbed from the hot terminal (right terminal) can be used to drive charge
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Figure 2.2: Single-dot thermoelectric engine. (a)-(b) Test of the lower bound, η(2) ≥ 〈η〉2, and (c)-
(d) the upper bound, η2

C ≥ η(2), for a single-dot thermoelectric system within linear response (LR)
and far from equilibrium (FFE). We focus on the ranges of εd and Γ at which the system operates
as an engine. Positive values signify that bounds are satisfied (see Table 2.1). We use βL = 1.01,
βR = 1, µL = 0.01, µR = 0 for (a) and (c) and βL = 2, βR = 1, µL = 1, µR = −1 for (b) and (d).
Figure reproduced with permission from Ref.[152].
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current against the chemical bias. Following the stochastic thermodynamics framework we

can write,

〈Ihq 〉 = 〈Iαq 〉 = 〈Iu〉 − µR〈Ie〉 > 0 (2.42)

−〈Iw〉 = (µL−µR) 〈Ie〉 > 0. (2.43)

The corresponding efficiency is then 〈η〉eng =
−〈Iw〉
〈Ihq 〉

. In Fig. 2.2 we display contour

plots to asses the validity of lower (a)-(b) η(2) − 〈η〉2 and upper (c)-(d) η2
C − η(2) bounds

for a thermoelectric engine both in linear response (LR) and far from equilibrium (FFE).

We use a single quantum dot as the scatter with the dot energy εd and the hybridization

strength ΓL,R(ε) which is assumed to be independent of energy (wide-band approximation)

and equal in magnitude for both the left and the right leads i.e., ΓL = ΓR = Γ. To generate

the contour plot we tune εd and Γ over a broad window. Note that, to compute the Onsager

coefficients following Eq. (2.40), we need the expression for transmission function which

can be analytically obtained for the single dot case following Eq. (2.36). In this case, the

retarded Green’s function component is given as,

Gr(ε) =
1

ε− εd + iΓ
(2.44)

and as a result the transmission function is given as,

T (ε) =
Γ2

(ε− εd)2 + Γ2
(2.45)

We show the validity of our bounds in the linear response regime. Interestingly, our numer-

ical simulation over a wide range of parameters further suggest the validity of the lower and

upper bounds beyond the linear response regime.

2. Refrigerator: In the refrigerator regime, heat current from the cold (left) reservoir is

extracted by using the charge current flowing from high to low bias i.e., 〈Icq〉 = −〈Iu〉 +

µL〈Ie〉 ≥ 0 and 〈Ie〉 ≤ 0. The efficiency is given as 〈η〉ref =
〈Icq〉
〈Iw〉

. In Fig. 2.3 we display

the validity for the lower, 〈η〉2 ≤ η(2), and upper, η(2) ≤ (
1− ηC
ηC

)2, bounds in both linear

response and far-from-equilibrium regimes.

3. Heat pump: To realize a heat pump, we demand that the heat current should flow
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Figure 2.3: Single-dot thermoelectric refrigerator. (a)-(b) Test of the lower bound, η(2) ≥ 〈η〉2

within linear response and far from equilibrium. (c)-(d) Test of the upper bound,
(

1−ηC
ηC

)2
≥ η(2),

for the same system. We focus on relevant ranges of εd and Γ at which the system operates as a
refrigerator. Positive values signify that the bound is satisfied . We used βL = 1.01, βR = 1,
µL = 0.01, µR = 0 for (a) and (c) and βL = 2, βR = 1, µL = 1, µR = −1 for (b) and (d). Figure
reproduced with permission from Ref.[152].
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towards the (right) hot reservoir, 〈Ihq 〉 ≤ 0, by using the charge current, 〈Ie〉 ≤ 0. The

corresponding efficiency is 〈η〉pump =
−〈Ihq 〉
〈Iw〉

. Figure 2.4 once again shows the validity of

upper and lower bounds both in linear response and far-from-equilibrium regimes.
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Figure 2.4: (Color online) Single-dot thermoelectric heat pump. (a)-(b) Test of the lower bound,
η(2) ≥ 〈η〉2 within linear response and far from equilibrium. (c)-(d) Test of the upper bound,
1
η2C
≥ η(2), for the same system. We focus on relevant ranges of εd and Γ at which the system

operates as a heat pump. Positive values signify that the bound is satisfied (see Table in main text).
We used βL = 1.01, βR = 1, µL = 0.01, µR = 0 for (a) and (c) and βL = 2, βR = 1, µL = 1,
µR = −1 for (b) and (d). Figure reproduced with permission from Ref.[152].

In Fig. 2.5, we show the Q ratio both in the linear and beyond linear response regime.

We observe the existence of the lower bound i.e., Q ≥ 1 in both the engine (E) and the

refrigerator (R) regimes.
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Figure 2.5: (Color online) Plot of the ratio Q for a single dot thermoelectric system within and
beyond linear response. We display both the engine (E) and refrigerator (R) regimes for the relevant
ranges of εd and Γ. (a) Linear response simulations with βL = 1.01, βR = 1, µL = 0.01, µR = 0.
(b) Beyond linear response simulations with βL = 2, βR = 1, µL = 1, µR = −1. We confirm that
in both the engine and refrigerator regimes, Q ≥ 1. For clarity of presentation, values of Q > 3
were assigned the value 3. Figure reproduced with permission from Ref.[152].
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Figure 2.6: Scatter plot for difference between the bounds, ηTUR −
√
η(2) for single dot thermo-

electric engine. We perform numerical simulation over a broad parameter regime by choosing the
different model parameters randomly. We choose all the parameters from uniform random distribu-
tion. TL ∈ [0, 4], TR ∈ [4, 6], µR ∈ [0, 4], µL ∈ [4, 6], Γ ∈ [0, 3], and εd ∈ [0, 10].

In section 2.4 we provided a proof that the upper bound on the engine efficiency, 〈η2,
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that we obtained is tighter than the one obtained following TUR, see Eq.(2.31). In Fig. 2.6

we provide scatter plot for single-dot thermoelectric engine by choosing different model

parameters randomly, which once again agrees with our findings.

(a) (b)

Figure 2.7: Schematic for (a) three-level and (b) four-level models for quantum absorption refrig-
erators. In both cases the inverse temperature of the baths follow the sequence βc > βh > βw. The
baths induced incoherent transitions are shown by the dashed arrows. The energy gaps between the
states are indicated by solid lines. In the population dynamics, the different baths induced transition
rates contributes in the additive manner. Fig. 2.7(b) reproduced with permission from Ref.[153].

2.6 Example 2: Quantum Absorption Refrigerator

As a second example, we consider a quantum absorption refrigerator (QAR) setup. Mod-

els for QAR have served a crucial role in establishing working principles of autonomous

quantum thermal machines [110, 119–123] with recent experiments realizing such models

using trapped ions [12]. In QARs, heat is extracted from a cold (c) bath and released into

a hot (h) environment by utilizing heat from a so-called work (w) bath. The reversed op-

eration realizes a heat engine. We identify three inverse-temperatures, βw < βh < βc in

a QAR, and three heat currents, Ic,h,w, defined positive when flowing out from the respec-

tive baths, with two affinities, βh − βc and βh − βw. Schematic diagrams of three-level

and four-level QARs are displayed in Figs. 2.7(a) and 2.7(b), respectively. The cooling

efficiency of QARs is defined as 〈η〉 = 〈Ic〉/〈Iw〉. It is bounded by 〈η〉 ≤ ηcool where

ηcool ≡
(βh − βw)

βc − βh
Tw�Th−−−−→ (1− ηC)/ηC [154].

In what follows, we limit our discussion to the weak system-bath coupling limit, Markovian

reservoirs, and decoupled coherence population dynamics (secular approximation), which
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can be handled within a perturbative quantum Master equation (QME) approach . Following

the QME, a first-order differential equation for the characteristic function (CF) |Z(χ, t)〉,
corresponding to the counting-fields dressed population dynamics can be obtained as,

d|Z(χ, t)〉
dt

= Ŵ(χ)|Z(χ, t)〉, (2.46)

where counting parameters χ = (χw, χh, χc) keep track of the energy flowing out from the

respective terminals. Ŵ(χ) is the dressed rate matrix. The steady-state cumulant generating

function (CGF) hands over the cumulants for currents which can be received from the CF

as

G(χ) = lim
t→∞

1

t
ln〈I|Z(χ, t)〉 (2.47)

with 〈I| = 〈11..1| being a unit vector for the n-level QAR. The mean currents and the

fluctuations are determined by taking the first and second derivative of the CGF with respect

to the respective counting fields.

For three-level QAR, Fig. 2.7(a), one can obtain the analytical form of current and noise for

the above mentioned approximation. Ŵ(χ) for three-level QAR is given by,

Ŵ(χ) =


−kc1→2 − kh1→3 kc2→1e

−iχcωc kh3→1e
−iχhωh

kc1→2e
iχcωc −kc2→1 − kw2→3 kw3→2e

−iχwωw

kh1→3 e
iχhωh kw2→3e

iχwωw −kw3→2 − kh3→1

 . (2.48)

Here, we count the three levels (bottom to top) by 1,2,3, with energies ε1,2,3 = (0, ωc, ωw).

Assuming that the baths comprise collections of harmonic oscillators, which are coupled to

the quantum system through the displacements of the oscillators, the rate constant due to

the b bath is given by the product

kbi→j = Jb(εj − εi)nb(εj − εi). (2.49)

Here, nb(∆) =
(
eβb∆ − 1

)−1 is the Bose-Einstein distribution function and Jb(∆) =

γb∆e
−|∆|/Λ is the spectral density function of the b bath. For simplicity, we assume Ohmic

spectral functions and take the cutoff frequency to be large, Λ� ωc,w, 1/β.

The statistics for all the currents is determined by the largest eigenvalue (real part) of this
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characteristic polynomial. The characteristic polynomial for the largest eigenvalue satisfy

the equation

λ3
max − a1 λ

2
max + a2 λmax − a3(χ) = 0 (2.50)

with the condition that λmax(χ = 0) = 0. Here,

a1 = w0,0 + w1,1 + w2,2,

a2 = w0,0w1,1 + w0,0w2,2 + w1,1w2,2 − w0,1(χc)w1,0(χc)− w0,2(χh)w2,0(χh)

−w1,2(χw)w2,1(χw),

a3(χ) = w0,0w1,1w2,2 − w0,0w1,2(χw)w2,1(χw)− w0,1(χc)w1,0(χc)w2,2

+w0,1(χc)w1,2(χw)w2,0(χh) + w0,2(χh)w2,1(χw)w1,0(χc)

−w0,2(χh)w2,0(χh)w1,1, (2.51)

where wi,j are the elements of the matrix Ŵ(χ) [155]. Notice that, a1 is counting field

independent. Moreover, the counting field dependent phase factors exactly cancels out in

a2. As a result, a3 is the only counting field dependent term in Eq. (2.50). We can obtain

analytical expression for the current for bath α as

〈Iα〉 =
1

a2

∂a3

∂(ixα)

∣∣∣
χ=0

, α = h, c, w. (2.52)

It can be easily checked that the currents are proportional to each other and given by

〈Ic〉 =
ωc
a2

[
w0.2w2,1w1,0 − w0,1w1,2w2,0

]
,

〈Iw〉 =
ωw
ωc
〈Ic〉 (2.53)

The corresponding noise for bath α is given as

〈I2
α〉c
2

=
1

2 a2

[ ∂2a3

∂(ixα)2
+

2a1

a2
2

( ∂a3

∂(ixα)

)2]∣∣∣
χ=0

. (2.54)

As a result, the relative fluctuation simplifies to

〈Iα〉c
〈Iα〉2

=
a1

a2

+
a2

2

a
′′
3

(a
′
3)2
, (2.55)

where the primes indicate the order of the derivative with respect to the respective counting

field χα. Notice that a1 and a2 remains the same for any current. Interestingly, it turns out
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the second term a
′′
3/(a

′
3)2 is also the same for any current and is given by

a
′′
3

(a
′
3)2

=
w0,2w2,1w1,0+w0,1w1,2w2,0(
w0,2w2,1w1,0−w0,1w1,2w2,0

)2 . (2.56)

We therefore see that the relative fluctuation of currents for output and input currents are

the same, i.e.,
〈Ic〉c
〈Ic〉2

=
〈Iw〉c
〈Iw〉2

. (2.57)

Figure 2.8: Simulations of η(2) for the four-level model. Here, we use βw = 2.5, βh = 5, βc = 10,
with the maximum cooling efficiency ηcool ≡ βh−βw

βc−βh = 0.5. The spectral function of the baths are
chosen as Ohmic, Jb(ω) = γbωe

−|ω|/Λ, with γh = 2 × 10−3, γw,c = 10−3, and Λ = 50. Figure
reproduced with permission from Ref.[152].

Similarly, for four-level system, Fig. 2.7(b), dressed rate matrix Ŵ(χ) is given by,

Ŵ(χ) =


−kc1→2 − kc1→3 − kh1→4 kc2→1e

−iχc(ωc−g) kc3→1e
−iχc(ωc+g) kh4→1e

−iχh(ωc+ωw)

kc1→2e
iχc(ωc−g) −kc2→1 − kw2→4 0 kw4→2e

−iχw(ωw+g)

kc1→3e
iχc(ωc+g) 0 −kc3→1 − kw3→4 kw4→3e

−iχw(ωw−g)

kh1→4e
iχh(ωc+ωw) kw2→4e

iχw(ωw+g) kw3→4e
iχw(ωw−g) −kh4→1 − kw4→2 − kw4→3


(2.58)

with kαi→j being the transition rate between states i and j due to terminal α. The energy

levels are labelled from bottom to top as 1 to 4 with energies given by ε1,2,3,4 = (0, ωc −
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Figure 2.9: Scatter plot of the difference in the bounds ηTUR −
√
η(2) for the 4-level quantum

AR. We simulate the system over a broad parameter regime and observe that ηTUR −
√
η(2) > 0.

We perform the simulation over 1 million random points and select those data points for which we
realise a refrigerator. Here we choose the temperature of all three baths within the interval [0.1, 1]
randomly and set the linear response regime by demanding that the ratio ∆T/T is always smaller
than 0.05 where ∆T is the temperature difference between any two terminals and T is the average
temperature for the same two terminals. The value of g is chosen within the interval [0, 0.05]. We
kept other parameters fixed with values for ωc = 0.3 and ωw = 0.6.

g, ωc + g, ωc + ωw). For χ = 0, the rate matrix describes the standard population dynamics

for the system states. For this system we can no longer obtain analytical form of average

current and noise. Therefore we have to rely on the numerical methods to compute the

current and its corresponding fluctuation. In Fig 2.8 we further verify our findings for four-

level QAR. We once again notice that the bounds we obtained are also valid beyond the

linear response regime.

In Fig. 2.9 we provide scatter plot for 4-level QAR by choosing different model param-

eters randomly to verify Eq.(2.31) in the context of QAR. Note that for QAR, upper bound

on efficiency obtained from TUR modifies to,

ηTUR ≡
ηcool

1 +
2〈Ic〉

(βc − βh)〈I2
w〉c

, (2.59)
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where ηcool ≡
(βh − βw)

βc − βh
. Fig. 2.9 once again verifies our findings for 4-level QAR.

We also want to point out that in our recent work Ref. [153], we further generalized our

findings for QAR and obtained a strict hierarchy between the relative fluctuations of heat

currents from each terminal. More precisely we found out that,

〈I2
c 〉c
〈Ic〉2

≥ 〈I
2
h〉c
〈Ih〉2

≥ 〈I
2
w〉c
〈Iw〉2

(2.60)

Further, the three universal bounds on the mean cooling power, obtained following the

thermodynamic uncertainty relations [68] in the context of absorption refrigerator, receive

a strict hierarchy [153].

2.7 Summary

In summary, in this chapter following the framework of linear irreversible thermodynamics

we showed that for a two-affinity continuous thermal machines, relative fluctuation of the

output current (for example, power output for heat engines) is always larger than the rela-

tive fluctuations of the input current (for example, heat current absorbed by the system from

hot bath). As a consequence of this interesting result, we immediately uncovered universal

lower and upper bounds on η(2), the ratio between the fluctuations of output and input cur-

rents. We also made an interesting connection with the thermodynamic uncertainty relation

and further showed that the bound on efficiency following from our result is tighter than the

bound obtained following the TUR. We illustrated our findings in two paradigmatic setups

that had been realized in experiments. Our numerical results further suggests the validity

of these bounds beyond the linear response regime. Our result are universal, albeit in the

linear response regime, and completely independent of the underlying dynamics and the

nature of the working medium whether it is classical or quantum.
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CHAPTER 3

Universal bounds on fluctuations for continuous machines
with broken time-reversal symmetry

Abstract

For a generic class of thermal machines with broken time-reversal symmetry we

show that in the linear response regime the relative fluctuation of the sum of out-

put currents for time-forward and time-reversed processes is always lower bounded

by the corresponding relative fluctuation of the sum of input currents. This bound

is received when the same operating condition, for example, engine, refrigerator,

or pump, is imposed on both the forward and the reversed processes. As a con-

sequence, universal upper and lower bounds for the ratio between fluctuations of

output and input current are obtained. Furthermore, we establish a connection be-

tween our results and the generalized thermodynamic uncertainty relations for time-

reversal symmetry-broken systems. We illustrate these findings for a steady-state

three-terminal quantum thermoelectric setup in presence of an external magnetic

field.

Reported in

S. Saryal, S. Mohanta, and B. K. Agarwalla, Bounds on fluctuations for machines

with broken time-reversal symmetry: A linear response study, Phys. Rev. E 105,

024129 (2022).

3.1 Introduction

In the previous chapter we focused on continuous thermal machines respecting time-reversal

symmetry and obtained universal bounds on the fluctuations and as a result a bound on the

thermodynamic efficiency. A natural question that arises immediately is that what happens

to these bounds when the time-reversal symmetry is broken? In this chapter, we answer this
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question by generalizing our findings of the previous chapter. Note that breakdown of time-

reversal symmetry is quite common in many different scenarios, for example, thermoelec-

tric transport in presence of an external magnetic field [98, 156, 157] or cyclic heat engines

driven in a time-asymmetric manner [158, 159]. Notably, a plethora of studies[156, 160–

162] had been devoted towards understanding the performance of thermal machines under

such situations with the possibility of achieving the Carnot bound with finite power output

[162]. But in the context of thermoelectric setup, a universal tighter bound on the Onsager

coefficients is provided which has ruled out the possibility of achieving finite output power

at the Carnot efficiency [160]. We here provide a deep deep understanding of such bounds

in the context of fluctuations.

The plan of this chapter is as follows: In section 3.2 we investigate a general class of

machines in the absence of time-reversal symmetry and provide universal bounds on fluc-

tuations. In section 3.3 we now make the connection of these universal bounds with the so-

called generalized thermodynamic uncertainty relations (GTUR), derived for time-reversal

symmetry-broken systems [96]. In section 3.4 we discuss these bounds for individual time-

forward and time-reversed processes in the different operational regimes. In section 3.5 we

illustrate our findings using a steady-state three-terminal quantum thermoelectric setup in

presence of an external magnetic field. Finally we summarize our main findings in section

3.6.

3.2 Universal bounds in absence of time-reversal symme-
try

We once again consider a steady-state thermal device, operating in the linear response

regime, but now in absence of the time-reversal symmetry. This implies that the Onsager

symmetry L12 = L21 is not respected, which was crucial for establishing the results of the

previous chapter. In general, for time-reversal symmetry broken (TRB) systems one can

always associate a time-forward (F) and a corresponding time-reversed (R) process. As an

example, in case of a continuous steady-state transport setup, a time-reversed process is

simply realized by reversing the direction of the external magnetic field. We express the
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currents in both F and the R processes as,

〈Ii〉 =
∑
j=1,2

LijAj

¯〈Ii〉 =
∑
j=1,2

L̄ijAj (3.1)

where Lij and L̄ij are the kinetic coefficients for the F and R processes, respectively. The

Onsager reciprocity relation for TRB systems is given by the symmetry [147, 156, 162, 163]

Lij = L̄ji. (3.2)

Note that, here we have assumed the thermodynamic affinities A1, A2 to be time-reversal

symmetric.

We follow a similar procedure as done in the previous chapter, but now consider the

fluctuations of currents for both F and R processes. We define the squared relative uncer-

tainty for individual current i that involves a combination of F and R processes as,

ε2i =
〈I2
i 〉c + ¯〈I2

i 〉c(
〈Ii〉+ ¯〈Ii〉

)2 . (3.3)

Then the ratio between the relative uncertainties of the two currents in the LR regime can

be expressed solely in terms of the symmetric components of the Onsager coefficients of

the F-process. We finally receive

Q ≡ ε22
ε21

=
LS22

LS11

∑
ij LS1iLS1jAiAj∑
ij LS2iLS2jAiAj

. (3.4)

To obtain this expression we exploit the symmetry relation in Eq. (3.2). Here LS is the

symmetric part of the L matrix. Also note that in the LR regime we substitute the current

fluctuations by their corresponding kinetic coefficients i.e., 〈I2
i 〉c = 〈Ī2

i 〉c = 2Lsii, which

is the standard fluctuation-dissipation relation in equilibrium [19, 78]. One can further

manipulate the above expression and re-write

Q− 1 =
4

LS11

(
〈I2〉+ ¯〈I2〉

)2

2∑
i,j=1

[
LS22LS1iLS1j − LS11LS2iLS2j

]
AiAj. (3.5)

The above summation can be expanded and the finite contributions come only from i = j
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term. As a result, we receive

Q− 1=
4

LS11

(
〈I2〉+ ¯〈I2〉

)2

[
LS11A

2
1 − LS22A

2
2

] [
LS11LS22−(LS12)2

]
. (3.6)

Interestingly, the last term in the above expression is the determinant of the symmetric

part of the Onsager’s matrix which is always non-negative and directly follows from the

positivity of entropy-production rate 〈σ〉 ≥ 0. So-far, the analysis has been general with no

condition imposed on the direction of the currents flowing across the system. As before, to

realise a useful operational regime such as an engine or a refrigerator or a pump, we need

to identify the directions of input and output currents. To do this, from here onwards, we

identify 〈I1〉 and 〈I2〉 as the input and the output currents in the F process and similarly

〈Ī1〉 and 〈Ī2〉 as the input and output currents in the R process. First focusing on the input

current in the F (R) process, we demand that 〈I1〉A1 > 0, ( ¯〈I1〉A1 > 0), which in the LR

regime generates a condition involving the affinities and the kinetic coefficients as L11A
2
1 >

−L12A1A2 ( L11A
2
1 > −L21A1A2). A combination of these two conditions now yields

Ls11A
2
1 > −Ls12A1A2. (3.7)

We next demand that in the operational regime, the setup delivers output in both the F and

R processes and thus 〈I2〉A2 < 0, ( ¯〈I2〉A2 < 0) which translates to another condition in

the LR regime,

−LS12A1A2 > LS22A
2
2. (3.8)

Combining Eqs. (3.7) and (3.8), we receive an important inequality

LS11A
2
1 − LS22A

2
2 > 0. (3.9)

This is exactly one of the terms that appears in Eq. (3.6). As a result of this inequality and

positivity of entropy production rate, we arrive at an important conclusion that for a generic

out-of-equilibrium setup, operating as a useful device in both the F and the R processes,

Q ≥ 1.

Because of the strict inequality in Eq.(3.9),Q = 1 in Eq. (3.6) can only be reached when

the determinant of the symmetric part of the Onsager’s matrix vanishes. This corresponds
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to a situation when
(
〈I1〉 + 〈Ī1〉

)
∝
(
〈I2〉 + 〈Ī2〉

)
, which is a generalized version of the

so-called tight-coupling limit as it involves both forward and reversed currents. For time-

reversal symmetric systems this generalized tight coupling corresponds to the usual tight

coupling limit i.e., 〈I1〉 ∝ 〈I2〉[152]. Interestingly, 〈I1〉 ∝ 〈I2〉 can never be attained in

the broken time reversal situation as it violates the standard second law of thermodynamics.

This can be shown be as follows,

In tight-coupling limit 〈I1〉 = α 〈I2〉, where α is a proportionality constant. This condi-

tion implies following relations among the Onsager’s kinetic coefficients,

L11 = αL21 , L12 = αL22 (3.10)

Given these relations determinant of the symmetric part of the Onsager’s matrix (Ls) re-

duces to,

det[Ls] = L11L22 −
(
L12 + L21

)2

4

= αL21
L12

α
−
(
L12 + L21

)2

4

=

(
4L12L21 − L2

12 + L2
21 − 2L12L21

)
4

= −
(
L12 − L21

)2

4

≤ 0 (3.11)

where the equality is achieved only when L12 = L21 which corresponds to a time-reversal

symmetric situation. For broken time-reversal case, in general, this violates the standard

second law of thermodynamics that always requires det[Ls] ≥ 0. Hence tight coupling

limit can never be achieved in broken time-reversal systems.

A few important outcomes follow immediately from the above derived central result

Q ≥ 1. Just like in the case of time-reversal symmetric setup, η(2) gets lower bounded in

terms of generalized efficiency defined as,

〈η〉G =
|〈I2〉+ 〈Ī2〉|
|〈I1〉+ 〈Ī1〉|

(3.12)
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which following Q ≥ 1 then gives a universal lower bound,

η(2) = η̄(2) ≥ 〈η〉2G. (3.13)

Furthermore, for η(2) an universal upper bound also exists due to the inequality in Eq. (3.9),

employing which we receive,

η(2) = η̄(2) =
LS22

LS11

<
A2

1

A2
2

. (3.14)

Interestingly, the same upper bound was received for continuous engines [152] in time

reversal symmetric case. Our result therefore implies that the upper bound for η(2) is robust

even in the absence of time-reversal symmetry [164]. Note that, in the context of thermal

engines (ENG) with a working fluid operating between a hot and a cold reservoir with fixed

temperatures Th and Tc, respectively, Eq. (3.14) translates to

η
(2)
ENG = η̄

(2)
ENG < η2

C . (3.15)

This result can be easily extended to other operational regimes like refrigerator or pump.

3.3 Connection with generalized thermodynamic uncertainty
relation

Our central result,Q ≥ 1, provides a strong and deep connection with the recently obtained

generalized thermodynamic uncertainty relation (GTUR) [96] for time-reversal broken sys-

tems. The GTUR in the LR regime provides a universal lower bound on the relative fluc-

tuations ε2i of individual currents in terms of the associated entropy production rate. The

GTUR reads [96], (
〈σ〉+ 〈σ̄〉

)
ε2i ≥ 2, i = 1, 2. (3.16)

The proof of GTUR in the LR regime requires only the non-negativity condition of the

symmetric part of the Onsager’s matrix. Once again, the equality here corresponds to a

generalized tight-coupling situation. In general, no obvious relation exists between the

GTUR for different currents. However as shown in this work, in the operational regime,

ε22 ≥ ε21, immediately implies a strict hierarchy for the GTUR between the output and the
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input currents, (
〈σ〉+ 〈σ̄〉

)
ε22 ≥

(
〈σ〉+ 〈σ̄〉

)
ε21 ≥ 2. (3.17)

Note that, in the LR regime the entropy production rate are the same for both F and R

processes. Therefore the above expression further simplifies to,

〈σ〉ε22 ≥ 〈σ〉ε21 ≥ 1 (3.18)

3.4 Bounds on relative fluctuations in forward and reversed
processes

So far we have discussed the bounds only on the quantities that contain contribution from

both forward and reversed processes. In this section we discuss the bounds on relative fluc-

tuations in individual forward and reversed processes. Without any loss of generality, we

first assume that A1, A2 > 0. Then from operational regime conditions of the machine,

i.e., 〈I1〉A1 ( ¯〈I1〉A1) > 0 and −〈I2〉A2 (− ¯〈I2〉A2) > 0, one receives 〈I1〉( ¯〈I1〉) > 0 and

〈I2〉( ¯〈I2〉) < 0. Let us now consider a situation where 〈η〉 < 〈η̄〉, i.e., the mean thermody-

namic efficiency of the forward process is smaller than the mean thermodynamic efficiency

of the reversed process. This leads to the following inequality

〈Ī2〉
〈I2〉

>
〈Ī1〉
〈I1〉

. (3.19)

We have shown that whenever a setup works as a thermal machine in both forward and

reversed processes, Q > 1 (defined in Eq. (3)). This means that the generalized relative

output fluctuation is always greater than the generalized input fluctuation in the operational

regime. As a result we receive the following pair of relations:

〈〈I2
2 〉〉
〈I2〉2

> z
〈〈I2

1 〉〉
〈I1〉2

〈〈Ī2
2 〉〉
〈Ī2〉2

> z̄
〈〈Ī2

1 〉〉
〈Ī1〉2

(3.20)
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where z and z̄ are given as

z =
(1 + x

1 + y

)2

, (3.21)

z̄ =
(1 + 1/x

1 + 1/y

)2

, (3.22)

and x = 〈Ī2〉
〈I2〉 , y = 〈Ī1〉

〈I1〉 . Note that, x > 0 and y > 0 as we are in the useful operational

regime in both forward and reversed processes. Moreover, as we have assumed 〈η〉 < 〈η̄〉,
we always have x > y following Eq. (3.19). Thus interestingly, if 〈η〉 < 〈η̄〉, we always

receive z > 1 and z̄ < 1. This leads to an important conclusion that, if the forward process

is less efficient than the corresponding reversed process, then in the forward process, relative

output fluctuation is always going to be larger than the relative input fluctuation. This also

means that all the bounds obtained for time-reversal symmetric case will hold true for the

forward process. In other words, for the forward process, we will receive 〈η〉2 ≤ η(2) ≤ η2
C .

However, for the corresponding reversed process there exist regimes where relative input

fluctuation may surpass relative output fluctuations, and as a result the lower bounds for η(2)

may not be fulfilled. The upper bound, however, remains intact. Our result therefore implies

that the bounds exactly like the time-reversal symmetric case will hold true for at least one

of the processes. Eqs. (3.13), (3.14), (3.17), and (3.20) are the other central results of this

paper. We would like to stress that the results obtained here are universal in the LR regime

and valid for both classical and quantum systems. In what follows, we illustrate these results

for an autonomous steady-state quantum dot setup where time-reversal symmetry is broken

via an external magnetic field.

3.5 Example: Quantum thermoelectric transport in a three-
dot setup in the presence of an external magnetic field

As an illustration of our findings, we consider a mesoscopic triple quantum dot (QD) ther-

moelectric setup which is arranged in a triangular geometry and is additionally subjected to

an Aharonov-Bohm magnetic flux Φ (Fig. 3.1). Each dot is further in contact with its own

thermochemical reservoir which is maintained in equilibrium at a fixed temperature Ti and

a chemical potential µi, where i = 1, 2, 3 corresponds to left, right, and probe terminals,
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Figure 3.1: Schematic of a thermoelectric setup consisting of three quantum dots with each dot
further in contact with its own thermochemical bath. The third bath acts as a Büttiker probe whose
temperature T3 and chemical potential µ3 are fixed by imposing zero net heat and particle currents
from the probe. Figure reproduced with permission from Ref. [165].

respectively. The Hamiltonian of this entire setup is given by,

H = Hd +Hb +Htun (3.23)

where

Hd =
3∑
i=1

εic
†
ici + teiφ/3(c†2c1 + c†3c2 + c†1c3) + h.c, (3.24)

is the Hamiltonian for the three QD’s. Here ci(c
†
i ) is the electronic annihilation (creation)

operator for the i-th dot, εi is the onsite energy, t is the hopping parameter between the dots

and φ = 2πΦ/Φ0 is the phase picked up by the electron by moving around the loop once

with Φ being the magnetic flux penetrating the setup and Φ0 = hc/e is the flux quantum.

The baths are modeled as non-interacting free electron gas with Hamiltonian given by,

Hb =
∑
ik

εikb
†
ikbik, (3.25)

and

Htun =
∑
ik

Vikc
†
ibik + h.c, (3.26)

describes the tunneling of electrons between the dots and the baths. The coupling strength

between the baths and the dots is characterized by Γ =
∑

k |Vik|2δ(ε−εk) which is assumed

to be identical and energy independent for all the three baths.
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Given the fully non-interacting nature of the setup, the transport properties can be an-

alytically calculated following the standard Landauer-Büttiker formalism [160, 161]. We

are interested here to realize a thermoelectric engine that absorbs heat current (input) from

the hot bath and push the electrons against the chemical bias and thereby generating elec-

tric current (output). We set T1 > T2 and µ2 > µ1 and fix T3 and µ3 for the third bath

by demanding that the net charge and heat currents flowing out of this bath is zero. The

third bath therefore acts as a Büttiker probe that allows to simulate elastic and inelastic

scattering processes within the central QD system [166, 167]. As a result of this probe

condition, it is sufficient for our analysis to consider currents flowing out either of the left

or the right bath. We consider the right bath as reference and define the affinities for heat

current Aq = 1/T2−1/T1 > 0 and particle current Ac = (µ1−µ2)/T2 < 0 and write the

current flowing out of left bath as 〈Iα〉 =
∑

β=c,q LαβAβ , α = (c, q) for the F process.

Analogous expression for the R process is obtained by reversing the phase φ → −φ in

the dot Hamiltonian Hd. The presence of the magnetic field and the Büttiker probe ensures

Lcq(φ) 6= Lqc(φ), in general. It can be easily checked numerically that the Onsager-Casimir

relation remains intact i.e., Lcq(φ) = Lqc(−φ), as expected.

In Fig. (3.2(a)) we display the forward (〈Iq〉, 〈Ic〉) and the reversed currents (〈Īq〉, 〈Īc〉)
as a function of φ, fulfilling the engine condition (〈Iq〉 ≥ 0, 〈Ic〉 ≥ 0 ) in F and (〈Īq〉 ≥
0, 〈Īc〉 ≥ 0) R processes. Fig. (3.2(b)) shows the validity of one of our central results

(Eq. (3.17)) with GTUR product
(

(〈σ〉 + 〈σ̄〉) ε2c
)

for the output charge current is always

larger than the corresponding GTUR product of the input heat current
(

(〈σ〉+〈σ̄〉) ε2q
)

from

the hot bath in the engine regime. The inset displays the off-diagonal Onsager coefficients,

indicating the broken time-reversal symmetry due to the presence of magnetic field and

the Büttiker probe. In Fig. (3.2(c)) we show the validity of the universal upper bound

for η(2)
ENG ≡

〈I2
w〉c
〈I2
q 〉c

< η2
C by choosing the parameters of the model randomly (please see

Fig. (3.2) caption for more details). For the thermoelectric setup, nth cumulant of work is

identified as 〈Inw〉c = (µ2−µ1)n〈I2
c 〉c.

This setup can also work as refrigerator provided by extracting heat current from the

cold bath (output) by investing the work current. Since we have set T1 > T2 and µ2 > µ1,

the refrigeration condition demands that (〈I(2)
q 〉 ≥ 0, 〈I(2)

c 〉 ≥ 0 ) in F and (〈Ī(2)
q 〉 ≥ 0,
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(a)

b c

Figure 3.2: (a) Plot for steady-state heat and charge currents flowing out of the left bath in F (
(〈Iq〉, 〈Ic〉)) and R (〈Īq〉, 〈Īc〉) processes, as a function of the phase φ. As per our convention and
with the bias settings T1 > T2 and µ2 > µ1, the setup works as a thermoelectric engine in both F
and R processes when 〈Iq〉, 〈Ic〉, 〈Īq〉, 〈Īc〉 > 0. (b) The generalized TUR (GTUR) ratio for input
heat current from the left (hot) bath and the output charge current. The inset in (c) shows the off-
diagonal elements of the Onsager matrix as a function of the phase φ. (c) A scatter plot showing the
validity of the upper bound for η(2). We display η2

C − η(2) as a function of φ over 50000 sample
points choosen randomly. For figures (b) and (c) the parameters are choosen as ε1 = 2.0, ε2 = 1.3,
ε3 = 0.9, t = −1 and Γ = 0.5, T1 = 1.1, T2 = 1, µ1 = −0.01, µ2 = 0.01. For the plot (d), ε1, ε2,
and ε3,Γ, T2 are chosen randomly in the interval between [0, 1], t is chosen between [−1, 0], µ1 is
chosen from [−0.01, 0] and µ2 is chosen from [0, 0.01]. Figure reproduced with permission from
Ref.[165].
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〈Ī(2)
c 〉 ≥ 0) R processes, where the superscript 2 refers to current flowing out of the second

terminal. In Fig. 3.3(a) we show that the GTUR ratio for extracted heat current from the

cold bath (output) is always larger than the corresponding GTUR product of the input work

current in the refrigerator regime. Note that, in the linear response regime, as 〈I(2)
q 〉 =

−〈I(1)
q 〉, the GTUR product for both these currents are the same. In Fig. 3.3(b) we show

the validity of the universal upper bound for η(2)
REF ≡

〈I2q 〉c
〈I2w〉c

< (1− ηC)2/η2
C by choosing the

parameters of the model randomly (please see Fig. 3.3 caption for more details).
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Figure 3.3: (Color online): (a) The difference between the generalized TUR (GTUR) for extracted
cold current from the cold (right) bath and the input charge current in the refrigerator regime. (b)
A scatter plot showing the validity of the upper bound for η(2)

REF. We display (1 − η2
C)/η2

C − η
(2)
REF

as a function of φ over 20000 sample points chosen randomly. For figure (a) the parameters are
ε1 = 4.0, ε2 = 1, ε3 = 4.8, t = 0.7 and Γ = 3.6, T1 = 1.01, T2 = 1, µ1 = −0.1, µ2 = 0.1. For
figure (b) ε1, ε2, and ε3,Γ are chosen randomly in the interval between [0, 1], t is chosen between
[−1, 0], µ1 is chosen from [−0.2, 0] and µ2 is chosen from [0, 0.2], T1 is chosen between [1, 1.1] and
T2 is chosen between [0.9, 1]. For better presentation, we set the y axis to 1000. Figure reproduced
with permission from Ref.[165].

3.6 Summary

In this chapter we have generalised the study of previous chapter on universal bounds on

fluctuations for machines in a significant way by incorporating time-reversal symmetry

breaking situation. We show that even in this general situation non-trivial universal upper

and lower bounds for η(2) exist whenever a setup operates as a useful machine both in the
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forward and the reversed processes. However in order to receive such bounds the relative

fluctuations of the sum of forward and reversed currents must be taken into account. As

a consequence of the lower bound (Q ≥ 1), we further able to establish the hierarchy in

the GTUR bounds between the output and input current. Q ≥ 1 also provides physically

relevant bounds on individual forward and backward processes. As a consequence of this,

we also show that the bounds exactly like the time-reversal symmetric case will hold true

for at least one of the processes. We again emphasize that the results obtained here are

universal and do not depend on the details of the underlying dynamics and the nature of the

working medium (classical or quantum).
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CHAPTER 4

Bounds on fluctuations for finite-time quantum Otto cycle

Abstract

For quantum Otto engine driven quasistatically, we provide exact full statistics of heat

and work for a class of working fluids that follow a scale-invariant energy eigenspec-

tra. Equipped with the full joint statistics we go on to derive a universal expression

for the ratio of nth cumulant of output work and input heat in terms of the mean Otto

efficiency. Furthermore, for nonadiabatic driving of quantum Otto engine with work-

ing fluid consisting of either (i) a qubit or (ii) a harmonic oscillator, we show that the

relative fluctuation of output work is always greater than the corresponding relative

fluctuation of input heat absorbed from the hot bath. As a result, the ratio between

the work fluctuation and the input heat fluctuation receives a lower bound in terms of

the square value of the average efficiency of the engine. The saturation of the lower

bound is received in the quasistatic limit of the engine.

Reported in

S. Saryal and B. K. Agarwalla , Bounds on fluctuations for finite-time quantum Otto

cycle, Phys. Rev. E (Letter), 103, L060103 (2021).

4.1 Introduction

In the previous two chapters we uncovered universal bounds for continuous steady-state

thermal machines. It is natural to ask what happens to these bounds for finite-time dis-

crete machines such as, Otto cycles, Carnot cycle etc.? In this chapter we will answer this

question for a paradigmatic example of discrete thermal machine, finite-time quantum Otto

cycle. Otto cycle was first proposed in 19th century by a German inventor Nikolaus Otto as

a internal combustion four stroke engine. Even today almost all of the automobile makers

use Otto cycle to make their engines, also famously known as gasoline engines. With the
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great advancement in miniaturization technology, Otto engine is realized recently in a cou-

ple of experiments with aid of NV centers [13], NMR setup [14] and trapped ion technique

[11]. Hence quantum-mechanical treatment becomes inevitable for these systems. In this

chapter we will examine the quantum analog of Otto engine and obtain universal bounds on

fluctuations for a large class of working medium.

We first introduce the quantum Otto cycle along with the projective measurement scheme

that allows us to construct the probability distribution function to study fluctuations in sec-

tion 4.2. We follow a similar scheme, as proposed in Ref. [168], to construct the joint

probability distribution of heat and work in section 4.3. However, in our work, we will

be primarily focusing on the higher order statistics/cumulants of heat and work instead of

the stochastic efficiency which was the main focus of Ref. [168]. In section 4.4 for the

quasi-static driving case, we derive a general joint cumulant generating function of heat

and work for scale-invariant driven Hamiltonian and show that the ratio of nth cumulant of

output work and nth cumulant of input heat is exactly equal to the nth power of the aver-

age efficiency and consequently upper bounded by the nth power of the Carnot efficiency.

Then we provide two paradigmatic examples [a two-level system (TLS) and a harmonic

oscillator (HO)] of non-adiabatic driving of the quantum Otto cycle and show that relative

fluctuations of work are always lower bounded by relative fluctuations of heat whenever the

Otto cycle works as engine in section 4.5. In section 4.6 we point out the consequence of

our results on thermodynamic uncertainty relations for finite-time thermal machines [71].

Finally we summarize our central results in section 4.7.

4.2 Quantum Otto Cycle

We consider a standard four-stroke quantum Otto cycle, as illustrated in Fig. (4.1). The

working fluid is initially (t = 0) thermalized by placing it in a weak contact with a cold

reservoir at inverse temperature βc = 1/Tc (kB is set to unity). The fluid is then separated

from the bath and is subjected to four strokes.

1. Unitary expansion Stroke (A → B) – In this stroke, the working fluid expands unitarily

under a time-dependent driving that takes the initial hamiltonian H0 to a final hamiltonian

Hτ in a time duration τ . The working fluid, in this step, consumes an amount of work
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Figure 4.1: (Color online): Schematic of a four-stroke Quantum Otto cycle consisting of two unitary
and two thermalization strokes. As per our convention, energy flowing towards the working fluid is
considered as positive. The cycle operates as a heat engine when the net work 〈w〉 = 〈w1〉+ 〈w3〉 <
0 and the input heat 〈qh〉 > 0. In a similar fashion, it is possible to realize a refrigerator. Figure
reproduced with permission from Ref. [128].

w1 which is not a fixed number but rather a stochastic quantity due to the random thermal

initial condition and possible quantum fluctuations during the unitary evolution.

2. Isochoric heating stroke (B → C)– During this step, the working medium is put in weak

contact with a hot bath at inverse temperature βh to achieve full thermalization. The Hamil-

tonian for the working fluid therefore remains the same while the fluid absorbs an amount

of heat qh. Here, we assume that the interaction time with the bath is long enough to achieve

equilibration.

3. Unitary compression Stroke (C → D) – In the next stroke, the system is detached from

the hot bath and unitarily compressed via driving the working fluid back to the initial hamil-

tonianH0 starting fromHτ while the fluid consuming an amount of workw3. For simplicity,

we assume that the time duration for this stroke is the same as the expansion stroke.

4. Isochoric cooling Stroke (D → A) – In the final stroke, the fluid is put in contact with a

cold bath at inverse temperature βc to reach equilibrium and thereby closing the cycle.

It is important to note that, as per our convention (see Fig. (4.1)), energy flowing into the

fluid is always considered to be positive. From here onwards, we denote w = w1 + w3 as

the net work performed on the working fluid.
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4.3 Joint probability distribution for input heat and out-
put work in quantum Otto engine

In the quantum regime, a thermodynamically consistent way of studying fluctuations for

non-equilibrium systems is via the two-point projective measurement scheme [50, 51].

Such a measurement scheme is also consistent with the fluctuation relations [51, 57]. This

measurement scheme assigns energy change of the system due to a process, like unitary

stroke or isochore stroke, to the difference in the energy eigenvalues measured at the start

and end of the process. Very recently, following this scheme, an expression for efficiency

statistics for Otto cycle with arbitrary working fluid was obtained [168]. We follow a simi-

lar procedure here and as in this work we are interested only in the heat engine regime, we

construct the joint probability distribution p(w1, qh, w3) by performing projective measure-

ment of the respective Hamiltonian involved in the first three strokes (A→ B → C → D).

Formal expression of p(w1, qh, w3) can be easily obtained as follows. From elementary

probability theory one can write p(w1, qh, w3) as

p(w1, qh, w3) = p(w3|qh, w1)p(qh|w1)p(w1), (4.1)

where p(a|b) is the conditional probability distribution of event a provided b has happened.

Following two-point projective measurement scheme probability distribution of work dur-

ing unitary expansion stroke(A→ B) is given by,

p(w1) =
∑
nm

δ
(
w1 − (ετm − ε0n)

)
T exp
n→m

e−βcε
0
n

Z0

, (4.2)

where ε0n ( ετn) are the energy eigenvalues of initial (final) hamiltonian during the unitary

expansion stroke A → B. Here Z0 =
∑

n exp(−βcε0n)) is the partition function corre-

sponding to initial Hamiltonian at inverse temperature βc. T exp
n→m = |〈mτ |Uexp|n0〉|2 is the

transition probability between the final and initial eigenstates during the unitary expansion

stoke.

In the same way, conditional probability distribution that during the isochoric heating

stroke (B → C) qh amount of heat is absorbed from hot bath provided w1 amount of work
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has been during unitary expansion stroke is given by,

p(qh|w1) =
∑
k

δ
(
qh − (ετk − ετm)

)e−βhετk
Zτ

, (4.3)

where Zτ =
∑

n exp(−βhετn)) is the partition function corresponding to final hamiltonian

at inverse temperature βh. Similarly, conditional probability distribution that during the

unitary compression stroke (C → D) w3 amount of work is done provided, qh amount of

heat has been drawn from the hot reservoir during isochoric heating stroke and w1 amount

of work has been done during unitary expansion stroke, is given by

p(w3|qh, w1) =
∑
l

δ
(
w3 − (ε0l − ετk

)
T com
k→l , (4.4)

where T com
k→l = |〈l0|Ucom|kτ 〉|2) is the transition probability between the final and initial

eigenstates during the unitary compression stoke. As a result the joint probability distribu-

tion for qh, w1, and q3 in a Otto cycle is given by,

p(w1, qh, w3) =
∑
nmkl

δ
(
w1 − (ετm − ε0n)

)
δ
(
qh − (ετk − ετm)

)
× δ

(
w3 − (ε0l − ετk

)
T τn→m T τk→l

e−βcε
0
n

Z0

e−βhε
τ
k

Zτ
. (4.5)

From the above distribution function, the joint distribution for net work w = w1 + w3 and

input heat q2 can also be obtained easily. As mentioned before, we focus in the engine

regime, (i.e., as per our convention, 〈w〉 < 0 and 〈q2〉 > 0) and correspondingly investi-

gate the bound for the ratio for the output work fluctuation to the input heat fluctuation by

defining our central quantity

η(2) =
〈w2〉c
〈q2

2〉c
. (4.6)

In what follows, we first present universal result for η(2) for quasi-static Otto cycle with

working fluid satisfying scaling relation and then extend our study to the non-adiabatic

regime for two paradigmatic models, consisting of (i) a two-level system and (ii) a harmonic

oscillator.
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4.4 Quasistatic limit

Before discussing the most-general situation, we first focus on the quasi-static (QS) driving

limit for the unitary strokes for an Otto cycle. In this limit, one receives universal results

for η(2). As per the quantum adiabatic theorem in the slow-driving limit, the occupation

probabilities between the instantaneous energy eigenstates do not change with time which

imply for transition probabilities pn→m = δnm and pk→l = δkl. As a result, following

Eq. (4.5) the joint distribution of input heat (qh) and the net work w = w1 + w3 simplifies

to,

p(w, qh) =
∑
n,k

δ(w − [(ετn − ε0n) + (ε0k − ετk)])

× δ(qh − (ετk − ετn))
e−βcε

0
n

Z0

e−βhε
τ
k

Zτ
. (4.7)

Instead of looking at most general eigen-spectra for the driving Hamiltonians, we consider

a scale-invariant energy eigen-spectra, which appears in many classes of single particle,

non-linear and many-body systems [169–173] , given as ετn = ε0n
λ2τ

where λτ is the scaling

factor. In this limit, the corresponding characteristic function χ(α1, α2) where α1 and α2

are the counting parameters for w and qh is given as

χ(α1, α2)=
∑
n,k

e
i(ε0n−ε0k)

[
1

λ2τ
(α1−α2)−α1

]
e−βcε

0
n

Z0

e−βhε
τ
k

Zτ
. (4.8)

A relation between work and heat cumulants immediately follows from it,

〈wn〉c = (−1)n
(
1− λ2

τ

)n〈qnh〉c. (4.9)

Consequently the n-th order ratio for work and heat fluctuation is given as,

ηnQS = (−1)n
〈wn〉c
〈qnh〉c

=
(
1− λ2

τ

)n
= 〈η〉n < ηnC , (4.10)

where 〈η〉 = −〈w〉/〈qh〉 is the standard thermodynamic efficiency which for an Otto engine

in the QS limit reduces to 〈η〉QS = (1− λ2
τ ). Note that the upper bound can be simply ob-

tained by demanding the positivity of the net entropy production for the Otto cycle. This is
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the first central result of this chapter. One can see that similar to continuous engine, we ob-

tained the upper bound on 〈η〉, given by square of Carnot efficiency, while the lower bound

is saturated in QS limit. We note that a similar result was obtained for central moments

instead of cumulants in Ref. [143] for a classical four stroke engine operating in quasistatic

strokes. Interestingly, the results in Eq. (4.9) also hold true for the central moments.

4.5 Beyond quasistatic limit

Beyond the QS limit, it is non-trivial to derive universal bound for arbitrary working fluid.

We therefore focus on two paradigmatic models systems to understand the non-adiabatic

limit. We consider the working fluid for Otto-engine consisting of i) a two-level system

(qubit), and (ii) a simple harmonic oscillator. Interestingly, a TLS as a working fluid was

recently implemented and studied from the perspective of an Otto heat engine [14].

4.5.1 Working fluid consisting of a qubit

We first consider a two-level system (TLS) with Hamiltonian evolving unitarily fromHA =

1
2
ω0σx to HB = 1

2
ωτσy during the expansion (A → B) stroke and back to HA during the

compression stroke (B → A). For the compression stroke we consider here the reverse

protocol of the expansion stroke. Here σx,y,z are the standard Pauli matrices, ω0,τ denote

the angular frequencies with ωτ > ω0 corresponding to the energy gap expansion. The

evolution of the density operator during unitary strokes is governed by a unitary operator

U which in this case can be arbitrary. For this system we can exactly obtain the the joint

characteristic function (CF) for the net work w and qh, given by [174]

χTLS(α1, α2) =

∫ ∞
−∞

∫ ∞
−∞

dw dq2 e
iα1w eiα2q2 p(w, q2)

=
1

Z0Zτ

[
2u2 cosh(x0 + xτ ) + 2v2 cosh(x0 − xτ )

+ 2u v cosh(xτ )
(
e−2iα1y0e−x0 + e2iα1y0ex0

)
+ u2

(
e−x0+xτ e−2iα1(y0−yτ )e−2iα2yτ + ex0−xτ e2iα1(y0−yτ )e2iα2yτ

)
+ v2

(
e−x0−xτ e−2iα1(y0+yτ )e2iα2yτ + ex0+xτ e2iα(y0+yτ )e−2iα2yτ

)
+ 2u v cosh(x0)

(
e2i(α1−α2)yτ exτ + e−2i(α1−α2)yτ e−xτ

)]
, (4.11)
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where α1 and α2 are the counting parameters for w = w1 + w3 and qh, respectively. Also,

we denote x0 = βc ω0, xτ = βh ωτ , and v = 1− u. All the moments can be obtained from

the CF by taking partial derivatives with respect to α1, α2 i.e.,

〈wnqm2 〉 =
∂n∂m

∂(iα1)n ∂(iα2)m
χTLS(α1, α2)|α1=α2=0. (4.12)

Therefore, the first and second order cumulants of heat and work given by

〈w〉 ≡ 〈w1〉+ 〈w3〉 =
[ω0

2
+
ωτ
2

(1− 2u)
]

tanh
(βcω0

2

)
+
[ωτ

2
+
ω0

2
(1− 2u)

]
tanh

(βhωτ
2

)
,

〈qh〉 = −ωτ
2

[
tanh

(βhωτ
2

)
+ tanh

(βcω0

2

)
(1− 2u)

]
,

〈w2〉c =
1

2
(ωτ + ω0)2 − 2uωτω0 − 〈w1〉2 − 〈w3〉2, (4.13)

〈q2
h〉c =

ω2
τ

4

[
2− tanh2

(βhωτ
2

)
− (1− 2u)2 tanh2

(βcω0

2

)]
,

where u represents the probability of no transition between the final and the initial states

during the unitary strokes. The quasi-static (QS) limit therefore corresponds to u = 1. It is

easy to check from the above expressions that, in the QS limit, one receives η(2) = 〈η〉2 =

(1− ω0/ωτ )
2 matching with the result obtained in the previous section.

Beyond the QS limit, we now provide a rigorous proof that while working as a heat

engine i.e., 〈w〉 < 0 and 〈qh〉 > 0, the following quantity

A = 〈w2〉c〈qh〉2 − 〈q2
h〉c〈w〉2 (4.14)

is always non-negative and the equality sign is achieved in the quasi-static limit u = 1.

A can be simplified as follows,

A = u (u− 1)ω0 ω
2
τ

[
A1 +A2

]
, (4.15)

where

A1 =
[
1+ (1− 2u) t(x̄0) t(x̄τ )

] [
ωτt(x̄0)

(
(1− 2u) t(x̄0)+t(x̄τ )

)
+ ω0t

2(x̄0)+(1− 2u)ω0t(x̄0) t(x̄τ )
]
,

A2 =
[
(1− 2u)t(x̄0) + t(x̄τ )

] [
ωτt(x̄0)

(
1− t2(x̄τ )

)
− ω0 t(x̄τ )

[
1 + (1− 2u)t(x̄0)t(x̄τ )

]]
,

where x̄0 = βcω0/2 and x̄τ = βhωτ/2 and we have used a simplified notation for tanh

function and write it as t. In the regime of heat engine operation, we demand 〈qh〉 > 0

63



which implies the following condition,

(1− 2u)t(x̄0) + t(x̄τ ) < 0, (4.16)

which also leads to a condition

1 + (1− 2u)t(x̄0) t(x̄τ ) < 1− t2(x̄τ ). (4.17)

In addition to this, 〈qc〉 = −ω0

2

[
t(x̄0) + t(x̄τ )(1− 2u)

]
< 0 implies,

1 + (1− 2u)t(x̄0) t(x̄τ ) > 1− t2(x̄0) > 0. (4.18)

Furthermore, the requirement that the output work is positive i.e., 〈w〉 < 0 gives the condi-

tion [
ω0t(x̄0) + ωτt(x̄τ )

]
+ (1− 2u)]

[
ω0t(x̄τ ) + ωτt(x̄0)

]
< 0. (4.19)

Multiplying this with t(x̄0) and rearranging the terms, one receives,[
ωτt(x̄0)

(
(1− 2u) t(x̄0)+t(x̄τ )

)
+ ω0t

2(x̄0)+(1− 2u)ω0t(x̄0) t(x̄τ )
]
< 0. (4.20)

Similarly combining Eq. (4.18) and Eq. (4.20) confirms that A1 is always negative. Now

the first part inA2 is negative which follows from Eq. (4.16). Let us now look at the second

term in A2, which using the condition Eq. (4.17) provides a lower bound, given as

B =
[
ωτt(x̄0)

(
1−t2(x̄τ )

)
−ω0 t(x̄τ )

[
1+(1− 2u)t(x̄0)t(x̄τ )

]]
,

B ≥
[
ωτ t(x̄0)− ω0 t(x̄τ )

] [
1− t2(x̄τ )

]
, (4.21)

while operating as an engine as ω0

ωτ
≥ βh

βc
which means t(x̄0) > t(x̄τ ) and therefore B > 0.

This completes our proof that A ≥ 0. That immediately implies that,

η(2) ≡ 〈w
2〉c
〈q2
h〉c
≥ 〈w〉

2

〈qh〉2
= 〈η〉2 (4.22)

In other words, in the engine regime, η(2) is always lower bounded by square of average

efficiency. Another way to interpret the above result is that the relative fluctuation of output
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(a) (b)

Figure 4.2: Scatter plots of for the TLS Otto cycle while operating as a heat engine. (a) Scatter plot
of η(2) − 〈η〉2. (b) Scatter plot of η(2). All parameters except u here are chosen randomly in the
interval between [0, 10]. u is varied randomly between [0, 1]. Simulation is done for one million
random points. Fig.4.2(a) reproduced with permission from Ref. [128].

work is always greater than relative fluctuations of input heat in the engine regime i.e.,

〈w2〉c
〈w〉2 ≥

〈q2
h〉c
〈qh〉2

. (4.23)

This is the second central result of this chapter. It is interesting to note that we re-

ceive exactly the same lower bound on η(2) for such finite-time discrete engine as for the

steady-state time-reversal symmetric continuous engines. However, the upper bound of η(2)

in terms of ηC does not exist for such non-adiabatic driving case and a further detailed

investigation is required to see the existence of a new upper bound.

In Fig. 4.2(a) we present a scatter plot for η(2) − 〈η〉2 for the two-level system, while

operating as a heat engine, by choosing all the parameters randomly. The validity of the

lower bound is clear from this scatter plot. As the Hamiltonian here is scale invariant under

the driving protocol, we expect that η(2) − 〈η〉2 approaches zero in the quasistatic driving

limit which in this case corresponds to u = 1. Thus, in Fig. 4.2(a), close to u = 1, large

number of points cluster around the zero value. In Fig. 4.2(b) scatter plot of η(2) is shown

and it suggest that the upper bound of η(2) is unity. Right now we do not have any analytical

proof for this upper bound but extensive numerical simulations suggest this upper bound.
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4.5.2 Working fluid consisting of a harmonic oscillator(HO)

We next consider another paradigmatic example with working fluid consisting of a single

harmonic oscillator. The time-dependent Hamiltonian for the unitary strokes is given as

H(t) = p2/2m + 1
2
mω2(t)x2 where in this case, the trapping frequency ω(t) is modulated

as a function of time from ω0 at t = 0 to ωτ at t = τ during the stroke A → B. For the

unitary compression stroke C → D a reverse protocol is considered which can be obtained

from the expansion stroke by replacing t by τ − t.
The CF for this case can be obtained exactly and is given by [175]

χHO(α1, α2) =
2

Z0Zτ
× 1√
Q (1−u2

0)(1−v2
0) + (1+u2

0)(1+v2
0)−4u0v0

× 1√
Q (1−x2

0)(1−y2
0) + (1+x2

0)(1+y2
0)−4x0y0

,

(4.24)

where

u0 = e−ω0(βc+iα1),

v0 = eiωτ (α1−α2),

x0 = e−ωτ (βh+i(α1−α2)),

y0 = eiω0α1 , (4.25)

and Z0 and Zτ are the partition functions. HereQ ∈ [1,∞] is the so-called the adiabaticity

parameter with the value 1 corresponding to the QS limit.

Thus, we can easily obtain the average and the noise for both absorbed heat and net

work in the non-adiabatic limit. The net average work and heat absorbed from the hot bath

is given as

〈w〉 =
1

2

[(
Qωτ − ω0

)
coth

(βcω0

2

)
+
(
Qω0 − ωτ

)
coth

(βhωτ
2

)]
, (4.26)

〈qh〉 =
ωτ
2

[
coth

(βhωτ
2

)
−Q coth

(βcω0

2

)]
, (4.27)
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(a) (b)

Figure 4.3: Scatter plots for the harmonic oscillator (HO) Otto cycle while operating as a heat
engine. (a) Scatter plot of η(2) − 〈η〉2 (b) Scatter plot of η(2). All parameters except Q are chosen
randomly in the interval between [0, 10]. Q is varied randomly between [1, 6]. Simulation is done
for one million random points. Fig. 4.3(a) reproduced with permission from Ref. [128].

Similarly the corresponding fluctuations are given as,

〈w2〉c = 〈w1〉2+〈w3〉2−
1

2
(ω0−ωτ )2+(Q−1)ω0ωτ+

1

4
(Q2−1)

[
ω2
τ coth2

(βcω0

2

)
+ω2

0 coth2
(βhωτ

2

)]
, (4.28)

〈q2
h〉c = −ω

2
τ

4

[
2− coth2

(βhωτ
2

)
− (2Q2 − 1) coth2

(βcω0

2

)]
. (4.29)

The above expressions are valid for arbitrary protocol of ω(t). Here Q ∈ [1,∞] is the

so-called adiabaticity parameter which characterizes the degree of adiabaticity. The QS

limit corresponds to Q = 1 and it is easy to check that η(2) saturates the lower bound i.e.,

η
(2)
QS = 〈η〉2QS = (1 − ω0/ωτ )

2 which is expected as the energy eigenspectra follow the

scaling relation. We perform extensive numerical simulation by choosing the parameters

randomly and notice that, for this model as well, in the engine regime, the lower bound is

always respected.In Fig.4.3(a) we present a scatter plot for η(2) − 〈η〉2 for the HO working

fluid in the engine regime with the parameters chosen randomly over a broad range. It is

clear that the lower bound is always respected for this model with the difference disappear-

ing in the QS limit i.e., for Q = 1. This suggest that, although we have no proof, η(2)

gets lower bounded by 〈η〉2, same as obtained for continuous engine in chapter one. In

Fig.4.3(b) scatter plot of η(2) is shown and again just like TLS it suggest that upper bound

is unity.
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4.6 Connection with the finite-time TUR

At this point, it is important to make a connection with the finite-time TUR studies. In

Ref. [71] it was shown that if a non-equilibrium process satisfying the finite-time exchange

fluctuation theorem [59], which implies for the CF the symmetry χ(α1, α2) = χ(−α1 +

iβc,−α2 + i(βc−βh)), then the relative fluctuations of individual integrated currents (work,

heat, etc.) are lower bounded by a function which solely depends on the total entropy

production 〈Σ〉 = βc〈w〉+ (βc − βh) 〈qh〉. More precisely, the finite-time TUR states,

〈w2〉c
〈w〉2 ≥ f(〈Σ〉) ,

〈q2
h〉c
〈qh〉2

≥ f(〈Σ〉), (4.30)

where f(x)=csch2(g(x/2)), and g(x) is the inverse function of x tanh(x). For the two

paradigmatic examples studied in this chapter it can be easily checked that the CF’s as

given in Eq. (4.11) and Eq. (4.24) satisfies the exchange fluctuation theorem. Now as for

both the models, in the heat engine regime, the relative fluctuation of total work is always

greater than the relative fluctuation of heat absorbed from the hot bath, this implies that

these relative fluctuations are not independent of each other but rather follow the following

sequence of bounds in the engine regime,

〈w2〉c
〈w〉2 ≥

〈q2
h〉c
〈qh〉2

≥ f(〈Σ〉). (4.31)

4.7 Summary

In this chapter, we have investigated bounds on the ratio of nonequilibrium fluctuation for

output work and input heat for a finite-time quantum Otto cycle operating as an engine.

We provide a universal result for the ratio η(n) in the quasistatic (QS) driving limit which

is exactly equal to the nth power of the corresponding average efficiency 〈η〉. As a conse-

quence of this result, one receives an upper bound on η(2) given by the square of the Carnot

efficiency. Remarkably, this result is similar to the one that we received for the steady-state

continuous engine case with the lower bound on η(2) saturating in the QS limit. In the

nonadiabatic limit, we show the existence of the lower bound on η(2) for two paradigmatic
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models. Interestingly, we did not find an upper bound on η(2) in terms of Carnot efficiency

for these models but extensive numerical simulations suggest that the upper bound is unity.

Importantly, our results further connect to the finite-time version of the TUR study where

as a consequence of our lower bound, the relative fluctuation of work, always surpass the

corresponding relative fluctuation of heat absorbed from the hot bath and follows a hierar-

chy. It remains an open problem to provide a general proof for the lower bound as well as

upper bound for arbitrary working fluid operating as an engine.
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CHAPTER 5

Thermodynamic uncertainty relation for steady-state
thermal transport junctions

Abstract

We use the fundamental non-equilibrium steady state fluctuation symmetry and de-

rive a condition on the validity of thermodynamic uncertainty relation (TUR) for

single affinity driven systems. In particular, we focus on thermal transport where

a system of interest is driven out of equilibrium by applying a temperature differ-

ence. Our analysis is valid for both classical and quantum systems. We test the

condition and study the breakdown of the TUR in different thermal transport junc-

tions of bosonic and electronic degrees of freedom. First, we prove that the TUR is

valid in harmonic oscillator junctions. Then, we consider the heat transport by non-

interacting electrons in a tight-binding chain model. Here we show that the TUR is

feasibly violated by tuning e.g. the hybridization energy of the chain to the metal

leads. These results manifest that the validity of the TUR relies on the statistics of

the participating carriers.

Reported in

S. Saryal, H. M. Friedman, D. Segal, and B K. Agarwalla , Thermodynamic uncer-

tainty relation in thermal transport, Phys. Rev. E 100, 042101 (2019).

5.1 Introduction

So far we focused our attention on thermal machines which are subjected to two thermo-

dynamic affinities and we showed that a strict universal hierarchy exists between relative-

fluctuations of input and output currents, in the linear response regime. As a straightforward

consequence, thermodynamic uncertainty relation (TUR) also receives a strict hierarchy. In

this chapter we direct our attention beyond linear response but focusing on a single affin-

71



ity driven case and asses the validity of TUR. We primarily focus on the thermal transport

case, implying a system of interest is driven out-of-equilibrium by applying a temperature

difference across its boundaries (see Fig. (5.1)).

As mentioned in the introduction, several TURs [64, 65, 68–73, 75] have been proposed

after the pioneering work by Barato and Seifert [64] which we refer as the T-TUR, and is

given by,

〈σ〉〈I
2〉c
〈I〉2 ≥ 2. (5.1)

Barato and Seifert conjectured the T-TUR for arbitrary far-from-equilibrium processes in

steady-state. Later on this bound was rigorously proven for continuous-time Markov pro-

cess in the steady state [65]. In this chapter we will only investigate the validity/violation

of T-TUR because of the following reasons.

(i) First of all, since T-TUR is only proved rigorously for the Markov process, it is

imperative to study its validity for very general dynamics and its violation will definitely

imply the onset of non-markovian behaviour making it profoundly useful.

(ii) Next, as mentioned in chapter 1, following the geometry of quantum non-equilibrium

steady-states and Cramer-Rao bound, a TUR was derived, which we refer as Q-TUR [74].

For single affinity driven systems Q-TUR reads,

〈σ〉〈I
2〉c
〈I〉2 ≥ 1, (5.2)

which is two times looser than T-TUR (Eq. (5.1)). At equilibrium the T-TUR becomes

an equality, providing a clear reference point to the role of the non-equilibrium condition

on the trade-off relation, which is not the case for Q-TUR. As we prove below, harmonic

systems exactly satisfy the T-TUR (5.1), making it clear that its validity extends beyond

Markovian dynamics to cover more general cases. Also, our simulations below satisfy the

Q-TUR, yet we observe that this bound is quite loose, thus suggesting the existence of a

tighter bound.

(iii) Finally, since we are interested in steady-state transport, bounds G-TUR1 and

G-TUR2 (introduced in chapter 1), which are derived invoking the fluctuation relation
P (Σ)

P (−Σ)
= eΣ, where Σ is the total entropy production, becomes trivial in the steady state
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limit.

In this chapter, we would like to assess the validity of the T-TUR from the perspective

of universal steady-state fluctuation symmetries. Note that, such fluctuation symmetry does

not rely on underlying dynamics, or statistics of the participating carriers, but only only

depends on Gibbs state of the reservoirs and the principle of micro-reversibility. Our study

here therefore is very general and valid for both quantum and classical systems. Using

the nonequilibrium steady state fluctuation symmetry (SSFS), we put together the relative

uncertainty of heat current and the associated entropy production rate. The resulting ex-

pression recovers the structure of the T-TUR—while allowing its violation—depending on

the sign of high order cumulants. We study here both bosonic and fermionic systems, illus-

trating that the particle statistics plays a central role on this bound.

Our setup includes a central system that is coupled to two heat baths L,R maintained

at different temperatures, TR > TL; there are no other thermodynamical forces (e.g. the

chemical potential is fixed). For such a setup, the average steady-state entropy production

rate is given by 〈σ〉 = ∆β〈I〉, where ∆β =
1

TL
− 1

TR
is the thermodynamic affinity,

driving the system out-of-equilibrium in an irreversible manner. In this setting, the TUR

(5.1) simplifies to

∆β
〈I2〉c
〈I〉 ≥ 2. (5.3)

The objective of this work is to understand the behavior of current fluctuations in thermal

transport junctions by providing insights on the validity of the TUR, Eq. (5.3). First, based

on the steady state fluctuation symmetry, we show that T-TUR violations are linked to the

behavior of the skewness, the third cumulant of the heat current. This derivation holds for

both classical and quantum systems. We exemplify this observation and examine the T-

TUR in two central quantum thermal transport models (see Fig. 5.1): (i) system of coupled

harmonic oscillators and further coupled at two edges to harmonic baths. In this case we

prove that the T-TUR is always satisfied. (ii) a tight-binding fermionic chain, where we

study electronic heat transport. Furthermore, in a particular regime or interests, known as

the resonant transport regime, we provide an analytic condition for T-TUR violations, and

is further supported by numerical simulations.
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Metal Metal

Quantum dots

Figure 5.1: Representation of thermal transport models investigated in this study: (a) System of cou-
pled harmonic oscillators attached at two points to phonon baths. (b) Noninteracting tight-binding
electron transport model. Here, the first and last electronic sites are coupled to metallic baths that
are maintained at different temperatures but identical chemical potential.

This chapter is organized as follows: In Section 5.2, we employ the universal steady

state fluctuation relation (Gallavotti-Cohen symmetry) for heat exchange and present a ∆β

perturbative expansion of the TUR ratio. In Section 5.3, we study the non-interacting har-

monic oscillator model. In Section 5.4 we investigate the T-TUR in electronic heat trans-

port. We conclude the chapter in Section 5.6.

5.2 Perturbative expansion for the TUR from fluctuation
symmetry

The steady state fluctuation symmetry relates the probability of integrated heat current,

Q(t) =
∫ t

0
dτI(τ), flowing in the forward direction (from hot to cold) p(Q = It) to that of

the probability of heat flowing in the reverse direction p(Q = −It) (from cold to hot). The

precise statement of SSFS is

lim
t→∞

1

t
ln
[ p(Q = I t)

p(Q = −I t)
]

= ∆βI. (5.4)

Here, σ = ∆βI is the stochastic entropy production rate. Note that, the above fluctuation

symmetry is valid in the absence of any time-dependent driving and/or odd-parity fields for

example, magnetic field. In terms of the cumulant generating function (CGF), defined as
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G(χ) = limt→∞
1
t

lnZ(χ) where Z(χ) ≡
∫
dQeiχQp(Q), the SSFS leads to the symmetry

G(χ) = G(−χ + i∆β). Here, χ is the counting parameter which keeps track of the net

amount of thermal energy flowing between a bath to the system. The cumulants for current

are then obtained by taking derivatives, 〈In〉c = ∂nG(χ)
∂(iχ)n

∣∣∣
α=0

. Invoking this steady state fluc-

tuation symmetry for heat exchange [51, 57], we will derive here a perturbative expression

for the ratio ∆β〈I2〉c/〈I〉 in orders of the affinity ∆β.

In steady state, we can formally expand the averaged heat current and its higher order

cumulants, 〈In〉c, n = 1, 2, 3,... in powers of the affinity ∆β as

〈I〉 = G0 +G1∆β +
1

2!
G2(∆β)2 +

1

3!
G3(∆β)3 +

1

4!
G4(∆β)4 + · · ·

〈I2〉c = S0 + S1(∆β) +
1

2!
S2(∆β)2 +

1

3!
S3(∆β)3 + · · ·

〈I3〉c = R0 +R1∆β +
1

2!
R2(∆β)2 + · · ·

〈I4〉c = T0 + T1(∆β) + · · · (5.5)

The four cumulants are the average current, its variance, skewness, and the kurtosis. For the

average current, G1 is the linear transport coefficient, or the thermal conductance which is

always non-negative, G2, G3, · · · are nonlinear transport coefficients. Heat current fluctua-

tions include the equilibrium noise component S0 and higher order nonequilibrium terms,

S1, S2 · · · . Other coefficients appearing in the skewness and the kurtosis, such asR1, R2, T0, · · ·
can be similarly described.

As a consequence of this SSFS, it can be shown that linear and higher order transport

coefficients in Eq. (5.5) are in fact related to each other [176],

S0 = 2G1, S1 = G2,

T0 = 2R1, T1 = R2,

3S2 − 2G3 = R1,

2S3 −G4 = R2,

· · · (5.6)

and so on. Note that S0 = 2G1 is the famous Green-Kubo formula. Also, equilibrium

component of all the odd-cumulants are zero as a result of SSFS i.e, G0 = 0, R0 = 0, etc.
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We substitute the expansion for the current and its fluctuations Eq. (5.5) into Eq. (5.3) and

simplify it using the relationships (5.6). As a result, we obtain the left hand side of the TUR

as a perturbative series in ∆β,

∆β
〈I2〉c
〈I〉 = 2 +

(∆β)2

6G1

R1 +O(∆β)3 + · · · (5.7)

This expression is one of the central results of the chapter. Note that G1 > 0 and since

there is no fundamental constraint on the sign of the skewness coefficient, R1, it is clear

that from the above expression that the tighter version of TUR (5.3) may be violated in

nonequilibrium systems—within a certain range of the affinity ∆β.

We point out the following observations:

• The expansion (5.32) is valid for both classical and quantum systems.

• The linear order term in ∆β does not contribute to the TUR. This is a consequence of

the relation S1 = G2, which stems from the time-reversal symmetry of the underlying

Hamiltonian.

• Coefficients for orders (∆β)n, n = 2, 3 · · · include heat current cumulants that are

greater than two. Therefore, if the probability distribution for heat exchange is Gaus-

sian the TUR precisely saturates to the value 2, since all higher order cumulants

greater than two vanish.

• It is evident from this expression that for noninteracting setups (missing a diode ef-

fect) only even orders in ∆β contribute since the current is an odd function of the

thermal bias, while the second cumulant involves only even powers in ∆β. This may

not be the situation for interacting junctions.

Equation (5.32) reveals that the TUR (5.3) is violated if R1 < 0. Of course, one may

observe that R1 > 0 but the TUR is still violated due to the impact of higher cumulants.

However, in this work, we examine the breakdown of the TUR within the leading order of

the affinity i.e., up to (∆β)2, and we therefore focus on the sign of R1. In what follows

we study the TUR for two paradigmatic thermal transport problems: harmonic oscillator

system coupled to harmonic baths and a tight-binding electronic junction.
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5.3 Coupled harmonic oscillators: Proof for the validity of
the TUR

We consider a noninteracting thermal transport model consisting of coupled harmonic os-

cillators (see Fig. 5.1(a)). We assume that the first and last oscillators are coupled to inde-

pendent heat baths, L and R, which are maintained at different temperatures, TL and TR,

respectively. The baths include a collection of harmonic oscillators which are bilinearly

coupled to the system. The model is fully harmonic and the total Hamiltonian for this setup

can be written as

Ĥ =
∑
ν=L,R

(
1

2
p̂Tν p̂ν+

1

2
ûTνK

ν ûν

)
+

1

2
p̂TC p̂C+

1

2
ûTCK

C ûC

+ ûTLV
LC ûC + ûTRV

RC ûC . (5.8)

Here ûν and p̂ν are column vectors of mass weighted coordinate operators and momenta

for regions ν = L,R. Kν is the corresponding force constant matrix. Similar definitions

hold for the central (C) region. V LC and V RC are the force constants matrices between

the central system and the left and right regions; recall that the left bath is coupled to a

single (‘first’) oscillator in the system, and similarly the right bath is connected to a specific

(‘last’) oscillator. T stands for the transpose operation.

The integrated thermal energy current is defined as the net change of thermal energy

in the reservoir, say the left one, Q ≡ ĤR(0) − ĤH
R (t). The superscript H represents

the operators in the Heisenberg picture. An exact expression for the steady state CGF,

GHO(α) for the integrated thermal energy current can be obtained by following the two-

time measurement protocol and employing the Keldysh non-equilibrium Green’s function

approach [61, 62]. The scaled CGF is given by

GHO(χ) =−
∫ ∞
−∞

dω

4π
ln
{

1− THO(ω)
[
nR(ω)n̄L(ω)×

(eiχ~ω−1) + nL(ω)n̄R(ω)(e−iχ~ω−1)
]}
, (5.9)

with the transmission function THO(ω), which is expressed in terms of the Green’s function

of the central region and the self-energies of the baths [61]. We highlight that the transmis-

sion function is derived for a harmonic system, but the oscillators within could be coupled
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to each other with any geometry and force constants. The baths are maintained at ther-

mal equilibrium with the Bose-Einstein distribution function nν(ω) = [exp(βν~ω)− 1]−1;

n̄ν(ω) ≡ 1 + nν(ω). Note that the transmission function does not depend on temperature

due to the non-interacting nature of the model. As a consequence, the above CGF satisfies

the following symmetry

GHO(α;TL, TR) = GHO(−α;TR, TL), (5.10)

which ensures that the energy current and the associated noise are odd and even functions

of the affinity ∆β, respectively. Therefore, for a fully harmonic model only even powers in

∆β survive in the TUR expression, Eq. (5.32).

The analytical forms for the first and second cumulants can be readily obtained from

Eq. (5.9), and are given by

〈I〉 =

∫ ∞
0

dω

2π
~ω THO(ω)

[
nR(ω)− nL(ω)

]
, (5.11)

〈I2〉c =

∫ ∞
0

dω

2π
(~ω)2

{
THO(ω)

[
nR(ω)n̄L(ω) + nL(ω)n̄R(ω)

]
+ T 2

HO(ω) [nR(ω)−nL(ω)]2
}
. (5.12)

Expanding the current and the variance in powers of ∆β, we construct the coefficient R1 =

3S2 − 2G3, which is always positive

R1 =

∫ ∞
0

dω

2π
(~ω)4THO(ω)n(ω)n̄(ω)

[
1 + 6THO(ω)n(ω)n̄(ω)

]
> 0. (5.13)

Here, n(ω) is the Bose-Einstein distribution function evaluated at the average temperature

T = (TL + TR)/2. Since the transmission function and the thermal distribution functions

are positive, the coefficient R1 is always positive. Therefore, up to O(∆β)2 the TUR is

satisfied for quantum harmonic networks consisting of an arbitrary number of oscillators

with general connectivity and arbitrary coupling strengths to the baths.

Moreover, we now prove that for harmonic systems the TUR is valid arbitrarily far from

equilibrium. From Eq. (5.12), we note that the second cumulant obeys the inequality,

〈I2〉c ≥
∫ ∞

0

dω

2π
(~ω)2THO(ω)

[
nL(ω)n̄R(ω) + nR(ω)n̄L(ω)

]
.
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An equality is satisfied at thermal equilibrium, βL = βR. Interestingly, one can show the

following inequality involving the Bose-Einstein distribution function for ∀ω > 0,[
nL(ω)n̄R(ω) + nR(ω)n̄L(ω)

]
≥ 2

∆β ~ω
[
nR(ω)− nL(ω)

]
. (5.14)

Using this inequality in the noise expression immediately implies that

〈I2〉c ≥ 2

∆β

∫ ∞
0

dω

2π
~ω THO(ω) [nL(ω)− nR(ω)]

=
2

∆β
〈I〉, (5.15)

which is the TUR, Eq. (5.3). This derivation is entirely independent of the details of the

transmission function. The proof only emerges from the formal structure of the CGF in

Eq. (5.9).We conclude that for harmonic junctions the TUR is satisfied in the quantum and

classical (high temperature) limits irrespective of the underlying dynamics, which could be

Markovian or non-Markovian. While this proof holds for classical and quantum systems

alike, in Appendix D we separately study classical harmonic systems by directly studying

the classical CGF.

5.4 Thermal transport of noninteracting electrons: TUR
violation in the resonant transport regime

After analyzing the validity of the TUR for bosonic heat transport, in this Section we study

electronic heat transport. For simplicity, we focus on a one-dimensional noninteracting

tight-binding chain model for fermions (see Fig. 5.1(b)) with the Hamiltonian

Ĥ =
∑

ν=L,C,R

ĉ†νh
ν ĉν +

∑
ν=L,R

(
ĉ†νV

νC
e ĉC + h.c.

)
. (5.16)

Here, ĉ†ν(ĉν) is the row (column) vector consisting of electronic creation (annihilation) op-

erators in the ν region, with hν the single-particle Hamiltonian matrix in that domain. V νC
e

is the coupling matrix between the metals and the central system. The baths (ν = L,R)

and the central system are initially decoupled and are prepared at their respective grand

canonical equilibrium state with temperature Tν and chemical potential µν .

As mentioned in chapter 2, exact CGF can be obtained for this non-interacting setup
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and is given by the famous Levitov-Lesovik formula stated in Eq.2.35. Since we are only

interested in thermal transport, the CGF for heat exchange can be obtained from Eq.2.35 by

simply replacing χe = −µRχ and χu = χ, where χ keeps track of net amount heat transfer

at the right contact, which

Gel(χ) =

∫ ∞
−∞

dε

2π~
ln
{

1 + Tel(ε)
[
fR(ε)f̄L(ε)(eiχ(ε−µR)−1)

+ fL(ε)f̄R(ε)(e−iχ(ε−µR)−1)
]}
. (5.17)

fν(ε) = 1/
[
eβν(ε−µν) + 1

]
is the Fermi-Dirac distribution function for the leads, ν = L,R

f̄ν(ε) = 1− fν(ε), µν is the corresponding chemical potential and Tel(ε) is the transmission

function, containing the structural information of the electrodes and the system. Since our

focus here is on the heat current, we consider identical chemical potentials (µ = µR = µL)

but different temperatures (TL 6= TR) for the leads. In this case, the CGF follows the

symmetry Gel(χ) = Gel(−χ + i∆β). Note that, similarly to the non-interacting bosonic

case, the CGF here also satisfies

χel(α;µ, TL, TR) = χel(−α;µ, TR, TL), (5.18)

which implies that the TUR expression in Eq. (5.32) contains only even powers in ∆β.

Using Eq. (5.17), the heat current and the associated noise are given by

〈I〉 =

∫ ∞
−∞

dε

2π~
(ε− µ)Tel(ε)

[
fR(ε)− fL(ε)

]
, (5.19)

〈I2〉c =

∫ ∞
−∞

dε

2π~
(ε− µ)2

{
Tel(ε)

[
fR(ε)f̄L(ε)

+ fL(ε)f̄R(ε)
]
− T 2

el (ε)(fL(ε)− fR(ε))2
}
. (5.20)

As before, we compute R1, which is given by,

R1 =

∫ ∞
−∞

dε

2π~
(ε− µ)4 Tel(ε) f(ε)[1− f(ε)]×[

1− 6Tel(ε)f(ε)[1− f(ε)]
]
. (5.21)

The Fermi function f(ε) is evaluated at the averaged temperature. It is important to note that

the above obtained expressions are valid for arbitrary temperatures, bias voltage, system-
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bath coupling and the details of the chain, encapsulated within the transmission function.

In what follows, we once again consider different limiting cases to analyze the TUR.

Low-transmission. In the limit when Tel(ε)� 1 for all values of ε, one can discard the term

T 2
el (ε) in Eq. (5.21) relative to Tel(ε). This immediately implies that the TUR is satisfied.

Indeed, in the context of charge transport, low transmission probability is associated

with a Poisson process, which further implies uncorrelated electron transport through the

junction. In this limit, one simplifies Eq. (5.17) by approximating ln(1 +x) ≈ x and writes

the CGF as

χel(α) =

∫ ∞
−∞

dε

2π~
Tel(ε)

{
fR(ε)f̄L(ε)(eiα(ε−µR)−1)

+ fL(ε)f̄R(ε)(e−iα(ε−µR)−1)
]}
. (5.22)

We can further prove that the TUR is valid arbitrarily far from equilibrium in this low

transmission transport regime as follows,

We start from Eqs. (5.19)-(5.20), shift the energy around µ, and take the limit of

Tel(ε)� 1,

〈I〉 =

∫ ∞
0

dε

2π~
ε
[
Tel(ε+µ)+Tel(ε−µ)

][
fR(ε)−fL(ε)

]
,

〈I2〉c =

∫ ∞
0

dε

2π~
ε2
[
Tel(ε+ µ) + Tel(ε− µ)

][
fR(ε)f̄L(ε)

+ fL(ε)f̄R(ε)
]
. (5.23)

We notice the following inequality involving the Fermi functions for ε ≥ 0.[
fL(ε)f̄R(ε)+fR(ε)f̄L(ε)

]
= coth

(
∆βε

2

)
[fR(ε)−fL(ε)] ,

≥ 2

∆β ε

[
fR(ε)−fL(ε)

]
. (5.24)

Introducing this inequality in the above noise expression immediately implies that ∆β 〈I
2〉c
〈I〉 ≥

2, completing our proof on the validity of the TUR in the limit of low transmission proba-

bility for far from equilibirum also.

Constant transmission. If the transmission is a constant i.e., Tel(ε) = τ , the integration

in Eq. (5.21) can be performed analytically and the expression for TUR up to O(∆β)2
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simplifies to

∆β
〈I2〉c
〈I〉 = 2 +

(∆β)2

β2

[7

5
π2(1− τ) + 12τ

]
≥ 2, (5.25)

which once again validates the TUR. For perfect transmission τ = 1, the above expression

simplifies to ∆β 〈I
2〉c
〈I〉 = 2 + 12 (∆β)2

β2 ≥ 2.
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Figure 5.2: TUR violation in electronic thermal transport junctions. (a) Simulation of R1 using
Eq. (5.21), demonstrating TUR violation within a certain range for Γ for N = 3 (full) and N = 4
(dashed). (b) This violation is in accordance with the observation of T2/T1 > 2/3, where the dotted
line marks the value 2/3. Parameters are β = 1/4, Ω = 1/80, µ = 0. εd = 1/8. Figure reproduced
with permission from Ref. [73].

Weak coupling- Resonant tunneling limit. Another experimentally realizable case is the weak

system-bath coupling limit, also known as the sequential tunneling or the resonant tunneling

regime. In this case, the transmission function is sharply peaked about resonance frequen-

cies (corresponding to molecular/quantum dot electronic levels), while the Fermi functions

are relatively broad (constant) in the range where the transmission function is non-zero i.e.,

kBTν > Γ, εd, where Γ is the hybridization energy and εd the characteristic energy level

of the quantum dots. As a precaution we note that while for charge transport we assess

the width of the transmission function itself—relative to the Fermi function—for thermal

energy transport we need instead to confirm that the combined function (ε − µ)4Tel(ε) is
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sufficiently narrow relative to the alteration of the Fermi functions.

Assuming for simplicity that the central region includes electronic resonances clustered

around the energy εd, Eq. (5.21) simplifies to

R1 = f(εd)[1− f(εd)]T1 − 6f(εd)
2[1− f(εd)]

2T2, (5.26)

where we define

Tn =

∫ ∞
−∞

dε

2π~
(ε− µ)4T nel (ε). (5.27)

These integrals converge if the transmission Tel(ε) decays faster that 1/ε5. Based on Eq.

(5.26) and the inequality 0 ≤ f(1− f) ≤ 1/4, violation of the TUR (R1 < 0) occurs when

T2

T1

>
2

3
. (5.28)

This inequality can be satisfied by tuning the electronic parameters of the chain and its

hybridization to the metals, as we show below.
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Figure 5.3: Contour plot of the ratio R1/6G1 in electronic thermal transport junctions as a function
of dots onsite energy εd and the hybridization energy to the leads Γ, beyond the resonant tunneling
limit. The TUR is violated (to the order (∆β)2) when R1 < 0. Other parameters are β = 1/4,
Ω = 1/80, µ = 0, N = 3. Figure reproduced with permission from Ref. [73].

In Figs. 5.2-5.3 we present numerical results for the TUR in electronic heat transport

following Eq. (5.21). The model consists a junction with its central part including quantum
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dots in a serial configuration, and we set the spectral function for the baths to be constant and

identical, Γ = ΓL = ΓR. The N serial quantum dots are described by a tight-binding model

with onsite energy εd and hopping parameter Ω. The transmission function is calculated

in a standard way from the Green’s function of the system and self energy of the baths

[151, 177].

In Fig. 5.2(a), we display the ratio R1/6G1 as a function of Γ and demonstrate the

violation (R1/6G1 < 0) of the TUR within a certain range of this coupling. We compute

R1 following Eq. (5.21) and G1, the linear response coefficient of the current, is computed

using Eq. (5.19). Here we present results for N = 3 and N = 4. Interestingly, the vi-

olation weakly depends on the number of quantum dots in the setup, and in fact for the

present parameters, results saturate beyond N = 4. We further show in Fig. 5.2(b) that the

condition of Eq. (5.28), which was derived under the assumption of resonant tunneling,

very well captures the violation region. Note that for N = 3 and N = 4 the transmission

function Tel(ε) for large ε decays as 1/ε6 and 1/ε8 respectively and therefore the integrals

in Eq. (5.27) converge.

Figure 5.3 displays a map of R1/6G1, while extending beyond the resonant tunneling

limit, with εd exceeding T . Negative values correspond to the breakdown of the TUR, and

we identify a significant basin of TUR violation when Γ� εd < T .

5.5 Fate of single-affinity TUR in presence of magnetic
field

A similar analysis for the TUR ratio expressed in terms of the transport coefficients like

before can be performed in the case when an external magnetic field B is applied, leading

to a breakdown of time-reversal symmetry. In this case, the SSFS modifies to [176]

lim
t→∞

1

t
ln
[ p(Q = I t, B)

p(Q = −I t,−B)

]
= ∆βI. (5.29)

As a result, symmetry relations among various transport coefficients, see Eq.(5.6), that

were derived using SSFS, Eq.(5.4), will no longer be true with the exception of Green-

Kubo formula. Instead the symmetric/antisymmetric combination of transport coefficients

will satisfy symmetry relation similar to Eq.(5.6). More concretely symmetrized transport
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coefficient corresponding to average current is defines as,

G±i ≡ Gi ±Gi (5.30)

where over-bar represents transport coefficient in presence of reversed magnetic field. Sim-

ilarly one can define symmetrized transport coefficients for higher order cumulants. Note

that in absence of the magnetic field all the antisymmetric transport component will be

zero. Interestingly, for symmetric combination we recover all the symmetry relation that

were derived in absence of magnetic field in Eq.(5.6). And we get following relations for

antisymmetric combination,

G−2 =
S−1
3

=
R−0
6

(5.31)

Note that in general, the equilibrium component of the odd cumulants except average is

not zero in the presence of the magnetic field. Utilizing above relations, TUR ratio can be

expressed as

∆β
〈I2〉c
〈I〉 = 2 +

(∆β)

3G1

R0 +
(∆β)2

6G1

[
G2R0

G1

+ (3S2 − 2G3)

]
+O(∆β)3 + · · ·

(5.32)

From the above expression, we make the following observations:

• Validity of T-TUR now depends on the equilibrium component of skewness in linear

order regime and can be possibly violated by just reversing the sign of ∆β.

• For two terminal non-interacting models scaled cumulant generating function G(χ,B)

is an even function of magnetic fieldB [178–180]. As a result all the antisymmetrized

transport coefficients are zero and we recover all the results derived in absence of

magnetic field.

• For interacting models one can have very general dependence of G(χ,B) on magnetic

field B. Consequently, T-TUR can have linear dependence in ∆β. Now this property

can be used to probe the many body interaction in the system.
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As a final remark, if we symmetrize the TUR ratio then we recover the perturbative series

which we obtained for time-reversal symmetric case but with transport coefficients also

symmetrized. More precisely,

∆β
〈I2〉c + 〈Ī2〉c
〈I〉+ 〈Ī〉 = 2 +

(∆β)2

6G+
1

R+
1 +O(∆β)3 + · · · (5.33)

5.6 Summary

We used the universal steady state fluctuation symmetry (SSFS) to explore the validity of the

TUR in thermal transport problems. From the SSFS, we wrote down relationships between

transport coefficients and organized an expression for the TUR, which was perturbative in

the affinity ∆β, and given in terms of nonlinear transport coefficients. The first central

result of this work is that the negative skewness (to the lowest order in the perturbative

expansion around equilibrium) reveals TUR violations. Our expansion, building the TUR,

is universally valid for quantum and classical problems, as well as for arbitrary interactions

in the conducting system.

The second important result of our work is the proof that the TUR is satisfied in har-

monic junctions, classical and quantum, irrespective of the underlying stochastic dynamics.

Finally, we studied the TUR in fermionic chains. Here, we focused on the resonant

transport limit where an analytical condition for TUR violation was derived, demonstrated

to be in quantitative agreement with simulations. The TUR was satisfied when electron

transmission probability was small (Poissonian statistics). Violations were identified within

a certain range of the system-bath hybridization energy.

The thermodynamic uncertainty relation attracts significant interest given its impact

on the performance of thermal machines. Unlike in [70], which was focused on quantum

charge transport and assumed noninteracting electrons, the present deals with heat exchange

in classical and quantum systems, and it exposes that the validity of the TUR depends on

the statistics of the participating particles.
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CHAPTER 6

Thermodynamic uncertainty relation for energy transport
in transient regime

Abstract

We investigate the transient version of the thermodynamic uncertainty relation (TUR)

which provides a precision-cost trade-off relation for certain out-of-equilibrium ther-

modynamic observables in terms of net entropy production. We explore this relation

in the context of energy transport in a bipartite setting for three exactly solvable toy

model systems (two coupled harmonic oscillators, two coupled qubits, and a hy-

brid coupled oscillator-qubit system) and analyze the role played by the underlying

statistics of the transport carriers in the TUR. Interestingly, for all these models,

depending on the statistics, the TUR ratio can be expressed as a sum or a differ-

ence of a universal term which is always greater than or equal to 2 and a corre-

sponding entropy production term. We find that the generalized version of the TUR,

originating from the universal fluctuation symmetry, is always satisfied. However,

interestingly, the specialized TUR, a tighter bound, is always satisfied for the cou-

pled harmonic oscillator system obeying Bose-Einstein statistics. Whereas, for both

the coupled qubit, obeying Fermi-like statistics, and the hybrid qubit-oscillator sys-

tem with mixed Fermi-Bose statistics, violation of the tighter bound is observed in

certain parameter regimes.We also provide a rigorous proof following the nonequi-

librium Green’s function approach that the tighter bound is always satisfied in the

weak-coupling regime for generic bipartite systems.

Reported in

S. Saryal, O. Sadekar, and B. K. Agarwalla, Thermodynamic uncertainty relation

for energy transport in a transient regime: A model study, Phys. Rev. E 103, 022141

(2021).

88



6.1 Introduction

In previous chapter we assessed the tightest version of the TUR for steady-state thermal

transport junction and showed that its validity relies on the statistics of the participating

carriers. In this chapter we will investigate the transient version of TUR for energy transport

in a bipartite setting for three exactly solvable toy model systems, two coupled harmonic

oscillators, two coupled qubits, and a hybrid coupled oscillator-qubit system, and analyze

the role played by the underlying statistics of the transport carriers. Since it is well known

that quantum statistics plays a key role in the transport properties, we ask how does it affect

the transient TUR bounds?

We will consider energy exchange that takes place between two quantum systems which

are initially equilibrated at different temperatures. For such transport, a non-universal

tighter version of the TUR bound (T-TUR) is given as

〈Q2〉c
〈Q〉2 ≥

2

〈Σ〉 , (6.1)

where Q, a stochastic variable, is the integrated energy current over a certain time duration

T . 〈Q〉, 〈Q2〉c represents the average energy exchange and the corresponding noise, respec-

tively. 〈Σ〉 ≥ 0 represents the average entropy production in the energy exchange process

which is always non-negative and further characterizes how far the composite system is

driven away from the initial condition.

A loose but a generalized version of the bound (G-TUR1) compared to Eq. (6.1) [72]

was recently derived following the fundamental energy exchange fluctuation relation (XFT)

[59] where the RHS of Eq. (6.1) was modified to

〈Q2〉c
〈Q〉2 ≥

2

exp 〈Σ〉 − 1
. (6.2)

In fact, a tighter version (still loose compared to Eq. (6.1)) of the generalized bound in

Eq. (6.2) was obtained by Timpanaro et al. [71](G-TUR2), given as

〈Q2〉c
〈Q〉2 ≥ f(〈Σ〉), (6.3)

where f(x) = csch2(g(x/2)) and g(x) is the inverse function of x tanh(x).

89



Of course, it is clear that, systems satisfying XFT will follow the G-TUR1 and G-TUR2.

However, it is still an interesting question to ask under what conditions the tighter version

i.e., the T-TUR bound in Eq. (6.1) will be preserved. Very recently, the usefulness of the T-

TUR bound was proposed to infer the net entropy production for complex non-equilibrium

systems [76].

Interestingly, we find that when energy exchange takes place between two simple quan-

tum harmonic oscillators, obeying Bose-Einstein statistics, the T-TUR in Eq. (6.1) is always

satisfied. Whereas, in the other extreme scenario, i.e., when each system consists of a single

qubit, following Fermi-like statistics, violation for the T-TUR is observed in certain param-

eter regimes. As a final interesting example, we consider a hybrid setup consisting of a

single quantum harmonic oscillator and a qubit and analyze the impact of hybrid-statistics

on TUR. These findings are reminiscent of the results obtained in the previous chapter

where steady state T-TUR was shown to be valid for coupled harmonic-oscillator system

and violation of T-TUR was reported for non-interacting electrons. We also show that for

general bipartite setup, the T-TUR is always satisfied in the weak-coupling regime. Ex-

pectedly, in all these setups, the generalized version of TUR (GTUR-1, GTUR-2) is always

satisfied due to the validity of underlying XFT for energy exchange for these models.

We organize the chapters as follows: In Sec. (6.2) we introduce three toy models, pro-

vide derivation for the exact characteristic function, and analyze the corresponding TUR. In

Sec. (6.3) we provide a proof for the T-TUR in the weak-coupling regime in both transient

and steady-state limits. In Sec. (6.4) we examine the quadratic-bound proposed for cumu-

lant generating function in [136] for our model systems. We summarize our main findings

in Sec. (6.5).

6.2 Models and TUR

6.2.1 Two-oscillator system

As a first example, we consider a bipartite setup where each system consists of a single

quantum harmonic oscillator (see Fig. (6.1a)). The total Hamiltonian is given as

Hosc = ω0a
†
1a1 ⊗ 12 + 11 ⊗ ω0a

†
2a2 + J (a†1 ⊗ a2 + a1 ⊗ a†2). (6.4)
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Figure 6.1: Schematic for three different toy models that we investigate in this chapter: (a) coupled
two-oscillator system, (b) coupled two-qubit system, and (c) coupled hybrid qubit-oscillator system.
Each system is prepared initially in equilibrium at a particular inverse temperature βi = 1/kBTi,
i = 1, 2. A finite thermal coupling with coupling strength J allows energy exchange between the
systems. Figure reproduced with permission from Ref. [75].

where the first two terms (H1 = ω0 a
†
1a1 ⊗ 12 and H2 = 11 ⊗ ω0a

†
2a2 ) correspond to two

non-interacting quantum harmonic oscillators with ai(a
†
i ) being the bosonic annihilation

(creation) operator for the i-th oscillator. The last term, we denote here as V , represents

a bilinear interaction between the oscillators with coupling strength J . Note that the fre-

quency of both the oscillators (ω0) is chosen to be identical which ensures the thermal cou-

pling condition i.e., [V,H1 +H2] = 0. Recall that, before turning on the interaction V , each

oscillator is thermalized independently at a particular temperature which can be achieved

by placing the system in weak contact with a thermal bath. After that, the oscillators are

separated from the bath and the interaction between them is turned on to allow energy ex-

change for a certain duration T . The corresponding Cumulant Generating Function (CGF)

Gosc
T (u) = lnZosc

T (u) can be obtained exactly using the Keldysh non-equilibrium Green’s

function (NEGF) approach [181, 182], given by,

Gosc
T (u) = − ln

[
1−sin2

(
JT
){
n1(ω0) (1 + n2(ω0))

(
eiuω0−1

)
+n2(ω0)(1+n1(ω0))

(
e−iuω0−1

)}]
, (6.5)
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where ni(ω0) = (eβiω0 − 1)−1, i = 1, 2 is the Bose-Einstein distribution function. Note

that, a similar model was previously studied in the context of fluctuation symmetry where

the CGF was obtained only in the weak-coupling regime [63]. Very recently, this model is

studied in the context of quantum heat engines [183]. It is easy to verify that the above CGF

expression preserves the XFT for arbitrary T, J, β1 and β2. We now lay down the derivation

for Gosc
T (u) following the Keldysh formalism: We begin with Eq. (1.14) and organize the

characteristic function in the interaction picture as,

ZT (u) =

∫
dQ eiuQ pT (Q),

= Tr
[
U †I (T, 0)(e−iuH1 ⊗ 12)UI(T, 0)(eiuH1 ⊗ 12)ρ(0)

]
,

where UI(t, 0) = T exp
[
− i

∫ t
0
VI(t

′)dt′
]

with T being the time-ordered operator and

VI(t) = eiH0t V e−iH0t, H0 = H1 + H2. Recall that, the composite density matrix is

decoupled at the initial time t = 0 with each system is in thermal equilibrium at a particular

temperature i.e., ρ(0) = ρ1 ⊗ ρ2 = e−β1H1

Z1
⊗ e−β2H2

Z2
. This condition imply

[
ρ(0), H0] = 0.

The above equation then can be organized as

ZT (u) = Tr
[
ρ(0)

[
U †I
]u/2

(T, 0)U
−u/2
I (T, 0)

]
, (6.6)

where now both the forward and backward evolution operators are dressed by the counting

field u. This expression can be recast on a Keldysh contour as (see Fig. (6.2))

ZT (u) = Tr
[
ρ(0)Tce

−i
∫
c V

x
I (τ)dτ

]
, (6.7)

where Tc is the contour-ordered operator, which orders operators according to their con-

tour time argument: an earlier (later) contour time places the operator to the right (left).

Therefore, the upper (lower) branch corresponds to the forward (backward) evolution. x(τ)

is a contour time dependent function which can take two possible values depending on the

location of τ on the contour branch. Here x+(t) = −u/2 for the upper branch (denoted

by the + sign) and x−(t) = u/2 for the lower branch (denoted by the − sign) within

the measurement time interval [0, τ ]. x±(t) = 0 outside the measurement time. Finally

V x
I (τ) = eixH1VI(τ)e−ixH1 is the modified contour-time dependent operator dressed by the

counting field. Note that, the operator V x is time-independent even in the interaction picture
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Figure 6.2: The complex time Keldysh Contour with upper and lower branch. The contour path
begins from t = 0, goes to maximum time t = T and then comes back to t = 0 again. The
upper (lower) branch corresponds to time-ordered forward (anti-time-ordered backward) evolution
propagator. For energy counting statistics problem the Hamiltonian is dressed differently in the
upper (−u/2) and the lower (+u/2) branch by the counting parameter u. τ is the contour-time
parameter. Figure reproduced with permission from Ref. [75].

due to the commutable coupling symmetry. Note that, the operator V x is time-independent

even in the interaction picture due to the commutable coupling symmetry.

Invoking the linked-cluster theorem for the CGF, Gosc
T (u) = lnZT (u), we receive a

formal exact expression for the model in contour-time τ as,

Gosc
T (u) = −Trτ ln

[
1− g22 Σx

11

]
. (6.8)

Here the Green functions are understood as matrices in discretized contour time. In contin-

uous time version the trace operation means Trτ [AB] =
∫
dτ
∫
dτ ′A(τ, τ ′)B(τ ′, τ). In the

above expression, following the standard notations for the Green functions, we define

gii(τ, τ
′) = −i〈Tcai(τ) a†i (τ)〉, i = 1, 2 (6.9)

gxii(τ, τ
′) = −i〈Tcaxi (τ) ax

′†
i (τ ′)〉, i = 1, 2 (6.10)

as the bare (Eq. 6.9) and the counting field dependent (Eq. 6.10) Greens function, respec-

tively. Recall that, the counting field appears only for system 1 operators. The self-energy

term is then given as Σx
11(τ, τ ′) = J2gx11(τ, τ ′) with J being the coupling strength between

the oscillators. Since ax1(τ) = eixH1a1(τ)e−ixH1 = a1(τ + x(τ)), it is thus clear that the

effect of measuring or counting energy leads to a shift in contour-time and correspondingly

the self-energy is shifted as

Σx
11(τ, τ ′) = Σ11(τ + x(τ), τ ′ + x(τ ′)). (6.11)

Eq. (6.8) doesn’t explicitly satisfy the normalization condition Gosc
T (u = 0) = 0. To enforce
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this condition, one can further simplify the above expression and write

1− g22Σx
11 = g22

(
g−1

22 − Σx
11

)
= g22

(
g−1

22 − Σ− ΣA
11

)
= g22

(
G−1

22 − ΣA
11

)
= g22G

−1
22

(
1−G22 ΣA

11

)
=
(

1− g22Σ11

)(
1−G22 ΣA

11

)
, (6.12)

where in the second line we define a useful quantity ΣA
11 = Σx

11 − Σ11 which is zero in

the absence of the counting field. The third line motivates one to introduce a new Green’s

function G−1
22 = g−1

22 −Σ11 which in continuous contour-time version satisfies the following

Dyson equation:

G22(τ, τ ′) = g22(τ, τ ′) +

∫
c

∫
c

dτ1dτ2 g22(τ, τ1)Σ11(τ1, τ2)G22(τ2, τ
′). (6.13)

Notice that, this Green’s function is nothing but the dressed Greens function of system 2,

taking into account the presence of system 1 in terms of the self-energy Σ11. With the help

of Eq. (6.12), Eq. (6.8) then simplifies to

Gosc
T (u) = −Trτ ln

[
1−G22 ΣA

11

]
(6.14)

as Trτ ln
[
1− g22Σ11

]
= 0 following Eq. (6.8), ensuring the normalization condition.

The next important task from here on is to go from the contour-time to the real time fol-

lowing the Langreth’s theorem. Furthermore, a more transparent and simplified framework

is obtained by performing an orthogonal Keldysh rotation (rotation in the space of real time

by 45◦) which gives

Gosc
T (u) = −Trt,σ ln

[
1− Ğ22 Σ̆A

11

]
. (6.15)

The breve symbol indicates that the Green’s functions are written in the rotated Keldysh

frame. Also note that, the orthogonal Keldysh rotation preserves the trace in the above

CGF expressions. In Eq. (6.15) the meaning of trace is now in terms of the real time and as

well as over the branch index, denoted as σ. Explicitly,it means, for example, Trt,σ[Ă B̆] =
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∫ T
0
dt1
∫ T

0
dt2Tr

[
Ă(t1, t2)B̆(t2, t1)

]
. We receive the Ğ22 as,

Ğ22 =

Gr
22 Gk

22

0 Ga
22

 , (6.16)

where r, a, k are the retarded, advanced and the Keldysh components for the Green function.

These various components can be obtained exactly and are given as follows:

Gr
22(t, t′) = −i θ(t− t′)e−iω0(t−t′) cos(J(t− t′)),

Ga
22(t, t′) = i θ(t′ − t)e−iω0(t−t′) cos(J(t− t′)),

G<
22(t, t′) = −i

[
n2 cos(Jt) cos(Jt′) + n1 sin(Jt) sin(Jt′)

]
,

G>
22(t, t′) = −i

[
(1+ n2) cos(Jt) cos(Jt′) + (1+ n1)

sin(Jt) sin(Jt′)
]
, (6.17)

and the Keldysh component is given as Gk
22 = G<

22 + G>
22. Interestingly, the retarded and

the advanced components are time-translational invariant which is not the case for other

components. It is easy to check that the lesser and greater components satisfy the correct

initial condition, given as i G<
22(t = t′ = 0) = 〈a†2a2〉 = n2 and i G>

22(t = t′ = 0) =

〈a2a
†
2〉 = (1 + n2). Similarly we receive for the counting field dependent self-energy as

Σ̆A
11 =

1

2

 a− b a+ b

−(a+ b) b− a

 , (6.18)

where

a = Σ>
11(t− t′ + u)−Σ>

11(t, t′),

b = Σ<
11(t− t′ − u)−Σ<

11(t, t′). (6.19)

The calculation further simplifies upon performing a two-time Fourier transformation, de-

fined here as

Ğ22(ω1, ω2) =

∫ T

0

dt

∫ T

0

dt′ eiω1t eiω2t′ Ğ22(t, t′). (6.20)

One then finally obtains from Eq. (6.15)

Gosc
T (u) = −ln det

[
1− Ğ22(ω0,−ω0)Σ̆A

11(ω0)
]
. (6.21)
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Note that, the above formula is exact for arbitrary coupling J . This expression can be easily

extended for many-oscillator setup also. One can now write down the Fourier version of

the Green functions components which are given as,

Gr
22(ω0,−ω0) = − 2i

J2
sin2

(JT
2

)
,

Ga
22(ω0,−ω0) =

2i

J2
sin2

(JT
2

)
,

G<
22(ω0,−ω0) = − i

J2

[
n2 sin2(JT ) + n1

(
1− cos(JT )

)2]
,

G>
22(ω0,−ω0) = − i

J2

[
(1 + n2) sin2(J T ) + (1 + n1)(

1− cos(J T )
)2]
, (6.22)

and similarly for the self-energy components,

a = Σ>
11(ω0) (e−iu~ω0 − 1)

= −i J2
(
1 + n1(ω0)

)
(e−iu~ω0 − 1), (6.23)

b = Σ<
11(ω0) (eiu~ω0 − 1)

= −i J2 n1(ω0) (eiu~ω0 − 1). (6.24)

Knowing these analytical expressions for the Green functions one can simply compute the

determinant in Eq. (6.21), which finally gives the CGF expression in Eq. (6.5).

To analyze the TUR bound, we now get the expressions for the average energy change

and the associated noise. These are easily obtained by taking successive derivatives of

Gosc
T (u) with respect to iu. We receive, (for notational compactness, below we denote ni(ω0)

as ni)

〈Q〉osc = ω0TT (J)
[
n1−n2

]
, (6.25)

〈Q2〉osc
c = ω2

0

[
TT (J)

(
n1(1+n2)+n2(1+n1)

)
+T 2

T (J)
(
n1−n2

)2
]
, (6.26)

where we define TT (J) = sin2
(
JT
)
. Since the second term in Eq. (6.26) is always

positive, we receive the following inequality,

〈Q2〉osc
c ≥ ω2

0TT (J)
(
n1(1+n2)+n2(1+n1)

)
, (6.27)
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where the equality sign corresponds to equilibrium situation i.e., β1 = β2. We now make

use of the following important relation involving the Bose-Einstein distribution function,

n1(1+n2) + n2(1+n1) = coth

(
∆βω0

2

) (
n1−n2

)
(6.28)

≥ 2

∆βω0

(
n1−n2

)
, (6.29)

where ∆β = β2 − β1. In the second line we have used the inequality x coth(x) ≥ 1.

Substituting this in Eq. (6.27) and using Eq. (6.25), it is easy to see that

∆β
〈Q2〉osc

c

〈Q〉osc
≥ 2 (6.30)

which imply that for the coupled quantum harmonic oscillator setup displaying bosonic

statistics the T-TUR is always satisfied. In fact, an interesting observation can be made by

arranging the TUR ratio
(

∆β
〈Q2〉osc

c

〈Q〉osc

)
using the expressions for the cumulants (Eq. (6.25)

and Eq. (6.26)) and Eq. (6.28). One receives,

∆β
〈Q2〉osc

c

〈Q〉osc
= ∆βω0 coth

∆βω0

2
+ 〈Σ〉osc ≥ 2. (6.31)

Interestingly, the first term here is independent of the coupling information between the

systems and is always greater or equal to 2 (equality holds in equilibrium). In contrast, the

second term, is exactly the average entropy production for the oscillator system which along

with the temperature difference also importantly depends on the dimensionless coupling

J T . As the average entropy production always remains positive, 〈Σ〉osc ≥ 0, once again

we arrive at the same conclusion that the T-TUR for this setup is always satisfied. Also note

that the validity T-TUR immediately implies that the GTUR-1 (Eq. (6.2)) and G-TUR2

(6.3) are also trivially obeyed.

In Fig. (6.3(a)) we plot the first two cumulants and the corresponding TUR ratio as a

function of J T . Fig. (6.3(b)) corresponds to a two-dimensional plot for the TUR ratio as

a function of J T and β2ω0. We set β1ω0 = 0.1 in the simulation. The cumulants as well

as the TUR ratio oscillates with J T with periodicity π. The value for TUR ratio is always

larger than 2 and matches with the theoretical prediction. For a fixed value of J T , the TUR

ratio increases monotonically with increasing ∆β.
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Figure 6.3: (a) Plot for average energy change 〈Q〉osc (solid), fluctuation 〈Q2〉osc
c (dashed) and the

corresponding TUR ratio ∆β〈Q2〉osc
c /〈Q〉osc (dashed-dotted) as a function of J T . For reference a

line is drawn at the value 2. The parameters are β1ω0 = 0.5, β2ω0 = 1. (b) Two-dimensional plot
for TUR ratio (∆β 〈Q

2〉oscc
〈Q〉osc ) as a function of J T and β2ω0. We set β1ω0 = 0.1. Figure reproduced

with permission from Ref. [75].

6.2.2 Two-qubit system

We next consider another toy model, which we refer here as the XY-model, consisting of

two qubits (see Fig. (6.1b)). We write the total Hamiltonian as

HXY =
ω0

2
σz1 ⊗ 12 + 11 ⊗

ω0

2
σz2 +

J

2
(σx1 ⊗ σy2 − σy1 ⊗ σx2 ). (6.32)

σi, i = x, y, z are the standard Pauli matrices. Once again, this model satisfies the thermal

coupling condition.

One can analytically compute the CGF of energy exchange following Eq. (1.14) by

performing simple algebraic manipulations of the Pauli matrices which yield [184]

Gspin
T (u) = ln

[
1 + sin2

(
JT
){
f1(ω0) (1− f2(ω0))

(
eiuω0 − 1

)
+f2(ω0)(1− f1(ω0))

(
e−iuω0 − 1

)}]
, (6.33)

where fi(ω0) = (eβiω0 + 1)−1, i = 1, 2 is the Fermi like distribution function. Once again

the XFT is obeyed for arbitrary J, T, β1 and β2 due to the thermal coupling symmetry. At

this point, it is important to compare the CGF in eq. (6.33) with the CGF for the coupled

oscillator (Eq. (6.5)). First of all, for both these models, interestingly the J T dependence

appears in the same functional form TT (J) = sin2
(
JT
)
. In fact, in this context it is simply
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the transition probability between states |01〉 and |10〉 i.e.,TT (J) = |〈10|U(T, 0)|01〉|2
[

|0〉 (|1〉) refers to the ground (excited) state for the qubit
]
. Second and most importantly,

there are crucial sign differences in terms of the Bose and Fermi like functions, reflecting

the key difference between a two-level spin system and an infinite-level harmonic oscillator

system. In fact, because of this crucial sign change for the qubit setup, a looser bound

for TUR appears, as we show below. We once again write down the first two cumulants

following the CGF as

〈Q〉spin = ω0TT (J)
[
f1−f2

]
, (6.34)

〈Q2〉spin
c = ω2

0

[
TT (J)

(
f1(1−f2)+f2(1−f1)

)
−T 2

T (J)
(
f1−f2

)2
]
, (6.35)

Interestingly, for Fermi like function also a relation similar to Eq. (6.28) exists, given as

f1(1−f2)+f2(1−f1) = coth
∆βω0

2
(f1 − f2). (6.36)

This helps us to organize the cumulants and to receive the TUR ratio as

∆β
〈Q2〉spin

c

〈Q〉spin
= ∆βω0 coth

[∆βω0

2

]
− 〈Σ〉spin. (6.37)

Once again this expression should be compared with Eq. (6.31). The first term is the same

as before. However, the apparent sign differences between the two models reflects in the

second term where the average entropy production term appears as a negative contribution

to TUR ratio. It is therefore not immediately obvious that, this coupled two-qubit model

will satisfy the T-TUR bound. In what follows we therefore first get an upper bound on the

average entropy production and thereby provide a lower bound for the TUR. Interestingly,

this helps us to find a condition on TT (J) for which the T-TUR is respected.

We first note that, the Fermi-like function can be alternatively written as,

fi =
1

eβiω0 + 1
=

1

2

(
1− tanh

β1ω0

2

)
. (6.38)
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Figure 6.4: (a) Two-dimensional plot for TUR ratio (∆β 〈Q
2〉spinc

〈Q〉spin ) for the coupled two-qubit system
as a function of J T and β2ω0. We set β1 = 0. (b) Corresponding binary plot of TUR. The
violation (validity) regime of the T-TUR bound is colored by blue (dark red). Figure reproduced
with permission from Ref. [75].

With the help of this expression, we write down the net entropy production as,

〈Σ〉spin =
∆βω0TT (J)

2

[
tanh

β2ω0

2
− tanh

β1ω0

2

]
=

∆βω0TT (J)

2

[(
tanh

∆βω0

2

)(
1−tanh

β1ω0

2
tanh

β2ω0

2

]
. (6.39)

Now since βi is always positive and tanhx is bounded function between (0,1) for x > 0,

the second term in the product in the above equation is always < 1, which gives us

tanh
∆βω0

2
≥ tanh

β2ω0

2
− tanh

β1ω0

2
(6.40)

and therefore, we receive an upper bound for the average entropy production,

〈Σ〉spin ≤ ∆βω0TT (J)

2
tanh

∆βω0

2
, (6.41)

which finally translates to a lower bound on TUR ratio for this model as

∆β
〈Q2〉spin

c

〈Q〉spin
≥ ∆βω0

[
coth

∆βω0

2
− TT (J)

2
tanh

∆βω0

2

]
. (6.42)

The equality sign here holds for β1 = 0 or at equilibrium. Since the TUR ratio is periodic as

a function of JT , we focus our attention within the first period [0, π]. The obtained bound

indicates that, in the weak-coupling limit, i.e., J T � 1 which implies TT (J) � 1, the
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second term in the above expression can be ignored and the T-TUR will be satisfied. In

fact, it is easy to check that the T-TUR will remain to be valid for TT (J) < 2/3 which gives

an allowed range for J T , (JT ≤ 0.95 and JT ≥ 2.19, within the first period). Therefore,

to observe a violation for the T-TUR, a necessary condition is to tune the value of J T such

that TT (J) > 2/3. However, note that, this condition is not a sufficient one. This can be

seen as follows: following the RHS of Eq. (6.42), the minimum value for the TUR bound

corresponds to TT (J) = 1. Now for large ∆β (∆β ω0 � 1), both coth and tanh functions

saturate to value unity (∆β ω0 ≈ 6) which imply that the TUR bound scales as ∆βω0/2

and the T-TUR will be satisfied. Therefore, along with the condition TT (J) > 2/3, the

violation of T-TUR in this case requires a careful tuning of β1, β2, and ω0.

In Fig. (6.4(a)) we display a two-dimensional plot for TUR as a function of β2ω0 and

J T . We set β1ω0 = 0. Fig (6.4(b)) is the corresponding binary plot differentiating the va-

lidity (dark-red) and the violation regimes (blue) of the T-TUR. We clearly observe a regime

for which T-TUR is not valid and the results nicely match with our theoretical predictions.

As mentioned earlier, for sufficiently large ∆β (∆βω0 > 3.2), the T-TUR bound is always

satisfied. In contrast, the minimum value of the TUR bound is found to be ≈ 1.86 which

occurs for maximum transition probability TT (J) = 1 i.e, J T = π/2 and ∆βω0 ≈ 2.01.

In Fig. (6.5) we show that the TUR bound obtained in Eq. (6.42) is in fact a tighter

one compared to the generalized bound (Eq. (6.2) and Eq. (6.3)). More importantly, we

observe that the generalized bound obtained from fluctuation symmetry becomes loose with

increasing ∆β whereas the obtained bound closely follow the actual TUR trend. In fact,

for large ∆β, the net entropy production 〈Σ〉 scales as ∆β, hence the G-TUR1 behaves

as 2〈Σ〉/e〈Σ〉 which tends to zero whereas the TUR bound obtained in Eq. (6.42) scales as

∆βω0/2. As expected, G-TUR2 performs a bit better than G-TUR1.

Recently, we collaborated with an experimental group and realized this model in the

nuclear magnetic resonance (NMR) setup to assess the validity of the transient T-TUR

by obtaining the cumulants of energy exchange following the quantum state tomography

technique [109]. We found out that the experimental findings were in a very good agreement

with our theoretical predictions. Also, we were able to experimentally access the regimes

where T-TUR was not respected. The same model was also used earlier to examine the
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Figure 6.5: Comparison between the TUR bounds obtained in Eq. (6.42),(blue, dashed), denoted
here by h(J, T, ω0; ∆β) = ∆βω0

[
coth ∆βω0

2 −
TT (J)

2 tanh ∆βω0

2

]
, the generalized bounds, GTUR-1

(red, dashed-dotted) in Eq. (6.2) and GTUR-2 (magenta, dotted) in Eq. (6.3) with the actual TUR
value (black, solid). For reference a line is drawn at the value 2. The parameters are β1ω0 = 0.1,
and J T = π/2. The bound in Eq. (6.42) closely follow the actual TUR trend. Figure reproduced
with permission from Ref. [75].

XFT by measuring the CF for heat exchange employing the ancilla-based interferometric

technique [184–187].

6.2.3 Hybrid spin-oscillator system

As a final toy model example we consider a hybrid system consisting of a single qubit and

a single quantum harmonic oscillator (see Fig. (6.1(c)), once again interacting via a thermal

coupling term. The total Hamiltonian is given as

HJC =
ω0

2
σz ⊗ 11 + 12 ⊗ ω0 a

†a+ J (a† ⊗ σ− + a⊗ σ+). (6.43)

where σ± =
σx ± iσy

2
are the spin ladder operators. This model is in fact the famous

Jaynes-Cummings (JC) model and is one of the most well studied setup in quantum optics.

We are interested here to analyze the quantum thermodynamics properties for this model

and compute the exact CGF for the energy exchange. We provide here a brief outline of the

derivation.

Starting from Eq. (1.14) we switch to the interaction picture with respect to the bare

part of the Hamiltonian (the first two terms of Eq. (6.43)) and compute the total unitary
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propagator in the qubit basis. We receive [188]

UI(t) = e−iV t =

 cos(
√
aa†Jt) −i sin

(√
aa†Jt

)
√
aa†

a

−i sin
(√

a†aJt
)

√
a†a

a† cos(
√
a†a Jt)

 , (6.44)

where we have used the convention that
[
UI(t)

]
11

= 〈e|UI(t)|e〉,
[
UI(t)

]
12

= 〈e|UI(t)|g〉,[
UI(t)

]
21

= 〈g|UI(t)|e〉, and
[
UI(t)

]
22

= 〈g|UI(t)|g〉. Note that because of the com-

mutable coupling condition, in the interaction picture, the time-ordered operator in the uni-

tary propagator does not play any role. With the help of this exact unitary operator and

carrying out the calculation in the qubit basis, the exact CGF can be written down as,

GJC
T (u)= ln

[
1+Q

{ f1

n2

(
eiuω0−1

)
+

(1− f1)

(1 + n2)

(
e−iuω0−1

)}]
, (6.45)

where we define the function Q = Q(J, T, ω0; β2) as

Q(J, T, ω0; β2) =
∞∑
n=0

e−β2nω0 sin2(
√
nJT ). (6.46)

We make the following observations here: (i) Unlike the coupled oscillator or the coupled

qubit model, for this hybrid setup the transition probability is weighted by the oscillator

temperature β2 as captured by the Q function. (ii) Because of the hybrid nature of the

setup both the Fermi like and the Bose functions appears in the CGF expression. Once

again, it is easy to check the validity of XFT for arbitrary J, T and the initial temperatures

β1, β2. Note that, in the low-temperature limit of the oscillator i.e., β2ω0 � 1, it is expected

that the above result should reproduce the two-qubit CGF. This can be seen as follows:

for β2ω0 � 1 only n = 1 term contributes to Eq. (6.46). Therefore, the Q function

simplifies to Q ≈ e−β2ω0 sin2(Jt) and correspondingly the Bose functions simplifies to

n2 ≈ e−β2ω0
(
1 + e−β2ω0

)
and 1 + n2 ≈ 1 + e−β2ω0 which gives Q/n2 = (1− f2) sin2(JT )

and Q/(1 + n2) = f2 sin2(JT ) and thus one correctly recovers the two-qubit model CGF,

given in Eq. (6.33).
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We now investigate the TUR bound and write down the cumulants as,

〈Q〉JC = ω0Q
( f1

n2

− 1− f1

1 + n2

)
= ω0Q

f1

1 + n2

(
eβ2ω0 − eβ1ω0

)
, (6.47)

〈Q2〉JC
c = ω2

0Q
[( f1

n2

+
1− f1

1 + n2

)
−Q

( f1

n2

− 1− f1

1 + n2

)2]
. (6.48)

As expected, the energy exchange in Eq. (6.47) vanishes when both the spin and the os-

cillator are initially kept at the same temperature. Interestingly, we once again receive a

similar identity as in Eq (6.29) but now involving both the Fermi and Bose functions,

f1(1 + n2)+ n2(1− f1) = coth
[∆βω0

2

](
f1(1 + n2)−n2(1− f1)

)
, (6.49)

which helps us to write the TUR ratio as

∆β
〈Q2〉JC

c

〈Q〉JC
= ∆βω0 coth

∆βω0

2
− 〈Σ〉JC. (6.50)

This expression once again should be compared with Eq. (6.31) and Eq. (6.37). Interest-

ingly, analogous to the previous cases, the first term remains the same. Whereas, the average

entropy production term for the hybrid case produces a negative contribution to the TUR

ratio, as was the case for the two-qubit model. Therefore, the breakdown of the T-TUR

bound can be expected even for this setup. However, note that, in the limit when Q � 1,

i.e., in the weak-coupling limit, the T-TUR is once again preserved. In Fig. (6.6) we display

the two-dimensional plots for the first and second cumulant and the corresponding TUR ra-

tio. Notice that, the cumulants and the corresponding TUR ratio in not entirely periodic as

a function of J T , especially in the high-temperature regime β2ω0 � 1. This is clear from

the expression for the functionQ. The violation for the T-TUR bound is clearly observed in

the binary plot (Fig. (6.6(d)). Expectedly, the low temperature behavior for the TUR ratio

is found to be similar with the two-qubit case with clear validity of T-TUR bound beyond

∆βω0 ≈ 3.4. However, in the high temperature regime the violation regime for the JC

model is broader (comparing TUR ratio vs J T within the first period in both Fig. (6.4(b))

and Fig. (6.6(d)) in comparison to the two-qubit case. This is because of the availability

of many states for the oscillator leading a significant contribution of the average entropy

production.
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Figure 6.6: Two-dimensional plots for the JC model: (a) average energy change 〈Q〉JC, (b) cor-
responding noise 〈Q2〉JC

c , (c) the TUR ratio ∆β 〈Q
2〉JCc
〈Q〉JC and (d) binary plot of the same TUR data

where the violation (validity) regime of the T-TUR bound is colored by blue (dark red), as a function
of JT and β2ω0. We set β1 = 0. Figure reproduced with permission from Ref. [75].

6.3 Proof of T-TUR for generic bipartite systems in the
weak coupling regime

In this section we provide a proof for the tighter bound of TUR (T-TUR) in the weak cou-

pling regime for generic bipartite setup. We again employ here the Keldysh non-equilibrium

Green’s function approach [181, 182, 189] for the proof. This method is useful to receive a

bound in transient as well as in the steady-state regime, as we show below. As mentioned

earlier, it is more convenient to work with the logarithm of the characteristic function,

GT (u) ≡ logZT (u), which according to the linked-cluster theorem [190] contains only the

connected diagrams. Since our focus is in weak-coupling regime, we therefore expand the

exponential and collect terms up to the leading order in the coupling V that produces non-
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zero contribution. It turns out that the first order contribution in V vanishes. This can be

shown as follows: The CGF in the first order, denoted by G(1)
T (u) is given as

G(1)
T (u) = −i

∫
dτ〈V x

I (τ)〉

= −i
∫ T

0

dt
[
〈V x+

I (t)〉 − 〈V x−

I (t)〉
]
, (6.51)

where in the second line we transform back to the real time (t) from the contour time (τ )

using the Langreth’s rule [182, 191]. Note that, in this order the contour-ordered opera-

tor does not play any role. Now since V x±
I (t1) = e∓iξ/2H1VI(t)e

∓iξ/2H1 and furthermore

because
[
ρ(0), H1

]
= 0, the counting field dependent phase factors cancels out exactly

leaving 〈V x+

I (t)〉 = 〈V x−
I (t)〉, i.e., independent of the branch index and thus the above

contribution vanishes.

Next, the second order contribution to the CGF is given as,

G(2)
T (u) =

(−i)2

2

∫
dτ1

∫
dτ2 〈Tc V x

I (τ1)V x
I (τ2)〉c

=

∫
dτ1

∫
dτ2 G̃c(τ1, τ2), (6.52)

where G̃c(τ1, τ2) indicates the connected part of the correlation function with the tilde sym-

bol referring to the counting field dependence. Since the normalization condition demands

that G(2)
T (u= 0) = 0, one can explicitly enforce the normalization in the above expression

as

G(2)
T (u) =

∫
dτ1

∫
dτ2

[
G̃c(τ1, τ2)−Gc(τ1, τ2)

]
, (6.53)

where recall that Green functions without the tilde symbol refers to u = 0. We once again

transform back to the real time following the same procedure as mentioned earlier and

obtain,

G(2)
T (u) =

∫ T

0

dt1

∫ T

0

dt2

[
G<
c (t1, t2) +G>

c (t1, t2)

−G̃<
c (t1, t2)− G̃>

c (t1, t2)
]
, (6.54)

where < (>) symbol corresponds to the lesser (greater) component of the Green function.

In order to proceed from here, we choose a generic form for the coupling, given as V =
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J A ⊗ B, where A (B) corresponds to Hermitian operator involving system 1 (system 2).

For simplicity, we consider single degree of freedom and systems with Bosonic degree of

freedom. However, the calculation can be straightforwardly extended for fermionic as well

as for hybrid systems.

Now since the average in the Green functions are taken over ρ(0) i.e., decoupled initial

state, the connected part of the correlation function in the contour-time reduces to

G̃c(τ1, τ2) =
J2

2
g̃A(τ1, τ2) gB(τ2, τ1), (6.55)

where g̃A(τ1, τ2) = −i 〈TcAx(τ1)Ax(τ2)〉 is the bare but counting field dependent cor-

relation function for system 1 with average taken over the equilibrium density operator

ρ1 = e−β1H1

Z1
and similarly gB(τ1, τ2) = −i 〈TcB(τ1)B(τ2)〉 with average taken over the

equilibrium density operator ρ2 = e−β2H2

Z2
. Following Eq. (6.53), in the real time we are

interested only in the lesser and the greater components which are given as

G̃<
c (t1, t2) =

J2

2
g<A(t1−t2 − u) g>B(t2 − t1),

G̃>
c (t1, t2) =

J2

2
g>A(t1−t2 + u) g<B(t2 − t1). (6.56)

Since each of the bare Green functions are time-translational invariant, we can work in the

frequency domain by performing Fourier transformation which gives,

ZT (u) = −J
2

2

∫ ∞
−∞

dω1

2π

∫ ∞
−∞

dω2

2π

sin2
[ (ω1−ω2)T

2

]
(ω1−ω2)2

4

×
[
g<A(ω1)g>B(ω2)

(
eiuω1−1

)
+g>A(ω1)g<B(ω2)

(
e−iuω1−1

)]
. (6.57)

Notice that since bare Green functions are computed with respect to their respective equi-

librium state, they follow the standard Kubo-Martin-Schwinger boundary condition [191]

given as g>A(ω) = eβ1ωg<A(ω) and similarly for system 2 Green function g>B(ω) = eβ2ωg<B(ω).

Using this condition, one can rewrite the expressions for first and second cumulant by tak-
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ing derivative of Eq. (6.57) with respect to iu and receive,

〈Q〉 = −J
2

2

∫ ∞
−∞

dω1

2π

∫ ∞
−∞

dω2

2π
ω1F(ω1, ω2;T )

g>A(ω1)g<B(ω2)
[
e−β1ω1 eβ2ω2 − 1

]
, (6.58)

〈Q2〉c = −J
2

2

∫ ∞
−∞

dω1

2π

∫ ∞
−∞

dω2

2π
ω2

1 F(ω1, ω2;T )

g>A(ω1)g<B(ω2)
[
e−β1ω1 eβ2ω2 + 1

]
, (6.59)

where we define F(ω1, ω2;T ) =
sin2
[

(ω1−ω2)T
2

]
(ω1−ω2)2

4

. Up to this point the only approximation

made was the weak-coupling. However, this does not automatically ensure current conser-

vation or the XFT, as reflected in the above equation. In order to meet these criteria one

needs to further impose resonant condition for energy exchange. In order to achieve this,

we use many-body quantum state representation for the individual system Hamiltonian H1,

and H2, and write the lesser and greater components of the Green functions explicitly. For

system 1,

g<A(t) = −i
∑
mn

e−β1Em

ZA
|Am,n|2eiωnmt,

g>A(t) = −i
∑
mn

e−β1Em

ZA
|Am,n|2e−iωnmt, (6.60)

where ωnm = En − Em, |Amn|2 = |〈m|A|n〉|2 with |m〉, |n〉 being the energy eigenstates

for system 1 with Hamiltonian H1 and Em, En are the corresponding eigenvalues. One

receives similar expression for g<,>B (t) but with inverse temperature β2. We denote the

corresponding energy eigenstates with |p〉, |q〉. Using Fourier transformed version of these

Green functions we receive for the average energy change

〈Q〉 = 2π2J2
∑
mn

∑
pq

ωmnF(ωmn, ωqp;T )|Amn|2 |Bpq|2

[
e−β1ωmn eβ2ωqp − 1

]e−β1Em
ZA

e−β2Ep

ZB
. (6.61)

We now impose the resonant energy exchange condition between the two systems which
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implyEm−En ≈ Eq−Ep i.e., ωmn ≈ ωqp leading toF(ωmn, ωqp;T ) ≈ T 2 and we receive,

〈Q〉 = 2π2J2T 2
∑
mn

∑
pq

ωmn |Amn|2 |Bpq|2

[
e∆βωqp − 1

]e−β1Em
ZA

e−β2Ep

ZB
. (6.62)

Using the same resonant condition, we receive for the noise

〈Q2〉c = 2π2J2T 2
∑
mn

∑
pq

ω2
mn |Amn|2 |Bpq|2

e−β1Em

ZA

e−β2Ep

ZB

×
[
e∆βωqp + 1

]
(6.63)

= 2π2J2T 2
∑
mn

∑
pq

ωmn |Amn|2 |Bpq|2
e−β1Em

ZA

e−β2Ep

ZB

× ωqp coth
[∆βωqp

2

] [
e∆βωqp − 1

]
,

≥ 2

∆β
〈Q〉 (6.64)

where going from the first to the third line we write ω2
mn ≈ ωmn ωqp. Notice the important

term ωqp coth
[∆βωqp

2

]
in the fourth line which is always greater or equal to 2/∆β using

which we receive the T-TUR bound. Also, note that the cumulants in this limit scales with

T 2 and the entire analysis remains valid for JT � 1.

The another key importance of the expression in Eq. (6.57) is that one can readily dis-

cuss results for the long-time limit T →∞. In fact, if a unique long-time limit of Eq. (6.57)

exists that supports a non-equilibrium steady-state for the bipartite setup (imagining each

system to be macroscopic bath) in which case all cumulants scale with T , as

lim
T→∞

sin2
[ (ω1−ω2)T

2

]
(ω1−ω2)2

4

= 2πTδ(ω1 − ω2) (6.65)
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and one receives the following expressions for the cumulants following Eq. (6.57)

〈Q〉
T

= −J2

∫ ∞
−∞

dω

4π
ω g>A(ω)g<B(ω)

[
e∆βω − 1

]
, (6.66)

〈Q2〉c
T

= −J2

∫ ∞
−∞

dω

4π
ω2 g>A(ω)g<B(ω)

[
e∆βω + 1

]
= −J2

∫ ∞
−∞

dω

4π
ω2 coth

[
∆βω/2

]
g>A(ω)g<B(ω)

×
[
e∆βω − 1

]
,

≥ − 2

∆β
J2

∫ ∞
−∞

dω

4π
ω g>A(ω)g<B(ω)

[
e∆βω − 1

]
≥ 2

∆β

〈Q〉
T

(6.67)

where once again, like in the previous case, in the third line of 〈Q2〉c/T expression we use

the inequality ω coth[∆βω/2] ≥ 2/∆β. Therefore for weakly coupled bipartite setup in

the steady-state the T-TUR is preserved. It is crucial to note that both the G-TUR1 and

G-TUR2 in this long-time limit fails to predict any non-trivial bound for the TUR ratio as

the average entropy-production 〈Σ〉 diverges as T →∞.

6.4 Comparison with Quadratic Bound

In Ref. [136] based on extensive numerical simulation a quadratic bound (lower bound) was

proposed for a scaled cumulant generating function for a multiaffinity time-homogeneous

discrete state continuous-time Markov process in steady state. Later on, in Ref. [65], a

rigorous proof for the quadratic bound was given for systems following continuous-time

Markov jump processes in steady state. For our single-affinity problem and transient dy-

namics, the quadratic bound (QB) in terms of the CGF translates to

GQB(u) = u 〈Q〉
[
1 +

u〈Q〉
〈Σ〉

]
(6.68)
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Figure 6.7: Comparison between the exact CGF Gosc(u) in Eq. (6.5) and the quadratic CGF in Eq.
(6.68) for the two-oscillator problem for two different values for the TUR ratio: (a) TUR ratio = 2
and (b) TUR ratio = 6.45. Figure reproduced with permission from Ref. [75].

where u is treated as a real variable (the CGFs obtained in the main text should be

analytically continued, iu → u). Once any CGF satisfies the above quadratic bound one

can immediately prove the T-TUR in Eq. (6.1). Since we have the exact expressions for the

CGFs for three exactly solvable model systems, we compare numerically the CGFs with

the quadratic bound in Eq. (6.68). We found that, for the harmonic oscillator problem since

T-TUR is always valid, the above quadratic bound is always respected as shown in Fig.(6.7)

for two different values of the TUR ratio.

In contrast, for the two-qubit and the hybrid spin-oscillator model we observe that when-

ever the T-TUR is valid the above quadratic bound is respected, see Figs. 6.8(a) and 6.9(a),

and, expectedly, the violation of the quadratic bound is observed whenever the T-TUR ratio

is smaller than 2, as shown in Figs. 6.8(b) and 6.9(b).
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Figure 6.8: Same as in Fig. (6.7) but for the two-qubit model with exact CGF for two different
values for the TUR ratio: (a) TUR ratio = 2.62 and (b) TUR ratio = 1.86. Figure reproduced with
permission from Ref. [75].

Figure 6.9: Same as in Fig. 6.7) but for the hybrid spin-oscillator model for two different values for
the TUR ratio: (a) TUR ratio = 2.62 and (b) TUR ratio = 1.81. Figure reproduced with permission
from Ref. [75].

6.5 Summary

In this chapter we examined the TUR bound for energy exchange for three simple model

systems characterized by different underlying statistics for the transport carriers. We ob-

tained exact analytical expressions for the heat exchange characteristic function for all three

cases which hands over the cumulants to analyze the different versions of transient TUR.
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One of the interesting observations was the similarity in the expressions for the CGF for

the two- qubit and two-oscillator model where they differ by crucial sign differences aris-

ing from the underlying Fermi-like and the Bose statistics. We found that, much like the

steady-state case, the transient TUR ratio in general is sensitive to the statistics and the

validity or violation of the T-TUR is critically dependent on this. In all three cases, inter-

estingly, the TUR ratio was organized in terms of a universal term which is always greater

than or equal to 2 and a net entropy production term. The deviation from the T-TUR bound

largely depends on the contribution of this average entropy production to the TUR ratio.

For a coupled oscillator system, displaying pure bosonic statistics, this contribution turned

out to be always positive and thus the tighter bound is always preserved. In contrast, the

appearance of the Fermi like statistics for both the qubit and the hybrid model leads to

a negative contribution, leading to a lower bound (smaller than the T-TUR) for the TUR.

However, in the weak-coupling regime, all these models satisfy the T-TUR bound. We pro-

vided a rigorous proof for the T-TUR, in the weak-coupling regime, by deriving a general

expression for the CGF following the NEGF approach.
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CHAPTER 7

Concluding remarks and Future prospects

This dissertation presents a detailed theoretical study on the bounds on fluctuations for

non-equilibrium systems and its consequence in the context of general, quantum or clas-

sical, thermal machines. Our results unravel a novel relationship among the much studied

thermodynamic uncertainty relations for the individual currents when the setup under con-

sideration is operating as a thermal machine. Let us briefly summarize the central results

obtained in this thesis.

We first examined autonomous continuous thermal machines with time-reversal sym-

metry in chapter 2 and established that the relative fluctuations of the output current (power

output) is always lower bounded by the relative fluctuations of the input current (heat

current absorbed from the hot bath). As an immediate consequence, thermodynamic un-

certainty relation for input and output current received strict hierarchy. Furthermore, we

showed that the obtained upper bound on the efficiency is tighter than the upper bound

obtained using the thermodynamic uncertainty relations. Next in chapter 3 we generalized

our findings of previous chapter to broken time-reversal symmetric thermal machines. We

showed that, in the linear response regime the relative fluctuation of the sum of output

currents for time-forward and time-reversed processes is always lower bounded by the cor-

responding relative fluctuation of the sum of input currents. Consequently, we established

a connection between our results and the generalized thermodynamic uncertainty relations

for time-reversal symmetry-broken systems. We also provided physically relevant bounds

on individual forward and backward processes. As a consequence of this, we also showed

that the bounds exactly like the time-reversal symmetric case will hold true for at least one

of the processes.

In chapter 4 we examined the bounds on the fluctuations for finite-time quantum Otto

cycle which is a discrete thermal machine. Following two-point measurement scheme we

obtained exact full statistics of heat and work in the adiabatic driving limit for a class of
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working fluids that follow a scale-invariant energy eigenspectra . As a result we derived a

universal expression for the ratio of nth cumulant of output work and input heat in terms of

the Otto efficiency in the adiabatic driving limit. Furthermore, for nonadiabatic driving of

quantum Otto engine with working fluid consisting of either (i) a qubit or (ii) a harmonic

oscillator, we showed that the relative fluctuation of output work is always greater than the

corresponding relative fluctuation of input heat absorbed from the hot bath that we also

obtained for time-reversal symmetric continuous thermal machines in chapter 2.

In the later part of the thesis we focused our attention on the fate of of the T-TUR in

steady-state and transient-state transport junctions. In chapter 5, we employed the funda-

mental non-equilibrium steady state fluctuation symmetry and derived a condition on the

validity T-TUR for single affinity driven systems. We showed that the validity of the T-TUR

relies on the statistics of the participating carriers. In chapter 6 we assessed the validity of

transient version of T-TUR. We explored T-TUR in the context of energy transport in a

bipartite setting for three exactly solvable toy model systems (two coupled harmonic os-

cillators, two coupled qubits, and a hybrid coupled oscillator-qubit system) and analyzed

the role played by the underlying statistics of the transport carriers in the TUR. Interest-

ingly, for all these models, depending on the statistics, the TUR ratio can be expressed as

a sum or a difference of a universal term which is always greater than or equal to 2 and a

corresponding entropy production term. We also provided a rigorous proof following the

non-equilibrium Green’s function approach that the tighter bound is always satisfied in the

weak-coupling regime for generic bipartite systems.

After summarizing the thesis, let us point out some future prospects originating from

the thesis.

Future Prospects

• Exploring the impact of fluctuations and assessing the validity of universal bounds on

non-equilibrium fluctuations and the connection to TUR in a broader and general set-

ting. It will be important and interesting to explore (a) continuous machines operating

beyond the linear response regime, (b) non-autonomous continuously coupled quan-

tum engines i.e., for systems following driven-dissipative dynamics by incorporating

Floquet prescription for periodically driven systems, and (c) discrete engines.
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• Extension of our approach for multi-terminal transport setup is an interesting avenue

to explore for the continuous thermal machines. Especially, it would be interesting

to understand how the relative fluctuations of individual currents can be controlled in

multi-terminal setting.

• Building thermodynamically consistent framework for other quantum analogs of dis-

crete thermal machines like Carnot cycle, Stirling cycle etc. And then investigating

the universality of bounds on η(2) for these machines.

• Experimental verification’s of these novel bounds using state-of-the-art experiments.

• Exploring universal bounds for broken time-reversal symmetric situations in case of

the discrete thermal machines, for example asymmetric driving in finite-time Otto

engine.

• Exploring the role of many-body interaction on the validity/violation of T-TUR, both

in steady-state and transient-state using the state-of-the-art numerical methods like,

numerically exact path integral technique [192], and tensor-network methods [193].
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APPENDIX A

Quantum XFT in thermal-coupling limit

To take advantage of the thermal coupling limit i.e., the commutable coupling condition

[H1 + H2, V ] = 0, one can rewrite the above expression along with the consideration that

initially both the systems are in their respective Gibbs thermal state, i.e., ρ(0) = e−β1H1

Z1
⊗

e−β2H2

Z2
which further imply [ρ(0), H1] = 0. One then receives,

ZT (u)=
1

Z1Z2

Tr
[
(eiuH1 ⊗ 12) e∆βH1 e−β2(H1+H2) U †(T, 0)

(e−iuH1 ⊗ 12)U(T, 0)
]
, (A.1)

where recall that ∆β = β2 − β1. The thermal coupling condition allows swapping the

third and the fourth term. Next performing cyclic permutation under the trace operation,

we receive,

ZT (u) =
1

Z1Z2

Tr
[
U(T, 0)(e−i(−u+i∆β)H1 ⊗ 12)

U †(T, 0)(ei(−u+i∆β)H1 ⊗ 12) ρ(0)
]
, (A.2)

where ∆β = β2−β1. This expression still does not give us the XFT that we are looking for.

In fact, at this point the above expression satisfies a fluctuation relation given as ZT (u) =

Z−T (−u+ i∆β) connecting forward and reversed protocol.

In order to proceed, we now assume that the composite and the individual systems

are time reversal invariant, which is the case considered in this paper. We then have

ΘU(T, 0) = U †(T, 0) Θ, Θ e−iuH1 = eiu
∗H1Θ and [Θ , H1,2] = 0. Θ is time reversal
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operator. Now inserting Θ−1Θ inside the trace and using eq. (A.2) we receive

ZT (u) =
1

Z1Z2

Tr
[
Θ−1ΘU(T, 0)(e−i(−u+i∆β)H1 ⊗ 12)

U †(T, 0)(ei(−u+i∆β)H1 ⊗ 12) ρ(0)
]
,

=
1

Z1Z2

Tr
[
Θ−1U †(T, 0)(ei(−u

∗−i∆β)H1 ⊗ 12)

U(T, 0)(e−i(−u
∗−i∆β)H1 ⊗ 12) ρ(0)Θ

]
. (A.3)

Now due to the antilinear nature of Θ we have Tr[Θ−1AΘ] = Tr[A†] [51]. Therefore we

finally receive

ZT (u) =
1

Z1Z2

Tr
[
U †(T, 0)(e−i(−u+i∆β)H1 ⊗ 12)U(T, 0)(ei(−u+i∆β)H1 ⊗ 12) ρ(0)

]
= ZT (−u+ i∆β) (A.4)

for arbitrary time duration T and coupling strength. In other words, quatum XFT is valid

exactly under thermal-coupling for arbitary coupling strength and arbitrary time duration.
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APPENDIX B

Tight-coupling limit beyond linear response

In this appendix we focus on the tight coupling (TC) limit. We prove the upper bound

η(2) ≤ η2
C and that the lower bound is saturated. Both results hold beyond linear response.

We further derive bounds on ratios (output power to heat) of high order cumulants.

In the tight-coupling limit, the energy current flowing through the junction is propor-

tional to the electron flux. While commonly, this limit is assumed for the averaged currents,

here we enforce it for the stochastic currents. i.e., Iu = εd Ie with εd the energy of the single

quantum dot. Since the currents here are proportional (coupled), this limit is commonly re-

ferred to as the “tight-coupling limit”. Such a situation can be easily realized when a single

quantum level is weakly coupled to the reservoirs. The dynamics and thermodynamics of

the model can be obtained from stochastic thermodynamics using Markovian master equa-

tions. The TC limit is of great interest in nanoelectronics since the system in this limit has

the ability to operate at the Carnot efficiency [194]. Furthermore, various universal features

in nonlinear response such as the universality of the efficiency at maximum power were

proved in this regime [195].

We now study the ratio between work and heat fluctuations in the TC limit for a ther-

moelectric engine, arbitrarily far from equilibrium. First, we calculate the average thermo-

dynamic efficiency in the TC limit,

〈η〉 =
−〈Iw〉
〈İhq 〉

=
∆µ〈Ie〉

〈Iu〉 − µR〈Ie〉
=

∆µ

(εd − µR)
. (B.1)

The upper bound for the mean efficiency is given by the Carnot value ηC = 1 − TL
TR

. This

can be proved by enforcing the positivity requirement for the average entropy production

rate. In steady state, it is defined as 〈σ〉 =
∑

i=e,uAi〈Ii〉 where Ae = (βR µR − βL µL) and

Au = (βL − βR) are the two thermodynamic affinities corresponding to particle and energy
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current, respectively.In the TC limit, this reduces to

〈σ〉 =
[
βL(εd − µL)− βR(εd − µR)

]
〈Ie〉 ≥ 0, (B.2)

which is always non-negative. The zero net entropy production limit corresponds to a quasi-

static situation, which, interestingly, in TC limit can be achieved without requiring the

individual affinities to go to zero. The above condition in the context of thermoelectric

engine yields,

βL(εd − µL) ≥ βR(εd − µR), (B.3)

which implies that

〈η〉 =
∆µ

(εd − µR)
≤ 1− βR

βL
= ηC . (B.4)

As expected, the mean efficiency of the engine is limited by the Carnot value 〈η〉 ≤ ηC .

We now generalize this result for higher order (n ≥ 1) cumulants. Since the stochastic

energy current goes hand in hand with the stochastic electron flux i.e.,Iu = εd Ie, higher

order cumulants satisfy 〈Inu 〉c = εnd〈Ine 〉 and 〈Inq 〉c = (εd − µR)n〈Ine 〉c resulting in

η(n) ≡ 〈(−Iw)n〉c
〈(Ihq )n〉c

=
(∆µ)n

(εd − µR)n
= 〈η〉n ≤ ηnC . (B.5)

Since 〈η〉 ≤ ηC we conclude that in the TC limit, η(n) ≤ ηnC . This result holds arbitrarily

far from equilibrium.
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APPENDIX C

Single affinity limit in time-reversal symmetric continuous
machines

Here we discuss the behavior of the Q ratio in the single affinity limit. Let us first turn

off the affinity corresponding to the input channel, i.e.,A1 = 0. One then receives in the

linear-response limit,

QA1=0 ≡
〈I1〉2
〈I2

1 〉c
〈〈I2

2 〉〉
〈〈I2〉〉

=
L2

12

L2
22

L22

L11

=
L2

12

L22 L11

≤ 1, (C.1)

where the inequality follows from the positivity of entropy production in a spontaneous

process. This result implies that the relative fluctuation or the precision of the current

related to the applied bias (I2) is always upper bounded by the corresponding precision

for the current of the coupled phenomena (I1). This further indicates that in the linear

response limit, the TUR ratio for a current under its bias, is always upper bounded by the

corresponding TUR ratio for the coupled current i.e., 〈σ〉 〈I22 〉c〈I2〉2 ≤ 〈σ〉
〈I21 〉c
〈I1〉2 . Similarly, in the

opposite limit, i.e., for A2 = 0, following similar steps, it is easy to see that QA2=0 ≥ 1

i.e., we reach the same conclusion: the current that corresponds to the applied bias is upper

bounded by the relative fluctuation of the coupled current.
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APPENDIX D

Harmonic junctions in the classical limit

In this Appendix, we prove the validity of T-TUR directly in the classical limit for har-

monic systems starting from the classical generating function for heat exchange obtained

by Kundu et al. [196]. One can as well reach the classical result from the exact quantum

CGF in Eq. (5.9) by taking the high temperature limit, βL~ω � 1, βR~ω � 1. The CGF in

the classical limit, χcl
HO(α), is given by,

Gcl
HO(χ) = −

∫ ∞
−∞

dω

4π
ln
[
1−THO(ω)

iχ

βLβR

(
iχ+(βR−βL)

)]
(D.1)

Of course, this classical version also satisfies the steady state fluctuation relation i.e., Gcl
HO(χ) =

Gcl
HO(−χ+ i∆β). Using this CGF, one can immediately derive the current and its noise,

〈I〉 ≡ ∂Gcl
HO(χ)

∂(iχ)

∣∣∣
χ=0

= kB(TL−TR) T1,

〈I2〉c ≡
∂2Gcl

HO(χ)

∂(iχ)2

∣∣∣
χ=0

= 2k2
BTLTRT1 + k2

B(TL−TR)2T2, (D.2)

where Tn =
∫∞
−∞

dω
4π
T nHO(ω). Since the last term in the noise expression is positive, one can

then write

〈I2〉c ≥ 2TLTRT1 = 2
〈I〉
∆β

, (D.3)

which recovers the TUR (5.3). The equality is reached in the equilibrium limit. The TUR is

therefore satisfied for a coupled harmonic oscillator system in the classical limit. The proof

is general for arbitrary spectral function of the baths and internal parameters for the system.

Thus, the TUR is valid independent of the nature of the underlying stochastic dynamics of

the oscillators.
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[193] Marlon Brenes, Juan José Mendoza-Arenas, Archak Purkayastha, Mark T. Mitchi-

son, Stephen R. Clark, and John Goold. Tensor-network method to simulate strongly

interacting quantum thermal machines. Phys. Rev. X, 10:031040, Aug 2020.

[194] T. E. Humphrey, R. Newbury, R. P. Taylor, and H. Linke. Reversible quantum brow-

nian heat engines for electrons. Phys. Rev. Lett., 89:116801, Aug 2002.

[195] M. Esposito, K. Lindenberg, and C. Van den Broeck. Thermoelectric efficiency at

maximum power in a quantum dot. EPL (Europhysics Letters), 85(6):60010, mar

2009.

[196] Anupam Kundu, Sanjib Sabhapandit, and Abhishek Dhar. Large deviations of heat

flow in harmonic chains. Journal of Statistical Mechanics: Theory and Experiment,

2011(03):P03007, mar 2011.

143


