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ABSTRACT

The nanomechanical response of a protein, the natural nanomachine responsible for

myriad biological processes, provides insight into its function. The conformational

flexibility of a folded state, characterised by its viscoelasticity, allows proteins to

adopt different conformations to perform their function.

We present a direct and simultaneous measurement of the stiffness and internal

friction of the Ig27 domain from the giant muscle protein titin using an interfer-

ometer based Atomic Force Microscope (AFM). Despite efforts and technological

advances in AFM, since its discovery in 1986, accurate viscoelastic measurements

on proteins were not possible. Apart from the probe being ∼ 104 times larger than

the protein, its own hydrodynamics can cause friction measurements to be riddled

with artifacts.

To circumvent these issues we performed the experiments at off-resonance regime

of the cantilever’s frequency response. This places stringent constraints on the type

of cantilevers that can be used. To perform true off-resonance dynamic atomic force

microscopy experiments it becomes necessary to use cantilevers with high stiffness

and resonance frequency. This reduces their force sensitivity, ie, the bending in the

cantilever due to force. To overcome this challenge interferometer based detection

system was implemented to measure the cantilever displacement directly.

Since the force spectroscopy experiments are done with octamers and linkers

in-between them, to extract the viscoelasticity of a folded protein, modelling of

the cantilever-protein system was done. The proposed model was validated with
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the experimental measurements for the different cases one encounters during the

experiment. After which, the model was used to extract the viscoelasticity of the

folded domains using the new analysis method. We observe that above 95 pN of

force, the protein Ig27 transitions from an elastic solid-like native state to a soft

viscoelastic intermediate.

Finally, we will discussing a two state model that we are currently developing,

for explaining the phase lag observed in the response of the protein in terms of the

intrinsic rates and energy landscape parameters. This will help us gain insight into

the microscopic origin of viscoelasticity observed in our experiments.
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CHAPTER

ONE

INTRODUCTION

The inner workings of living organisms have intrigued researchers from diverse fields.

Processes that enable us as multi cellular organisms to function are incredibly com-

plex. The field of biophysics that aims at explaining these phenomena with physical

laws has emerged in the second half of the last century.

Zooming beyond the diffraction limit, one reaches the world of nanometers. Here,

one encounters marcromolecules such as Deoxyribonucleic Acid (DNA), Ribonucleic

Acid (RNA) and proteins that are the constituents over which, life is build. For

instance, the remarkable way in which the chaperones help in constructing proteins

from RNA, are akin to a production line churning out finished goods, but only at

the nanoscale. Out of all these macromolecules, proteins are especially interesting

due to the immense diversity in the functions they perform [1].

Antibodies are proteins that are produced by the immune system to fight against

foreign substances - antigens. These proteins bind to antigens -bacteria, viruses,

fungi, toxins- inactivating them and rendering them harmless. Immunoglobulins

examples of antibodies, with a Y shaped structure, each top end having a binding

site for the antigens[1].

There are a huge number of chemical reactions happening inside the body. The

remarkable specificity of these reactions, aided by enzymes identifying the gene code

27



28 CHAPTER 1. INTRODUCTION

[1, 2].

Within a living organism, there are thousands of processes happening in unison.

To co-ordinate these biological processes messenger proteins come into the picture.

These are hormones that transmit signals between cells, tissues and organs. The

growth hormone is one such protein that is responsible for the regulation of growth

and metabolism [1].

Proteins also act as a structural component providing rigidity and stiffness to

the cells. Actin is one such protein, among other tasks, it is present in the thin

fibrils of the muscles and micro filaments in the cytoplasm[1, 3].

Although the insides of a cell are crowded, small molecules like glucose diffuse to

their required destinations within the cell. However, larger organelle like mitochon-

dria, have to be actively transported to their destinations. To fulfil this task motor

proteins are employed. Kinesin is one such motor protein that carries cargo – from

one point to another walking unidirectionally on a micro-tubule [1].

Before going into the details of mechanical properties of proteins in the context of

this work, we will be discussing general topics, such as its structure, protein folding

and unfolding in the following sections.

1.1 Sturcture

Proteins are heteropolymers comprised of a large number of amino acids. These

amino acids are small molecules that consist of an amine group, a carboxylic group,

a hydrogen and a variable side chain connected to an alpha carbon (figure 1.1(a)).

The amino acids are covalently linked to one another via the peptide bond that

is formed when a hydrogen atom from the amine group and a hydroxl from the

carboxylic group of the other amino acid gets released, forming a water molecule

and linking the nitrogen and carbon from the two different amino acids together to

form a peptide bond [4].

Once these amino acids are linked they are referred to as residues. Each residue

has a unique property that is determined by its side chain. There are around 20
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amino acids with a wide range of hydrophobicity, polar nature and aromacity. The

arrangement of residues is known as sequence of the protein and determines its 3D

structure [4]. It is also responsible for forming its primary and secondary structure.

After the protein is constructed as a semiflexible chain in a particular sequence, it

folds into its native conformation which is its minimum energy state.

The next level of structure present in proteins are the β-sheets, that are formed

by parallel or anti parallel β-strands, α-helix, turns and coils [1]. The Nobel prize in

1951 was awarded to Linus Pauling for the his contribution to the discovery of these

structures[5, 6]. Multiple α-helice, β-sheets or other secondary structures coming to-

gether to give the protein its geometric shape forms the tertiary structure. To name

a few, it can be all β-sheets, α-sheets, α/β structure among many other combina-

tions. The interaction between multiple polypeptide chains forms the quarternary

structure[1].

C
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b) c)

Figure 1.1: a) Structure of an amino acid. b) Structure of Ig27 protein. It is an

all beta sheet protein, which are depicted by the arrows. c) The protein Ubiquitin

which has both beta sheets and a alpha helix. The alpha helix is highlighted in blue
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1.2 Folding

The protein folding problem is decades old [7] and contemporary experimental tech-

niques [8] and increase in computational capabilities [9, 10] have led to great ad-

vancements in the field.

The folded state of a protein is the most stable state under right solvent con-

ditions and is at the minimum of the thermodynamic Gibbs free energy G. For a

change in state of a protein under constant temperature and pressure, the change

in Gibbs free energy ∆G can be expressed in terms of change in enthalpy ∆H and

entropy T∆S as ∆G = ∆H − T∆S. The folded state is separated by a transition

state TS from the unfolded state that is a barrier of higher energy between the two.

The difference in free energy of the unfolded and folded state gives the free energy

difference ∆G and determines the thermodynamic stability of the protein [4].

However, proteins have complex energy surfaces and fold via multiple intermedi-

ate states[11]. The energy landscape theory describes the folding of a protein down

the energy funnel visiting multiple intermediates as it reaches its most stable state as

opposed to random diffusion in the configuration space [12, 13]. These intermediates

get populated due to the barriers in the folding pathway, giving the energy surface,

ruggedness. As the protein traverses down the funnel it loses it entropy, this adds

negatively to the free energy difference, however loss in entropy is compensated by

the gain in enthalpy as contacts between residues are formed [14]. These are nonco-

valent interactions that mainly include hydrophobic interactions, hydrogen bonds,

salt bridges and ion pairs [15, 16].

1.3 Kramers’ Rates

Kramers derived the rate at which a reaction would occur if the reactants and

products are separated by an energy barrier [17]. It involved solving the Fokker

Planck equation in a one dimensional potential U(x). The potential with a minima

at x = x0 and a maxima at x = xb, represents reactant and transition state along
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the coordinate respectively (figure 1.2). The rate at which the reaction occurs, ie,

the probability per unit time for the particle to escape the barrier kesc, was derived

in two limits - energy diffusion limit and the overdamped limit [18]. The latter limit

is more relevant in the context of this thesis since, since biomolecules in the liquid

environment follow over overdamped dynamics. In these conditions the escape rate

is given by

kesc =
ω0ω1

2πγ
exp (−∆U/kbT ) (1.1)

Figure 1.2: Sketch of one dimensional energy landscape showing a barrier at x1 and

a minima at x0. kesc represents the rate of escape of a particle from the stable state

at x0

Where γ is the friction coefficicent, T is the temperature, ω1 and ω0 are given

by, U ′′(x0)/m and U ′′(x1)/m respectively, while ∆U = U(x1) − U(x0). Kramers

rate theory when applied to protein folding, essentially treats protein undergoing

conformational changes as a chemical reaction. When the folding of a protein is

described in a two state manner, the energy landscape along a reaction coordinate

has minima at the folded and unfolded state and a maxima at the transition state.

The reaction rate in this case would give the rate at which the unfolded protein at
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x0 overcomes the barrier at x1 to reach the folded state. Not only can the kramers’

rate be used to describe the folding process, but also the unfolding when a force

is applied on it. How the rate changes by applying force is discussed in the next

section.

1.4 Unfolding proteins with Force

Applying forces to proteins is a difficult task, especially due to the liquid environment

in which the experiments have to be performed. However, over the last few decades

it has become routine to unfold proteins by applying forces[19]. There are three

most widely used tools for these experiments, each having their own advantages.

The most sensitive in terms of forces are the Optical Tweezers [20], in which

a bead is trapped in a harmonic potential created by a laser. A molecule is then

attached to the bead, with the other end held constant or attached to another

laser trapped bead. Typically, optical tweezers can apply forces as low as 2pN in a

controlled manner[21–23]. The magnetic tweezer is another such tool that can apply

small forces on single molecules [24, 25]. Magnetic tweezers are extremely stable,

due to which one can apply small forces on proteins for hours[26–29].

Apart from the two, the Atomic Force Microscope (AFM) is another such tool

capable of applying forces on single molecules. Ever since its invention in 1986 [30],

it has been incorporated to experiments in diverse fields. It has been successful in

imaging atoms in ultra high vacuum [31], measure atomic scale dissipative processes

[32], measure conductance [33] and work functions [34] at the nanoscale and even

quantify elasticity of biological cells [35] Further, it can be used to apply and measure

forces on single molecules like proteins, DNA, RNA and polymers. [36–39].

The conventional force spectroscopy experiments with AFM on proteins are

mainly of two types - constant velocity pulling or force clamp. Constant veloc-

ity pulling experiments are carried out by attaching a protein between the tip of the

cantilever and the substrate, and retracting the base with constant velocity. The

force at which the protein unfolds is recorded. This unfolding force measurement is
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repeated several times to get a distribution of unfolding forces, which can be used

to infer properties of the protein [40]. On the other hand, in force clamp experiment

constant force is applied on the protein, which is achieved by a feedback on the

cantilever deflection. Here, the time taken for the protein to unfold is measured.

These measurements are then used to extract the free energy landscape parameters

of the folded protein[41].

1.4.1 Effect of force on folded proteins

For experiments performed with force spectroscopy tools, the reaction coordinate is

always the direction of pulling. Usually the ends of the protein are attached to the

substrate and the cantilever tip with the help of polymer linkers, making the end

to end distance ,N-terminus to C-terminus, of the protein the reaction coordinate

[42]. Proteins that have a simple two state free energy profile along the end to end

distance, with a single unfolding pathway, the folded state and the unfolded state

are separated by a barrier called the transition state TS. Force F when applied on

such proteins, modifies their energy landscape by tilting the energy profile making

it more probable for the protein to be in unfolded state[42].

1.4.2 Effect of force on Unfolded Protein

Once the protein unfolds, all the native interactions are lost, however, extending

the unfolded chain reduces its entropy. This reduction in entropy is caused due

to lesser number of conformations available for the unfolded protein to acquire as

its end to end distance is increased. Due to this, the unfolded chain exerts force

on the cantilever. The force it exerts on the cantilever for a particular end to end

distance follows a nonlinear profile. One the most popular model that describes

this behaviour is the Worm Like Chain model (WLC), derived by Marko-Siggia [43]

and later validated by Bustamante [44]. The salient features of this model are that

the polymer has a minimum length scale called persistence length after which the

correlations die out. In other words the persistence length is a measure of the longest
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rigid component of the chain. The force extension profile is given by

F =
kBT

p

( 1

4(1− x/L)−3
− 1

4
+

x

Lc

)
(1.2)

Where Lc is the contour length of the chain, which represents the maximum length

the chain can acquire.

1.5 Bell-Evans-Richie Model

The most widely used model to describe forced unfolding of proteins, is the Bell-

Evans-Richie model[45]. Vast number of forced spectroscopy studies on proteins

and bond rupture kinetics have employed this model to extract the free energy

landscape parameters like distance to transition state from the energy minima as

well the unfolding rate at equilibrium[46]. The model was first derived by Bell [47]

to explain the cell to cell adhesion and was later modified by Evans and Richie to

explain forced bond rupture kinetics. The model simply predicts that the rate of

unfolding of the protein increases exponentially with force. For a protein having a

free energy landscape similar to the one shown in figure 1.3, the rate of unfolding

at zero force can be written as

k0 = A exp (−∆Gts/kbT ) (1.3)

Where the prefactor A = (ω0ωts)/(2πγ) contains the information about the curva-

ture of the landscape at the minima x0 and the transition state xts along with the

damping experienced by the protein. As mentioned earlier, the force on the protein

modifies the energy landscape by tilting it. The new rate of unfolding for a force F

acting on the protein is given by

k(F ) = A exp
−(∆Gts − Fxts)

kBT
(1.4)

k(F ) = k0 exp (−Fxts/kbT ) (1.5)

In this model it is assumed that applying a force on the protein, the prefactor

A in the equation 1.3 does not change considerably and therefore is assumed to
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Figure 1.3: Schematic showing effect of force on the energy landscape of protein.

The dotted lines represent the energy profile when no force is applied to it. The

grey line depicts the tilting of the landscape due to the application of force on the

protein. The barrier height ∆Gts with respect to the minima reduces by Fxts. k0

and k(F ) represent the unfolding rates at zero force and F force respectively

be constant. Furthermore, it is assumed that the location of the transition does

not change as the force acts on the energy landscape. This is particularly justified

if the landscape is sharp [45]. In constant velocity experiments the force on the

protein continuously increases as the cantilever is retracted away from the substrate,

therefore the loading rate on the protein is given by

r =
dF

dt
= kcv (1.6)

The unfolding force distribution is then obtained as

P (Fu) =
k0
r
exp

(Fuxts

kBT

)
exp

(
k0

kBT

rxts

(
1− Fuxts

kBT

))
(1.7)

The most probable force of unfolding for the distribution is given by

F ∗
u =

kBT

xts

ln
r

kBTxts

(1.8)
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The slope of the linear fit to most probable force of unfolding vs logarithmic variation

of loading rate gives the distance to transition state and the intercept gives the

unfolding rate k0 at zero force.

1.6 Emerging protein unfolding models

Bell-evans-richie model [45] predicts the unfolding force to logarithmically scale with

the loading rate, however this is seldom the case at high loading rates [48]. Although

this model has been widely used, more rigorous models have been developed with

fewer approximations. The Dudko-Hummer-Szabo model [49] takes into consider-

ation the shape of the energy landscape. An arbitrary exponent is added to the

derivation that determines the shape of the energy landscape and accounts for the

non linear behaviour of unfolding force with increasing loading rate. Dudko and

Hummer [50] also pointed out that the loading on the protein is not directly from

the cantilever but via the tether which is present in between the cantilever and

the protein. Therefore, the loading rate on the protein becomes non constant and

depends on the combined stiffness of the cantilever and the tether which follows a

WLC behaviour. Hence, the loading rate at the time the protein unfolds depends

on the extension to which the tether is pulled to. Friddle et. al. came up with a

model that takes into account the refolding or rebinding rates of a protein under a

threshold force[51]. However, it still discounts the refolding rates if the unfolding

happens over the threshold force. The transition state movements with force are also

a factor that can contribute to deviation of experiments from the Bells-evan-richie

model[52].

Although these models try to explain the non logarithmic behaviour of the un-

folding force with loading rate, the energy landscape of the protein is still considered

to be single dimensional. The argument given here is that all the other degrees of

freedom in the protein other than the end to end distance are always in thermal

equilibrium during the pulling process, and therefore can be integrated out to get

free energy as function of end to end distance only[53].
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In the past few decades alternate approaches to the mechanism of protein unfold-

ing via force have been building up. Some of these include the fluctuating bottleneck

model which was initially derived by Zwanzig to explain reactions happening from

two different basins [54]. It was then applied to single molecule force spectroscopy

technique, to show that biomolecules do exhibit some level of disorder in their na-

tive state [55]. The same group, showed that heterogenity in the folded state of a

protein can directly be measured by single molecule force spectropcopy[56]. The

model states that the proteins exhibit multiple stable minimas around the native

state and these states have different unfolding rates. Multidimensionality of the

energy landscape can also be established with the unfolding rate showing downward

curvature in the kf vs f graph [57].

Zwanzig showed that the diffusion in a rugged potential gets slowed down ex-

ponentially with the level of ruggedness [58]. Changbong et. al. later applied this

theory to force spectroscopy experiments and predicted that the ruggedness of the

energy landscape can be measured by performing force spectroscopy experiments

at different temperatures[59]. Numerous force spectroscopy experiments were done

to quantify the ruggedness experimentally, with Nevo et al. performing first such

experiments on Bacteriorhodopsin[60].

One big assumption of force spectroscopy experiments is that it assumes the

adiabatic approximation, stating that the pulling process is quasistatic with respect

to the internal dynamics of the protein, i.e., the protein is always in equilibrium with

the surroundings. Bullerjahn et. al., derived relations for a range of loading rates

and called it rapid force spectroscopy[61]. In another study, it was shown that for

a protein to show anti-hammond behaviour, the transition state moving away from

the folded state on the reaction coordinate as force is applied, cannot be possible on

a single dimensional energy landscape [53].

Emphasis has been building up to probe the intrinsic dynamics of the folded

state. Models are being developed to extract information about the energy land-

scape, other than the unfolding rates and distance to the transition state. Although

successful, gaining information about the folded states’ dynamics from the unfold-
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ing data is difficult and relies heavily on the model being utilised. In essence, with

these models, the deviations in the usual unfolding data is accounted for by the

intrinsic dynamics of the folded state. To directly measure the dynamics, one needs

to measure the response of the protein without unfolding it.

1.7 Viscoelasticity of folded Proteins

Proteins are dynamic entities that play a pivotal role in biological processes respon-

sible for life[62–64]. In order to be dynamic, proteins need to be flexible [65] [66]. For

instance, Myoglobin which reversibly stores O2, assumes two conformations. One in

which O2 is trapped and in another it is unbound. The effective force constants of

these two states, as measured using neutron scattering experiments, differ[65, 67].

Bacteriodhopsin, a transmembrane protein, which uses light to produce movement

of protons across cell membranes, possesses relatively more rigid core buried in the

membrane and flexible extracellular and cytoplasmic loops[65, 66]. In general, the

ability to change shape is an important attribute of proteins in order to deliver spe-

cific functions. Although, flexibility plays a central role in it, little is known about

mechanical properties of a single folded protein.

As mentioned earlier, proteins also exhibit molecular level heterogeneity revealed

by single molecule experiments[55]. It is argued that such disorder not only plays

a central role in delivering function, but also allows proteins to participate in dif-

ferent biochemical reactions to deliver different functions by effectively tuning their

shapes through a phenomenon referred to as allostery. One of the important goals

of nanotechnology research is to quantify folded protein’s mechanical response and

establish its connection with the constituent bonds. Besides understanding pro-

tein function, this knowledge can be useful for design and fabrication of efficient

nanomachines [68, 69]. Furthermore, due to the heterogeneity in the folded state,

it is important that nanomechanical response is measured at the level of single pro-

teins.

From a mechanical perspective, the stiffness provides crucial cues about the ex-
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tent to which proteins can be deformed under physiological forces, but says little

about the time scales of its dynamics. The thermal fluctuations of proteins, mea-

sured using neutron scattering and X-rays, suggest ruggedness of energy landscape

overriding the deep minima. A direct consequence of such ruggedness is internal

friction of the folded state. Hence, one needs to measure the viscoelastic response

(stiffness and internal friction) of a single protein in its folded state. The stiffness

and damping coefficient of viscoelastic materials determine the extent of full defor-

mation under a given load and the time scales needed to reach it[69, 70]. This purely

mechanical view is supported by biochemical experiments in which, it is shown that

difference in folding rates of protein homologues of spectrin can be attributed to

ruggedness and hence internal friction[71].

The ruggedness also implies that there is a considerable slow-down in the diffu-

sive dynamics, due to the formation and breakage of native as well as non-native

contacts. The rugged energy landscape also supports the idea of heterogeneity in

proteins. If a folded protein is driven with extremely small perturbations over a

rugged landscape formed out of many conformational substates, one is expected to

observe loss of energy if the relaxations are slow. This predicts a finite internal

friction for folded proteins. In the next sections we will be discussing about the

attempts at characterising stiffness and friction of folded proteins.

1.7.1 Effective Stiffness from Thermal Fluctuations

Proteins need to be active in order to perform functions, this is possible due to

the motion their constituent parts make between their conformational substates at

physiological temperature. Fluctuations between states gives them their flexibility

and are responsible for their function. Beginning with experiments by Doster, Cu-

sack and Petry [72], which showed dynamic transition in Myoglobin, measurement

of stiffness using elastic scattering has attracted many researchers [65]. Two reviews

by Zaccai [65, 73], succinctly describe the achievements in this field. The quantifi-

cation of molecular ”softness” or rigidity is obtained by analysing localized thermal
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motions of proteins. The mean square displacements of this motion can be captured

from the angular dependence of incoherent scattered elastic part of the intensity.

The neutron scattering experiments offer a time and space widow determined by its

energy resolution and scattering vector. Typically these are ∼ 100 ps and ∼ 0.1 nm.

In this sense it is probing local fluctuations around a minimum of the substate the

protein is in. At higher temperatures the molecule samples other conformational

substates and the motion is anharmonic. From plots of mean square displacement

versus temperature, it is possible to estimate an effective environmental force con-

stant of the proteins. At room temperature, the force constant estimated by this

method for Myogoblin is 0.3 N/m. In case of bacteriorhodopsin, neutron scattering

reveals the subtlety in relationship between the flexibility, dynamics and function

of the protein. The more dynamic and hence flexible region is the cytoplasmic half

of this membrane protein. The effective force constant of extracellular half is three

times that of the total protein(0.33 N/m and 0.12 N/m respectively). The more

fluctuating cytoplasmic side undergoes a conformational change while a proton is

transferred. This is also evident in fluctuations measured through Debye-Waller

factor in electron and x-diffraction of the purple membrane crystals which contains

bacteriorhodopsin.

1.7.2 Internal Friction

In the kramers rate equation, the friction coefficient is due to the solvent friction.

Ansari et. al. performed experiments on myoglobin to see how rates of conforma-

tional jumps change by varying the viscosity of the medium [74]. In their experi-

ments the rates showed a deviation from their inverse relation with the viscosity of

the medium. They argued, for a protein the friction can come from two mechanisms,

one from the solvent molecules retarding the motion of the protein atoms that are

at its surface, and the other coming from within the structure of the protein due

to the atoms moving with respect to each other. They modified the kramers rate

equation to account for the two sources of friction.
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k =
C

η + σ
exp (

Eb

kbT
) (1.9)

Where η represents the viscosity of the medium due to solvent friction following

stoke’s law and σ represents the viscosity coming due to the friction from the internal

friction. An extra parameter σ, the internal viscosity, was added to compensate for

the deviation hence providing the first evidence of internal friction in proteins.

Similar experiments have also been performed to investigate the role of internal

friction on folding times. It is worthwhile to distinguish the internal friction of folded

protein from that of the unfolded chain. There are two parts to the folding process.

One is the initial collapse of the denatured protein to form a molten globule. Second

is the further folding to helices and beta sheets to form a three dimensional tertiary

structure. The Rouse model [75] determines the rate of the initial collapse while

internal friction resulting from the core’s rugged energy landscape determines the

rate of folding to a final structure. This ruggedness provides local kinetic traps to

the folding protein. Similar to Ansari’s case, the internal friction in these cases

is measured in an indirect manner. The rate dependence on solvent viscosity is

measured and extrapolated to zero viscosity, to get the friction which is only due to

the internal viscosity[76]. The validity of this method has been debated [77–79].

1.7.3 Atomic Force Microscope for stiffness of folded

domain

The AFM has been used in many experiments on different types of proteins. Al-

though there are thousands of papers written on this subject, efforts to estimate

stiffness of a folded protein are rare.

In a typical experiment, force extension curves are measured. The extension in

these plots is that of the polymer tether or the unfolded chain of a domain. The

experiment allows one to measure the force needed to unfold a domain. Pulling ex-

periments performed at different speeds and temperatures, allows one to estimate pa-

rameters of a one dimensional energy landscape using the Bell-Evans-Ritchie model
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[45]. Parameters such as the barrier height ( ∆G) separating the folded and unfolded

states, as well as the distance to transition state from the free energy minima (xβ)

can be quantified. The stiffness of a protein is estimated using ∆G = 1/2×k×(xβ)
2.

Here, a parabolic shape of the energy barrier is assumed with k as the stiffness of

folded minimum [80].

These indirect measurements of folded state’s stiffness rely heavily on the models

used to estimate energy landscape parameters from the force distributions of unfold-

ing forces. It is shown that the choice of models may result in different estimates of

parameters describing the energy barriers [42, 52]. The group of M. Rief has carried

out experiments to measure the stiffness of proteins from pulling experiments. They

have shown that the temperature softening of Dictyostelium discoideum Filamin

(ddFLN4) occurs in the range of 50 to 370 C[80]. The stiffness was found to vary

between 1.7 N/m to 0.25 N/m. With certain approximations, these experiments

were first of their kind in providing the estimates of the stiffness of a folded protein.

1.7.4 Nanorheology on folded proteins

In contrast to indirect ways of measuring stiffness through thermal fluctuations, and

internal friction by measuring dependence of refolding rates on solvent viscosity,

Wang and Zocchi measured viscoelasticity of folded domains by applying sinusoidal

stress and measuring the corresponding strain of the folded domains of Gunyalate

Kinase [81–83]. The strain amplitude is recorded at different forces as a function of

frequency. By modelling the folded domains as a Maxwell’s viscoelastic element- a

spring and dash-pot in series. Stiffness and damping coefficient are inferred by fitting

data to the observed amplitude-response curve obtained by sinusoidally loading

the protein molecule sandwiched between a gold nanoparticle and the substrate.

Assuming stiffness of 5 pN/nm, damping coefficients was of the order 10−5 kg/s

[82]. However, the experiments here were not on single molecules but on 107 of

them at a time.

Even though this rheological method of probing material properties is applied on
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a bulk scale, with the technological advancements it has been possible to perform

such measurements on a single molecule level as well. Before going into the details

of the methods used, a brief introduction to rheology is warranted.

1.8 Rheology

Rheology is the study of material properties in terms of forces and the deformations

these forces produce in them. The material properties can broadly be divided into

two components - viscous and elastic. Typically, when stress, force per unit area, is

applied to a material it will produce deformations or strain in it and when a material

is deformed or strain is provided it develops stress within itself. The amount of

deformation produced in the material gives an estimate of its elasticity whereas

the time required to reach certain level of deformation is determined by its viscous

component. Purely elastic materials do not dissipate energy when taken through

loading and unloading cycles. Materials that are viscoelastic show hysteresis in the

stress strain curve, with the area between the two curves depicting the energy lost in

each cycle. These components are represented with springs and dashpot connected

in a network that describes the material properties.

The elastic component of a material follows Hooke’s law where the stress and

strain are related to each other as

σ = Eϵ (1.10)

Here E is elastic constant known as Young’s Modulus similar to the force constant

in Hooke’s law, ϵ is the strain produced in the material due to the σ stress applied

on it. The viscous component has the following relation between stress η and the

rate at which strain ϵ̇ is applied

σ = ηϵ̇ (1.11)

Here η is the viscosity of the material.

Typically a material has both properties, however one out of the two can dom-

inate over the other. Due to this a vast array of models are used to describe the
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Figure 1.4: Various models for describing viscoelastic nature of materials

properties of the material depending on their response. Here we will go deeper into

the most prevalent ones.

1.8.1 Kelvin Voigt model

When the material under investigation behaves more like a solid, ie, under constant

stress the strain produced in it tends to a constant value, the Kelvin Voigt model

of viscoelasticity is employed[84]. This phenomenon is called creep. It consists of

a spring that is attached in parallel to a Newtonian damper. The dynamics of the

material are governed by the following differential equation

σ = ηϵ̇+ Eϵ (1.12)
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The total stress in the material is the sum of individual stresses across the spring

and the dashpot. However, the strain in both the components is same. Applying a

constant load to the material the strain produced in it reaches a maximum value as

the time tends to very large values. The rate at which the strain is produced also

decreases with time so that it reaches a maximum value of E
σ
. When the load is

removed the material goes back to it initial state with ϵ = 0, hence this model also

used to describe the reversible deformation in materials. The kelvin-voigt model

predicts creep in materials accurately.

1.8.2 Maxwell model

This model describes the materials behaving more like liquids, under constant load

the strain produced in them keeps on increases, but the stress developed eventu-

ally relaxes as time progresses[84]. The models consists of a spring and a dashpot

connected in series. The dynamics of of the material are then governed by the

differential equation

σ +
η

E
σ̇ = Eϵ (1.13)

In this case, when under a constant load the stress developed across the spring and

the dashpot is the same. However, the total strain is the sum of contributions from

the elastic and the viscous components, ie, the spring and the dashpot. The strain

across the elastic component is developed instantaneously and reverts back to zero

as soon as the load is removed whereas for the viscous component the strain continu-

ously grows with time as long as the load is present. The Maxwell model accurately

predicts that the stress in materials relax exponentially with time, however it fails

in describing creep accurately.

1.8.3 Standard Linear Solid

The standard linear solid model, also referred to as the zener model[84], predicts

properties of creep and stress relaxation in materials accurately. The model can be

represented in two ways
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i) Maxwell Representation:

σ +
η

E2

σ̇ = E1ϵ+ η
E1 + E2

E2

ϵ̇ (1.14)

ii) Kelvin Representation

σ +
η

E1 + E2

σ̇ =
E1

E1 + E2

ϵ+ η
E1

E1 + E2

ϵ̇ (1.15)

When a constant stress is applied to the material, the elastic component to the

strain increases to a non-zero value instantaneously, after which it slowly tends to a

steady state strain value referred to as the retarded elastic component of the strain.

1.8.4 Burgers Model

This model consists of a kelvin-voigt component, a spring and dashpot in series or

two Maxwell components in parallel as shown in the figure below[84]. The salient

features of this model are that it adds a flow property to the standard linear solid,

so that the strain increases with time if a constant load is applied. The dynamics

of the material are governed by the following differential equations.

i)Maxwwell Representation

σ +
( η1
E1

+
η2
E2

)
σ̇ +

η1η2
E1E2

σ̈ = (η1 + η2)ϵ̇+
η1η2(E1 + E2)

E1E2

ϵ̈ (1.16)

ii)Kelvin Representation

σ +
( η1
E1

+
η2
E1

+
η2
E2

)
σ̇ +

η1η2
E1E2

σ̈ = η2ϵ̇+
η1η2
E1

ϵ̈ (1.17)

1.8.5 Generalised Maxwell and Kelvin models

These models consist of arbitrary number of kelvin-voigt components connected in

series for generalised kelvin arrangement whereas for generalised maxwell model, the

maxwell components are connected in parallel with each other [84]. Each component

in the arrangement shown in figure 1.4, represents the fact that relaxation can occur

in multiple times. For instance, for a polymer network, constituent entangled strands
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can be of varied lengths. Shorter strands relax faster as compared to the longer ones.

This results in a distribution of relaxation times which can be modelled with these

generalised arrangements of multiple springs and dashpots.

1.8.6 Oscillatory Rheology

In general for soft viscoelastic solids, the creep or relaxation test is performed over

minutes or days. But with these, it is not possible to accurately measure viscoelastic

response at shorter time-scales, similar to the case for proteins. In such situations,

a dynamic test is carried out by providing sinusoidal stress to the material and

measuring sinusoidal strain.

σ(t) = σ0sin(ωt) (1.18)

For purely elastic solids, σ = kϵ. and hence, the resulting sinusoidal strain is

ϵ(t) =
σ0

k
sin(ωt) (1.19)

We find that the strain amplitude ϵ0 = σ0/k and since the response is immediate,

both are in phase. For viscous liquid however, the stress is proportional to strain

rate, dϵ/dt = σ/η, where η is viscosity. We get a sinusoidal strain,

ϵ(t) =
σ0

ηω
cos(ωt) (1.20)

Thus, the strain produced is sinusoidal with a π
2
phase lag.

ϵ(t) =
σ0

ηω
sin(ωt− π

2
) (1.21)

For viscoelastic solids, which exhibits both elastic and viscous response, the strain

lags behind by δ, where 0 < δ < π
2

ϵ(t) =
σ0

ηω
sin(ωt− δ) =

σ0

ηω
[sin(ωt)cos(δ)− cos(ωt)sin(δ))] (1.22)

In response to a sinusoidal stress, the material thus produces a sinusoidal strain

which is a combination of both elastic and viscous response. To separate such a
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response one needs to measure the amplitudes of strain and the phase lag with

respect to sinusoidal stress. From a nano-mechanics standpoint, internal friction

and stiffness can be directly measured by deforming a single protein at a certain

strain rate. To characterise the viscoelasticity of a single protein one needs to strain

it periodically and measure the in-phase and out-of-phase components of the stress

generated or vice versa.

Stress

Strain

(a) (b)

(d)(c)

Figure 1.5: a) Figure showing stress and strain in context of material of length L

and cross section A. b) Rheological model for a material described by Kelvin Voigt

viscoelasticity. c) Response of a material with Kelvin Voigt viscoelasticity. The

strain slowly reaches a steady state strain in response to a step stress d) Response

of a viscoelastic material to periodic loading. The strain lag behind the stress.
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1.9 Dynamic AFM for single proteins

As discussed earlier, we need to apply sinusoidal stress to a folded protein and

measure the resulting strain and its phase lag in order to probe the viscoelasticity.

In AFM, the protein under investigation is under the AFM tip and stiffness of

the cantilever determines the amount of force on the protein if the tip performs

oscillatory motion (figure 1.6). This sinusoidal force produces deformation in the

protein and needs to be measured in order to infer its viscoelastic response. An

artefact-free tip amplitude and phase with respect to drive is crucial to obtain this.

We will discuss the AFM and dynamic AFM in detail in the next chapter, here we

review the previous attempts at measuring viscoelasticity using AFM.

1.9.1 Dynamic AFM measurement scheme

(a) (b)

Figure 1.6: Conventional dynamic AFM scheme. a) The cantilever with a magnetic

coating is driven from the tip using a magnetic field. b) The cantilever is driven

from the base using a dither piezo

In 1987, within a year of AFM’s discovery[30], Martin, Williams and Wickra-

mashinge vibrated the cantilever on resonance to measure changes in its amplitude

as it approached a substrate[85]. This allowed stable imaging and better resolution.
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This was further improved by Albrecht et. al. by introducing frequency track-

ing to the AFM [86]. Since then, dynamic AFM measurements are performed by

measuring amplitude modulations or frequency modulations produced in a resonant

cantilever as the tip interacts with the substrate. Historically, the complications of

cantilever dynamics on resonance was a major challenge in quantifying nanoscale

force measurement using dynamic AFM. Figure 1.6 shows a schematic of dynamic

Atomic Force Microscopy to measure nanoscale viscoelasticity of a material beneath

the tip.

Quantitative estimates of forces from measured parameters are difficult when the

tip is oscillated at amplitudes larger than the range over which one can linearize the

potential. Another technical challenge, particularly when the cantilever is vibrated

in viscous medium like water, has been the spurious resonance peaks and phase lags

between the cantilever’s drive and the tip. Accurately determining phase is ever so

important in order to quantify dissipative processes in the material held beneath

the tip [87]. This issue is now resolved to certain extent by techniques such as pho-

tothermal [88] or magnetic driving of the tip itself[89]. The conventional resonant

dynamic AFM has been extremely successful in ultra high Vacuum environment as

well as at ambient pressures. Owing to the complications of cantilever hydrodynam-

ics in viscous medium, it’s use is mainly restricted to these conditions, albeit with

a few exceptions.

It was realised that for successful measurement of single molecule viscoelasticity,

off-resonance operation with small tip-amplitude is better suited [90]. In 1999, first

two experiments on measuring mechanical response of single molecules by dynamic

AFM were reported. Liu et al. measured stiffness of single unfolded chromatin

constructs adhered to the glass substrate [90]. Lantz et. al pulled α helices using

similar method [91]. Both methods resorted to using tip excitation by magnetic

force generated by a solenoid as shown in figure 1.6. Surprisingly, both these mea-

surements do not comment on phase lags, crucial for measuring viscoelasticity of a

single biomolecule.

In following years, there have been few attempts at measuring response of single
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molecules using dynamic AFM. Typically, these measurements have used the phase

lag between the drive and the cantilever signal to infer internal friction of unfolded

chains. Occasionally, the friction coefficient is inferred from fitting a Lorentzian

to the thermally driven cantilever peak and measuring changes therein when the

molecule is attached to the tip[92].

Sakai et al. measured stiffness of the polystyrene chain by oscillating the sub-

strate [93]. Kageshima et al. measured conformation changes in α-helices by mea-

suring their stiffness[94]. Kawakami et al. claimed measurement of stiffness and

internal friction of single PEG chain by driving the tip by magnetic excitation[95].

Dextran’s viscoelastic properties are reported by sweeping the cantilever through its

resonance using magnetic forcing at different extensions of the molecule. The same

group later reported viscoelasticity of dextran by attaching it to a thermally driven

cantilever. Transverse dynamic mode AFM, wherein the tip is oscillated laterally

was used to measure viscoelasticity of a tethered molecule [96]. Humphris et al.

used active quality control to measure viscoelasticity of a single dextran chain [97].

Forbes and Wang attempted to measure stiffness of titin to show intermediate [98]

. In-phase and out-of-phase stress strain response was found by Okajima et al. for

BCA 1 and BCA 2 respectively by driving the substrate[99]. Bacteriorhodopsin’s

viscoelasticity was reported by Janovjak et al.[100]. Bippes et al. measured the vis-

coelasticity of dextran from brownian motion of thermally driven cantilever [101].

Kawakami et al. have reported viscoelasticity of unfolded chain of IgG domains of

titin [102].

1.10 Objectives & Motivations

These experiments in the early years reported friction coefficients of unfolded chain

to be of the order ∼ 10−6kg/s . It yielded diffusion coefficient, which were five orders

of magnitude smaller than those obtained with optical techniques, such as FRET.

Berkovich et al. [103] provided an explanation for this discrepancy by arguing

that the cantilever or the probe to which, the molecule is tethered, relaxes much
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slower than the molecule itself. Hence, the diffusion coefficient is largely determined

by the probe relaxation, which in turn depends on its size. After this study there

have not been many studies in the field and the interest in application of dynamic

atomic force spectroscopy has fizzled out. Recently, Benedetti et al. [104] have

shown that the phase lag in cantilever bending signal with respect to drive was a

result of change in stiffness, and claims of measurement of internal friction were an

artefact of measurements. Further, solidifying the belief that dynamic measurements

from AFM cannot be used to measure dissipative properties of single molecules. In

our previous work, we have measured stiffness of the unfolded titin chains and have

shown that internal friction of the chain is immeasurably low [87]. Further, we have

checked the limits in which point-mass model of the cantilever dynamics is valid for

data analysis [105]. It is stressed that to use point-mass model, one needs to satisfy

stringent experimental parameters for artefact-free estimates of viscoelasticity.

Despite its importance, the activity in using dynamic AFM to measure single

protein’s viscoelastic response has not flourished. There are about 25 reports of

dynamic AFM for protein’s mechanical response as opposed to thousands for static

mode. The motivation behind this work is to re-establish dynamic mode AFM as

a tool for artefact free measurement of viscoelasticity of single molecules. And in

doing so, measure the dynamic response of a folded protein subjected to oscillatory

forcing. The objectives of this thesis are as follows

1. Implement off-resonance dynamic measurement scheme to perform artefact

free oscillatory rheology of a polyprotein.

2. Measure displacement of the cantilever tip as opposed to bending, which be-

comes essential when working at off-resonance frequencies.

3. Develop a model to extract the viscoelasticity of the folded protein from the

total response of the cantilever which contains contributions from the unfolded

protein and surface damping.

In the next chapter we will be going through the theory of cantilever dynamics
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and discuss in detail the difficulties in performing such experiments and how these

were circumvented in this work.
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CHAPTER

TWO

CANTILEVER DYNAMICS

2.1 Overview

The first step in performing an AFM experiment involves calibrating the cantilever

to obtain its parameters like quality factor, stiffness and resonance frequency. A

physical model is required to obtain such parameters. We will be discussing two of

such models - the point mass model and the continuous beam model. The point mass

model involves approximating the cantilever by a point object having an effective

mass attached to a spring along with damping due to the medium. In the static

mode force spectroscopy experiments, the quantity to be determined is the force.

This quantification is straightforward, as the stiffness obtained from the calibration,

can be directly used to determine the force using the Hooke’s law. However, when

one starts to oscillate the cantilever to determine dynamic properties of the sample,

one needs to perform more rigours modelling of the cantilever dynamics to obtain

accurate relations between the experimental observables and the sample properties.

In the following sections we will be going into the details of cantilever dynamics.

65
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2.2 Deflection Detection Scheme

The most widely used detection method of measuring cantilever bending is the

optical beam deflection scheme. Due to the simplicity of this method [1, 2], it is

widely popular and available in majority of the commercially available AFMs.

In this method the change in laser spot is monitored as the cantilever bends.

From the figure 2.1, it is visible that the change in position of the laser spot on

the photodiode happens only when the angle of incidence of the laser beam at

the back of the cantilever changes. This implies that the beam deflection method

is only sensitive to the bending of the cantilever and not its displacement. The

sensitivity of this method in measuring cantilever bending is inversely proportional

to the length. The more the length of the cantilever, the lesser is the change in its

slope due to bending. However, the distance of the cantilever from the photodiode

is directly proportional to the sensitivity. When taking a small angle approximation

the sensitivity of this detection scheme can be approximately expressed as

∆A

∆z
≈ 2

D

L
(2.1)

where L is the length of the cantilever, D is the distance of the photodiode from

the tip of the cantilever, ∆A is the change in the position of the laser spot at the

photodiode and ∆z is the change in the bending of the cantilever.

2.3 Point Mass Model

The cantilever used in the experiments are rectangular beams of width ∼ 25µm

and length of around 130µm as shown in the figure 2.2(a). The thickness of the

cantilever is approximately 1µm. The tip that is present at the end of the cantilever

is 15µm in height. The radius of the apex of the tip is usually ∼ 8nm for uncoated

cantilevers and ∼ 40nm for gold coated ones. In the point mass model one assumes

the dynamics of the cantilever to be governed by a damped harmonic oscillator

model [3]. This leaves one with a very simple model which is given by
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Figure 2.1: Schematic showing the optical beam deflection technique.

mz̈ + kcz +
mω0

Q
ż = F0 cosωt+ Fts(d) (2.2)

Where m,kc and Q are the effective mass, stiffness and quality factor of the

cantilever respectively. The effective mass m is 1/4 times the actual mass mc of the

cantilever, this relation will be derived later in the chapter. The relation between

the friction co-efficient γc and the quality factor is given by Q = mω0

γc
. F0 is the

amplitude of the oscillatory driving force. There are two co-ordinates here z and

d. The co-ordinate z represents the bending in the cantilever, and d represents the

co-ordinate on the which the interaction Fts depends as shown in the figure 2.2(b).

The amplitude of the cantilever as a function of drive with no interaction force

is given by

|A| = F0/m[(
ω2
0 − ω2

)2

+
(ωω0

Q

)2]1/2 (2.3)

The phase lag of the cantilever tip from the drive is given by

tan θ =
ωω0/Q

ω2
0 − ω2 (2.4)
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Figure 2.2: a) Dimensions of the cantilever l = 150µm , b = 25µm, t = 1µm and

h = 15µm. b) z is the deflection in the cantilever. d is the separation of the tip

from the surface. w(x,t) is the displacement of the cantilever at x position along its

length and time t

This relation can be used to calibrate the cantilever stiffness. The interaction

term Fts will be incorporated later in the chapter.

Calibration

The calibration of the cantilever is a two step process.

i) To calibrate the cantilever one has to first determine the sensitivity of the

apparatus with the cantilever whose stiffness has to be calibrated. The sensitivity

here refers the change in voltage output of the photo diode due to the bending of

the cantilever as shown in the figure 2.3.

The cantilever is approached and sample pressed onto it till the setpoint voltage
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is reached. When the cantilever is in deep contact on a hard surface like glass, it

can be assumed that the vertical deflection in the lever is equal to the motion of its

base. The x-axis in the graph shows the motion of the cantilever base which done

by a piezo which is already calibrated. When one fits a straight line to the deep

contact region, the relation between cantilever deflection in length coordinates and

the change in voltage at the photodiode is found, which is the sensitivity.

Typical values of sensitivity for optical beam detection techniques are ∼ 25nm/V

or 40mV/nm.

Figure 2.3: Graph showing calibration procedure. The redline depicts the voltage

at the photodiode due to the cantilever deflection. After the contact region, it is

seen that the vertical deflection signal changes linearly. A stright line (blue) is fit

to obtain the sensitivity

ii) The most widely used method for calibrating a cantilever is the thermal

tuning method [4]. In this method the thermal fluctuations of the cantilever due to

the medium , liquid or air, are utilised in estimating the stiffness of the cantilever.
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It makes use of the fact that each degree of freedom with quadratic power in the

total energy, when in thermal equilibrium with the medium contains 1
2
KBT . With

Kb and T being the Boltzmann constant and temperature respectively.

The fluctuations at the tip of the cantilever are recorded as a time series and

the PSD - power spectral density- as a function of frequency is calculated. The

frequency response of the cantilever is then fitted to this PSD, and the area under

the curve -the energy- is then equated to 1
2
KBT . By doing this one can extract

cantilever stiffness kc, resonance frequency ω0 and the quality factor Q.

Figure 2.4: Graph showing the average power spectrum density (blue) of the fluctions

of the cantilever. The orange curve represent the point mass model being fit to the

PSD to obtain stiffness, quality factor and resonance

2.4 Continuous Beam Model:

To get the full description of the dynamics of the cantilever the well known Euler-

Bernoulli beam equation is utilised [5]. For a cantilever in a viscous medium with a
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force acting at the tip the equation gets modified [6]and is given by

EI

[
∂4w(x, t)

∂4x
+a1

∂w(x, t)

∂t

]
+ρWh

∂2w(x, t)

∂2t
= a0

∂w(x, t)

∂t
+δ(x−L)[Fexc(t)+Fts(d)]

(2.5)

Here, w(x, t) is the displacement of the cantilever in the y direction, that is

perpendicular to the long axis. E, I and ρ are the young’s modulus, moment of

inertia and density of the cantilever respectively. W , h and L are the width, thickness

and length respectively. The coefficients for internal and medium damping are a0

and a1 respectively.

The individual terms of in the differential equation represent the following quan-

tities.

EI

[
∂4w(x, t)

∂4x
+ a1

∂w(x, t)

∂t

]
elastic term and internal damping

ρWh
∂2w(x, t)

∂2t
inertial term

a0
∂w(x, t)

∂t
medium damping

δ(x− L)[Fexc(t) + Fts(d)] forcing term

To implement the condition where the force only acts on the end of the cantilever

where the tip is present, the delta function is employed in the differential equation.

The tip is neglected in this equation since it has negligible mass compared to the

entire cantilever. The internal damping a0 can also be neglected since it is much

lower in magnitude compared to the other terms in the experimental conditions.

In order to solve this fourth order partial differential equation, the spatial and

temporal components of the general solution are separated w(x, t) = X(x)Y (t).

The boundary conditions satisfied by the spatial part are X(0) = 0, X ′(0) = 0,

X ′′(L) = 0 and X ′′′(L) = 0 representing zero displacement and bending at the
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clamped end (x = 0) and zero force and stress at the free end (x = L) respectively.

With these conditions discrete eigen modes can be obtained and the general solution

can be written as a superposition of these modes. Each solution of this differential

equation represents the flexural modes of the cantilever.

w(x, t) =
∞∑
n=1

Xn(x)Yn(t) (2.6)

where Xn(x) is given by

Xn(x) = cos (xn
x

L
)− cosh (xn

x

L
)− cosxn + coshxn

sinxn + sinhxn

[
sin (xn

x

L
)− sinh (xn

x

L
)
]
(2.7)

The xn are the roots of the equation 1 + coshxn coshxn = 0 with x1 = 1.87, x2 =

4.694, x3 = 7.854 and x4 = 10.996. The orthogonality condition is given by∫ L

0

Xn(x)Xm(x) = Lδn,m (2.8)

with Xn(0) = 0 and Xn(L) = 2(−1)n

The temporal part of the solution for each mode Yn(t) is given by the differential

equations

Ÿn(t) +
ωn

Qn

Ẏ (t) + ω2
nYn(t) =

Fn

mn

(2.9)

where the following quantities are for the nth eigen mode

ω2
n =

(xn

L

)4 EI

ρWh
eigen frequency

mn = ρWh

∫ L

0

X2
n(x)dx effective mass

Qn =
ωn

a0/ρWh+ a1ω2
n

quality factor

Fn(t) =

∫ L

0

δ(x− L)[Fexc(t) + Fts(d)]Xn(x)dx forcing

= 2(−1)n[Fexc(t) + Fts(d)]

The total bending at the tip of the cantilever in terms of the spatial and temporal

solutions can be written as w(L, t) =
∑∞

n=1Xn(L)Yn(t) =
∑∞

n=1 zn(t). Which can
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be written as

z̈n +
ωn

Qn

żn + ω2
nzn =

Fn(t)

m
(2.10)

where m = 0.25mc

It is debated, whether the point mass model captures the entire details of the

cantilever dynamics sufficiently. For instance the point mass model cannot explain

the higher modes in the cantilever frequency response. However, the fundamental

mode contributes the most to the oscillation of the cantilever and the point mass

model is an ideal choice in most experimental conditions.

2.5 Excitation Schemes

In this section we will discussing the two methods in which the cantilever can be

driven for dynamic force spectroscopy. The first mode of the frequency response of

the cantilever derived in the previous section will be used to describe the dynamics,

which in essence is the point mass model. The resonance frequency ω0 is of the

fundamental mode, kc is the cantilever stiffness, the friction co-efficient γc can be

obtained from the quality factor. All these parameters are obtained after fitting the

model to the thermal response of the cantilever as described previously.

Base Excitation:

In this case the cantilever is excited from the base sinusoidally Aeiωt. The cantilever

is treated as a point mass moving in a viscous medium while being connected to a

spring with stiffness kc and experiencing an interaction force. The friction coefficient

of the cantilever due to damping from the surrounding liquid is γc. The equation of

motion for this point mass can be written as [7].

m
d2z(t)

dt2
+ γc

dz(t)

dt
+ kc(z(t)− Aeiωt)− Fi = 0 (2.11)

Here, z is the deflection of the cantilever, m = 0.2425mc+ma is the effective mass

of the moving cantilever with mc and ma being the cantilever and hydrodynamic

added mass respectively, A0 is the drive amplitude. The k̄ and γ̄- the stiffness
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and friction coefficient of the entity beneath the tip respectively are obtained after

linearizing conservative and dissipative components of the interaction Fi = k̄z(t) +

γ̄ dz(t)
dt

.

The above equation can also be written as

mz̈ + (kc + k̄)z + (γ̄ + γc)ż = kcA0 exp iωt (2.12)

Tip Excitation:

In this case the cantilever is excited from the tip sinusoidally with force F0e
iωt, while

the tip also experiences the interaction force. The equation of motion for this point

mass can be written as [7].

m
d2z(t)

dt2
+ γc

dz(t)

dt
+ kcz(t)− F0e

iωt − Fi = 0 (2.13)

This too can be written as a damped harmonic oscillator equation

mz̈ + (kc + k̄)z + (γ̄ + γ̄c)ż = kcA0 exp iωt (2.14)

The only difference here is that A0 here is the amplitude of the tip due to the force

F0 with no interaction present, rather than the base amplitude in the case of base

excitation. One can reach the same equations for k̄ and γ̄ as in the previous case.

2.6 On or Near-resonance Operation

For a cantilever that is oscillated near its resonance, the inertial and velocity depen-

dent forces on it are large. Equation 12 and 14 are the equations of motion for a

linear damped harmonic oscillator with the well known solutions.

|A| = kcA0√
(kc + k̄)2

(
1− ω2

ω2
0

)2

+ (γω)2

tan θ = − γω

(kc + k̄)
(
1− ω2

ω2
0

)
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Where ω0 is given by
√

kc+k̄
m

and γ = γ̄ + γc.

In principle, the above equations can be inverted to obtain the stiffness and

friction coefficient of the interaction. However, technically an experimenter is faced

with a daunting task of measuring A, A0 and phase lag θ accurately and free of

artefacts. When experiments are performed on-resonance and the resultant ampli-

tude and phase are used to obtain the stiffness and friction coefficient of the system

beneath the tip, it is difficult to predict the phase behaviour seen in the experiments

by modelling the cantilever alone[8–10].

Another challenge is to control amplitudes on resonance. The protein under

investigation is subjected to large amplitudes and hence large oscillatory stress which

may even exceed rupture forces. Secondly, determining phase lags due to viscous

response of the protein is difficult since there are many spurious contributions to the

phase signal, if the base of the cantilever is oscillated. However, this is not a major

concern, if the tip is directly oscillated either by magnetic [11] or photo-thermal [12]

means. Due to these concerns, one needs to perform the experiments at a frequency

much lower than its resonance. Next we will turn our attention to dynamic AFM

measurements in the off-resonance regime.

2.7 Off-resonance operation

For off-resonance regime, the 1 − ω2

ω2
0
term in equation becomes unity, after which

we can solve for k̄ and γ̄ to get the stiffness and friction coefficient of the material

beneath the tip.

k̄ = kc

(A0

|A| cos θ − 1
)

(2.15)

γ̄ =
kcA0

|A|ω sin θ (2.16)

The main idea behind off-resonance operation is to drive the cantilever at such

a low frequency where the friction and inertial forces on it become negligible. Due

to this the response of the cantilever can be approximated by it static response.
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A0 − A ≈ F0

kc
(2.17)

θ ≈ 0 (2.18)

Where A0 − A represents the difference in displacements of the tip and the

base, ie, the bending in the cantilever. Experimentally this implies when operating

strictly at off-resonance frequency and no molecule is attached to the tip, the phase

difference between the cantilever and the drive is close to zero. The base amplitude

and the tip amplitude are same.

One can also arrive at the same expression by following a much simpler and

intuitive method. For the off-resonance operation, the cantilever and the interac-

tion are in series with each other. The conservative and dissipative components of

the interaction are modelled as a spring and a dash-pot respectively. For such an

arrangement we can write the force balance equation as

kc(A0e
iωt − |A|ei(ωt−θ)) = (k̄ + iγ̄ω)|A|ei(ωt−θ) (2.19)

Here A0 and A are the base (drive) amplitude and the tip amplitude respectively.

kc is the cantilever stiffness and ω is the drive frequency. k̄ and γ̄ are stiffness and

friction coefficient of the material beneath the tip. And θ is the phase lag between

the tip and the base.

kc(A0 − |A|e−iθ) = (k̄ + iγ̄ω)|A|e−iθ

kc(A0e
iθ − |A|) = (k̄ + iγ̄ω)|A|

kcA0 cos θ + ikc sin θ − kc|A| = k̄|A|+ i|A|γ̄ω

comparing real and imaginary components gives us

k̄ = kc

(A0

|A| cos θ − 1
)

(2.20)

γ̄ =
kcA0

|A|ω sin θ (2.21)
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Which is the same as equations 15 and 16. With these equations the sample prop-

erties can be quantified easily, the tip amplitude A and phase lag θ are measured.

To operate at off-resonance, stiff cantilevers, more than an order of magnitude

higher than what are typically used in constant velocity experiments are required.

2.8 Alternate Continuous Beam Model.

In the previous model continuous beam model, the interaction force has been intro-

duced into the differential equation with the help of a delta function. Recently there

has been a model which incorporates the forces as boundary values to the solution

of the differential equations [13]. It has been argued that these conditions alter and

affect the dynamics in a non-trivial way when protein is tethered to the tip, partic-

ularly in a viscous medium. In this section, the model will be briefly discussed, with

some emphasis on the altered boundary conditions.

ρ̃S̃
∂2w(x, t)

∂2t
+ γc

∂w(x, t)

∂t
+ EI

∂4w(x, t)

∂4x
= 0 (2.22)

Here, x is in the direction of the length with it clamped at x = 0 and free at

x = L. w(x, t) is the displacement perpendicular to the length of the cantilever at

position x and time t. ρ̃S̃ = ρ + ma is the hydrodynamic added mass where ρ is

the mass density of the cantilever material, S(= bh) is the area of the cantilever

cross-section perpendicular to its length, b and h are width and thickness of the

cantilever respectively, γc is the cantilever drag coefficient per unit length, E is the

Young’s modulus and = I(bh/12) is the second area moment.

If one assumes the solution of the differential equation of the form W (x, t) =

w(x) exp iωt and substitutes into the differential equation

ρ̃S̃ω2 − iγcω = EIk4 (2.23)

Using this the following relation can be written down

kL =
[ ρ̃S̃ω2L− iγcωL

kc

] 1
4
= h (2.24)
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When the cantilever is driven at off-resonance, the parameter h << 1. Further, if

the interaction stiffness is small compared to the cantilever stiffness. The following

parameter can be written down

3(k̄ + iγ̄ω)

kc
= g (2.25)

Here g << 1 for the assumption ki << kc . These two relations will be used later

in the derivation.

Unlike the previous derivation, the forcing and interaction terms here are not

included in the differential equation. In this model, the boundary conditions for a

base excited cantilever with a linear viscoelastic interaction are given by

w(0) = A0 exp(iωt) displacement of the base

w′(0) = 0 slope at the base

w′′(L) = 0 force one the tip

EIw′′′(L) = (k̄ + iγ̄ω)y(L) torque on the tip

The boundary conditions for a tip excited cantilever with a linear viscoelastic

interaction are given by

w(0) = 0 displacement of the base

w′(0) = 0 slope at the base

w′′(L) = 0 torque one the tip

EIw′′′(L) = (k̄ + iγ̄ω)w(L)− F0 exp(iωt) force on the tip
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The general solution of the space part of the partial differential equation is given

by

w(x) = a sin kx+ b cos kx+ c sinh kx+ d cosh kx (2.26)

The four constants in the general solution can be eliminated using the four

boundary conditions for each of the base excited and tip excited case. Thereafter,

expanding the solution using Taylor series around small values of the parameters h

and g one can get relations for stiffness and damping of the sample.

Although, this derivation accounts for the altered boundary conditions as the

experiment progresses, the assumption g << 1 and h << 1 makes it consistent with

the values obtained from the point mass model. We have seen that if the experiments

are performed in the proper off-resonance condition and the cantilever stiffness is

high as compared to the sample stiffness, both models give the same results [7].

2.8.1 Artifact Free Measurements at Off-resonance

In order to have artifact free measurements, it becomes essential to perform ex-

periments in the off-resonance regime. We will now discuss the reasoning behind

this argument graphically (figure 2.5). For a cantilever with low quality factors

and stiffness, the frequency response would look like figure 2.5(a). If one drives

the cantilever near the resonance frequency, the cantilever already has a phase lag

and some amplitude. In figure 2.5(b) an interaction has been incorporated into the

dynamics such that it only has a stiffness. This causes an increase in the resonance

frequency of the cantilever, and the resonance curve shifts to a higher frequency.

The amplitude drops to a lower value, due to the increased stiffness of the system.

However, the phase lag reduces to a lower value. This variation in phase lag due to

change variation in stiffness, can result in the phase lag signal being misinterpreted

as variation in damping. When the sample also contains dissipative properties, it

becomes further challenging to separate the phase lag due to sample’s damping and

the change in phase due to variation in stiffness. In principle, if the cantilever strictly

follows a damped harmonic model, one can separate these contributions. However,
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it is seldom the case since oscillating the cantilever near a resonance peak results in

various contributions to the dynamics like fluid borne excitation , spurious peaks in

frequency spectrum, and effect of sample cell geometry[9, 10]. Therefore, it becomes

extremely difficult to predict how the phase will behave during the experiment when

the cantilever is oscillated near resonance.

a)

b)

c)

d)

Figure 2.5: Plots of the solution of the damped harmonic model (Point mass model).

a) Cantilever with low resonance and quality factor b) Same as a) apart from an

added interaction stiffness to the cantilever stiffness. c) Response of a cantilever

with high resonance and quality factor. d) Same as c) apart from an interaction

stiffness being added to the cantilever stiffness.

One can circumvent these modelling issues if one uses a cantilever with high

resonance and stiffness and better quality factor. The resonance curve for such a

cantilever is shown in figure 4.5(c). Although, the cantilever is oscillated at the same

frequency as the previous case, the drive frequency is way below its resonance. The

amplitude gets reduced due the cantilever having higher stiffness, but the phase lag

in this case is close to zero. In the figure 4.5(d) an interaction has been introduced
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into the dynamics, such that it increases the resonance frequency like the previous

case. In this case the phase lag does not vary since initially it was already at zero.

Now any variation in the phase lag of the tip, will be due to the result of the sample

having dissipative properties. In this way it becomes extremely straightforward to

quantify sample stiffness and friction in an artefact free manner.

It is essential to note that one cannot perform off-resonance operation with a

cantilever whose response is similar to figure 4.5(a), because even at drive frequen-

cies lower than that are shown in figure 4.5(a), there is no flat regime in the phase

response, any stiffness change can still bring about a change in phase. Furthermore,

lower frequencies also make it difficult to work with in pulling experiments since

the quasi-static pulling speed also needs to be reduced to compensate for the slow

drive. Low pulling speed hinders stable measurements due to drift issues. It is only

when stiff cantilevers with high resonance frequencies are used one can achieve this

off-resonance operation. Secondly, equations 20 and 21 work with an implicit as-

sumption that the tip amplitude is small enough so that it probes linear response of

the material beneath it. Since this response varies between different types of mate-

rials held beneath the tip, one needs to be careful about employing large amplitudes

to achieve better signal-to-noise ratio.

2.9 Series/Parallel Arrangements:

When the cantilever is driven at resonance, either from the base or the tip, the

amplitude at the tip is large compared to the drive. When a molecule is attached

to the tip both will have the extensions over the oscillation period. This makes the

two elements be in parallel arrangement. However, when the cantilever is oscillated

at the off-resonance regime, the arrangement is decided according to the drive. The

two case are elucidated in detail below.
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F0

A0

(a) (b)

Figure 2.6: a) Parallel arrangement for the tip excited case where an oscillating force

is applied on the magnetic tip of the cantilever via an alternating magnetic field.

The bending in the cantilever and protein is the same. b) Series arrangement for the

base excited case, where the base is excited with an A0 amplitude. The extension

in the protein and the bending in the cantilever is inversely proportional to their

respective stiffness whereas the force is same.

2.9.1 Parallel (Tip excitation):

In tip excitation one coats the tip of the cantilever with a magnetic material - usually

cobalt . Forcing F0 exp(iωt) is provided to the tip by an alternating magnetic field

via a solenoid. With this arrangement the tip applies a force on the sample and

the change in phase and the reduction in amplitude is measured. When providing

forcing with this technique the tip and sample are in parallel with each other since

their deformations are equal. As mentioned earlier, stiff cantilevers are required to

obtain a clear off-resonance regime. To have a detectable signal when measuring
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bending, relatively large amplitudes are required and to get these large amplitudes

the forcing needs to be large in turn. Numerous studies have been done to measure

friction and stiffness of molecular layers using this excitation scheme, however the

stiffness of the layers is comparable to the cantilever and therefore leads to detectable

change in amplitudes.

For instance, to get an amplitude of 1 nm, for a cantilever with stiffness 1N/m,

F0 needs to 1000pN. For proteins which usually unfold around the 200pN this can be

a very high force. Furthermore, since the cantilever and the molecule are in parallel,

their stiffness add to give the combined stiffness. This increase leads to reduction

in the amplitude from its initial value when no molecule is attached. Typically for

single protein experiments, the maximum stiffness value measured before the protein

unfolds is ∼ 0.01N/m, this would lead to 1% reduction in amplitude for a cantilever

with stiffness 1 N/m. This makes it unsuitable for viscoelasticity measurements on

proteins. A way around this is to drive the cantilever from the base.

2.9.2 Series (Base Excitation)

In this excitation scheme the base of the cantilever is excited using a dither piezo.

When the excitation frequency is in the off-resonance regime the inertial and damp-

ing forces on the cantilever are close to zero. Therefore, the response of the cantilever

can be approximated by its static response. Therefore when there is no molecule

attached to the tip, the base amplitude and the tip amplitude of the cantilever are

same, implying no bending in the cantilever. However, in the presence of a molecule,

the bending in the lever is non zero. The drive amplitude, ie, the amplitude with

which the base is oscillated, gets divided into the two elements - the molecule and

the cantilever. And the ratio of the amplitudes in each element is inversely propor-

tional to the ratio of their stiffness, therefore the molecule and the cantilever are in

series arrangement when base excitation is implemented.



84 CHAPTER 2. CANTILEVER DYNAMICS

2.10 Need for Displacement Detection Scheme

The force sensitivity of cantilevers suitable for off-resonance operation is low, due

to their high stiffness. If one measures cantilever bending during these experiments,

the signal to noise ratio becomes extremely low. This fact is explained in the figure

2.7. The conventional AFMs that use optical beam bending technique to measure

cantilever deflections measure the quantity A0 − A, which is the bending.

:Interferometer based dectection :Conventional Detection

Figure 2.7: a) and c) The difference in tip displacement signal (A) and the can-

tilever bending signal(A0 − A). Interferometer based detection measures tip dis-

placements whereas the deflection detection scheme measures the bending. For stiff

cantilevers(0.5 to 1 N/m), the bending is extremely small and difficult to detect.

Furthermore, A also represents the amplitude of extension in the molecule over the

oscillation, which is directly measured by the interferometer.

To sum it up, if one needs to perform artifact free measurement of viscoelasticity,

off-resonance driving of the cantilever is required. This in turn puts a constraint on

the cantilever to have high stiffness and smaller length to achieve high resonance

and high quality factors. For experiments on proteins to keep the forcing amplitude

low, base excitation needs to implemented in which the sample and cantilever are
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in series. Due to this the amplitude across the cantilever becomes small due to

it having much larger stiffness as compared to the protein. This results in very

low signal to noise ratio, which cannot be measured by the conventional detection

scheme.

To overcome this, the displacement of the tip needs to be measured directly.

To achieve this an interferometer based detection scheme needs to be implemented,

which we will be discussing in the next chapter.
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CHAPTER

THREE

INSTRUMENTATION

For off-resonance operation one needs to have a clear region in the frequency response

of the cantilever, where the inertial and velocity dependent forces on the lever can

be neglected. To achieve this the resonance frequency of the cantilever need to

high 25 − 50 kHz with high quality factors as well. These specifications decrease

the lever’s sensitivity to force. The convention detection scheme, the optical beam

deflection scheme measures bending in the cantilever. Since bending is proportional

to the difference between the base and the tip displacements, it is extremely small

in off-resonance operation. One needs to measure displacements directly.

It is possible to measure tip-displacement directly with an interferometer. The

use of an interferometer to detect the tip amplitude was first used for UHV conditions

by Rugar et. al.[1]. It enjoyed success in early years but did not develop into

a routinely used method for dynamic AFM since it is challenging to position the

fibre precisely over the cantilever and align it so that the sensitivity is maximized.

As a result most commercially available AFMs do not provide inteferometer-based

detection schemes.

With enhanced sensitivity compared to the deflection detection type measure-

ment scheme, it is possible to perform off-resonance operation with stiff cantilevers.

Another advantage of this scheme, compared to deflection detection is that it is able

87



88 CHAPTER 3. INSTRUMENTATION

to measure extension produced in the molecule directly by monitoring the tip dis-

placement and not the bending in the cantilever. Using interferometer based small

amplitude Atomic Force Microscope it has been possible to measure dissipation pro-

cesses between atoms [2]. It has also measured linear nanomechanical properties of

molecular layers of liquids confined between the tip and flat substrate [3, 4].

It should be noted that while using dynamic AFM to measure protein’s viscoelas-

tic response, the purpose is not only to allow the use of phase sensitive methods for

measurement with better sensitivity. One is interested in measuring stress, strain

and their phase relationship with each other in a quantitative manner.

In this chapter we will be going through the details of the instrumentation re-

quired to implement displacement detection on an AFM cantilever.

3.1 Overview

There are two aspects of the experiment using performing Dynamic AFM Force

Spectroscopy. First, as the separation z between the cantilever base and the sub-

strate is increased, force F builds up on the protein that is attached between the

cantilever tip and the surface. Eventually, one of the protein domains unfolds due

to the force. This part is similar to the constant velocity pulling experiments done

routinely.

The other aspect involves dynamic measurements where base of the cantilever

is oscillated with a constant frequency and amplitude. The substrate retraction

is halted at each separation z for a certain duration. During this period the dy-

namic response of the protein under force F (due to the cantilever base and surface

separation z) is obtained by recording the amplitude and phase of the cantilever tip.

A fiber with semi-mirror at its end is aligned perpendicular to a cantilever using a

five-axis fibre nanopositioner (figure 3.1). The mirror and the back of the cantilever

form a Fabry-Perot etalon. Infrared light(1310 nm) from a laser diode is guided into a

2 × 2 splitter. 50 % laser light goes to the etalon. The resulting interference signal,

due to primary beam entering into the etalon and its interference with multiple
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Figure 3.1: The experimental setup used in the experiments. It includes a nanoposi-

tioner that is used to align the fibre at the back of the cantilever. The interferometer

setup used to split the laser beam one going to a reference diode and the other to

the fibre. The lockin amplifier is used to extract the amplitude A and the phase lag

θ. The separation between the cantilever tip and substrate is controlled using the

computer. A feedback is implemented on the amplitude of cantilever to control the

z separation while approach

reflections between mirror and cantilever’s back surface is guided using the same

splitter onto a photodiode. The current in the photodiode is extremely sensitive

to fibre cantilever distance. We typically obtain sensitivity 300-500 mV/nm and

measure cantilever displacement with precision of less than an angstrom.

The experiments are performed much in the same way as constant velocity pulling

using static mode. The only difference is the base is oscillated at off-resonance fre-

quencies and the tip and substrate are pulled away from each other quasi-statically.

Repeats of 8 domains of Immunoglobulin (IgG) of titin (I-27)8, are sparsely coated

on a gold cover-slip immersed in PBS buffer. 100 µl of I-278 protein solution with a
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concentration of 10mg/ml in PBS (pH 7.4) is drop cast onto a gold coated cover-slip

mounted in a fluid cell and excess protein is washed away after incubation. The

cantilever is lowered into the solution and the fiber is positioned on the back of the

cantilever above the tip. The semi-mirror on the fibre end is aligned parallel to the

back-surface of cantilever. The cantilever base is oscillated with amplitude A0 at a

frequency ω, which is far below resonance. The amplitude A and phase lag θ of the

protein-attached tip is recorded using the interferometer, as the mean separation

between the base and substrate(z) is varied. The amplitude, A and phase θ versus

mean separation z is used to calculate the stiffness and the friction coefficient.

3.2 Phase Sensitive Detection

One of the most important aspects of the experiment is the ability to measure the

response of the cantilever at the drive frequency as the protein is pulled. The lockin

amplifier is the perfect candidate for performing such experiments, since it can

provide us with both the amplitude and the phase lag necessary for viscoelasticity

measurements.

Figure 3.2: Schematic showing the signal chain followed in a lockin amplifier. The

mixers multiply the input signals with reference and 90o shifted reference signal.

LPFs are low pass filters, which usually have adjustable roll off frequencies.
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The lockin amplifier is used to extract signal of known frequency from a noisy

background. Firstly, the signal input signal Vs(t) is multiplied with the reference

signal Vr(t).

The input signal and the reference signal can be expressed as

Vs(t) = Vs sin (ωst+ θs) (3.1)

Vr(t) = Vr sin (ωrt+ θr) (3.2)

The two signals are then multiplied to get the mixed signal, which can be math-

ematically expressed as

Z(t) = VrVs sin (ωst− θr) sin (ωrt+ θr) (3.3)

=
1

2
VrVs cos ((ωr − ωs)t+ θs − θr)−

1

2
VrVs cos ((ωr + ωs)t+ θs + θr) (3.4)

The output signal is a superposition of two signals with different frequencies. The

signal with high frequency ωr + ωs is filtered out using a low pass filter after which

we are left with the signal only with lower frequency ωr − ωs.

Z(t) =
1

2
VrVs cos ((ωr − ωs)t+ θs − θr) (3.5)

If ωr = ωs the filtered signal becomes

Z(t) =
1

2
VrVs cos (θs − θr) (3.6)

∼ Vs cos(θ) (3.7)

This is a signal that is proportional to the input signal amplitude and the phase

lag θ = θs − θr. If the reference phase lag θr is equal to the signal phase lag θr the

cos (θs − θr) term becomes 1.

To measure both the amplitude and the phase lag of the input signal with respect

to the reference frequency, two mixers are used. One mixer multiplies the reference

signal directly giving Z(t) as output and the other multiplies a 90o shifted reference

signal.

For the phase shifted reference signal the output of the mixer can be expressed

as

Z2(t) =
1

2
VrVs cos ((ωr − ωs)t+ θs − θr − 90o) (3.8)
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If ωr = ωs the filtered signal becomes

Z2(t) =
1

2
VrVs cos (θs − θr − 90o) (3.9)

∼ Vs sin(θ) (3.10)

The two outputs can be called X and Y that corresponding to the outputs that are

proportional to the cos and sin respectively.

X = Vs cos θ Y = Vs sin θ (3.11)

The magnitude of the signal along with its phase lag from the reference signal can

be expressed as

A =
√
X2 + Y 2 (3.12)

θ = arctan
Y

X
(3.13)

In our case, the reference signal is the drive provided to the dither piezo. The

lockin amplifier is able to extract from a noisy signal the magnitude of the cantilever

oscillatory displacement at the reference frequency and also its phase lag with respect

to the reference signal.

3.3 Semi Mirror

The fibre being used in the instrument is single mode optical fibre. The inner

diameter of the fibre which is the core is 9 µm and the outer diameter which is the

cladding is 125µm. The cleaved end of the fibre acts as the semi mirror as shown in

figure 3.3.

However, with a bare cleaved end the fibre reflectivity is only 3-5%. To achieve

higher reflectivity, so that more light can be reflected back into the fibre to achieve

more sensitivity, one needs to coat a reflecting surface on the cleaved end of the

fibre [5]. This is done by dipping the cleaved end of the fibre into a metallic organic

compound of Ti02 and Xylene. The end is then brought into a butane flame, the

organic solvent evaporates and a uniform layer of Ti02 is left on the cleaved end [6].

With this method one can achieve a reflectivity of 20-25%.
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Figure 3.3: The fibre that needs to be aligned at the back of the cantilever. This

photo shows the cleaved end of the fibre coated with Ti02, that is visible in its

reflection on the gold coated surface.

3.4 Nano Positioner

The first task at hand is to bring the core of the fibre on top of the cantilever’s

tip end. This requires control over the (x,y,z) degrees of freedom of the fibre end.

Secondly, the mirror at the end of the fibre also needs to be parallel to the end of

the cantilever, requiring control over the angular degrees of freedom (θ, ϕ). Since

the diameter of the fibre core is 9µm and the width of the cantilever is 35µm, fine

control of position and orientation of the fibre end is required. This is done using

the nanopositioner.

It contains two plates, first and second, perpendicular to each other as shown in

the figure 3.5. The second plate houses a tube piezo to which the fibre is attached.

This plate can slide with respect to the stack of piezos fixed on the first plate. This

sliding motion is done using the inertial sliding mechanism. The second plate is also

kept on another stack of piezos and can perform similar sliding motion. Each stack
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Figure 3.4: The left image showing the fibre aligned at the back of the cantilever.

The width of the cantilever is 35 µm and the length is 130 µm. The right image

shows the nano positioner being utilised to perform the alignment. The arrows in

white depict the axis of motion and rotation, for the two plates on which the fibre

is attached

contain three piezo with their shear axis along the three directions as depicted in

the figure 3.5 a). If the input to the stack is such that the piezos along the same

direction from each stack get activated, it results in a translational motion of the

fibre. If piezos on the lower stacks move along one direction and the top stack piezo

movies in the opposite direction, it results in a rotational motion of the fibre. Using

this technique one can achieve fine control of the fibre end along the (x,y,z) and

(θ, ϕ).
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Figure 3.5: a) The stack of piezos on which a sliding plate is kep. For moving the

plate in a translational way, piezo having their shear axis along the desired direction

are activated with the correct polarity. For rotational motion, the top plate and the

bottom two stacks are moved in the opposite direction. For example to make a plate

rotate clockwise, the outermost piezo of the top stack with shear axis to the right

will be activated and the top piezo of the bottom two stacks will be biased with the

reverse polarity as compared to the top piezo. b) Front view of the nanopositioner.

c) Side view of the nanopositioner.

3.5 Fibre Alignment

Once the fibre end is aligned parallel to the back of the cantilever, optimum sep-

aration between the two mirrors is required for maximum sensitivity. The current

on the photo diode is proportional to the intensity of light incident on it. If the

separation between the two mirrors is such that the light interferes destructively or

constructively, light or dark fringes are formed for that separation. At these sepa-

rations the change in current due to change in separation between the two mirrors

is minimum. This implies that the change in power incident on the photodiode has
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minimal change with respect to the change in separation.

Our task is to measure the change in separation between the two surfaces with

maximum sensitivity. For this to be possible, the separation between the two mirrors

should be such that it lies on the the point of maximum slope on the power vs

separation graph. This is achieved by modulating the separation between the two

mirrors. The fibre is attached to a tube piezo which can increase or decrease in

length according to the voltage provided to it. Voltage in the form of a triangular

wave is given to the fibre, to record the intensity of light for a range of separations.

The graph is plotted and the point of maximum slope (quadrature) is determined.

The separation is locked at this quadrature point with a feedback on the tube piezo.

When the cantilever is driven from the base using a dither piezo, it oscillates the

gap between the cantilever and the fibre. As a result, the current intensity on the

photodiode also oscillates. This modulation is not compensated for by the tube

piezo since the feedback on it is slow for the removal of drifts. The cantilever

oscillations just pass through and can be measured. The sensitivity one can achieve

with kind of detection scheme is 300-500 nm/mV, which is much higher than that of

a conventional AFM. A locking amplifier then can be used to extract this oscillating

signal which corresponds to the displacement of the cantilever tip.
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Figure 3.6: a) Figure showing multiple reflections between a gold coated surface and

the Ti02 coated cleaved end of the fibre. The fibre is parallel to the gold surface which

is required for a Fabry Perot Etalon. b) The separation between the two mirrors

modulated using the tube piezo. c) The red line signifying the power incident on

the photodiode a function of separation between the two mirrors. The blue line is

the same pattern, but in the reverse cycle of triangular wave given to the fibre piezo.

The intensity in the forward and reverse cycles do not fall on each other due to some

hysteris in the movement of the tube piezo. The third line is a cos function of the

separation between the two mirror, which can be used as reference for comparing

the interference pattern. The square marker on the graph shows the separation of

maximum sensitivity on the graph, on which the piezo has to be locked during the

experiment.
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3.6 Fluid Cell

Figure 3.7: a) The lower piece of the fluid cell. Its bottom surface has the a metal

disc glued to it, which is used for attaching the cell to the magnets on the sample

stage. Also contains four holes for the screws to be inserted. b) The top pieces of

the sample, also containing holes for the screws to be inserted. c) Rubber O-ring

that gets sandwiched between the the pieces of the sample cell. d) Fluid cell after

assembly with a gold coated cover coated loaded onto it.

The gold coated cover slip is placed over the lower piece of the fluid cell (figure

3.7 a), after which the O-ring (figure 3.7 c) is kept on top of it. The upper part of

the cell (figure 3.8 b) is then placed on top of the O-ring. The screws are inserted

into the holes and tightened. This results in the O-ring getting sandwiched between

the two pieces and making a waterproof seal between them. The protein sample can

then be dropcasted onto the cover slip.

3.7 Approach & Amplitude Feedback

One aspect of the experiment is to approach the cantilever tip to the surface so that

the protein can attach to it. In conventional force spectroscopy, the feedback is on

the cantilever bending. In our case, the feedback is on the amplitude of the cantilever

tip oscillation much like the tapping mode in AFM imaging. Using the amplitude

of the tip as the input to a PI controller one can approach the sample slowly and

not press to hard on it. In our setup, the vertical position of the cantilever is fixed,
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it is the substrate that moves up and down during approach and retract using the

sample stage movement setup shown in figure 3.8. The sample stage contains two

piezos a hammer piezo and a scanner piezo. The hammer piezo uses inertial sliding

mechanism to perform coarse approach and retract movements of the sample stage.

The scanner piezo is a quadrant tube piezo, which can be used for fine approach or

retract by giving same voltage to all the four quadrants.

Figure 3.8: Figure depicting the sample stage, containing the hammer and the

scanner piezo

As the cantilever approaches the surface, its tip amplitude decreases. A set point

amplitude is given to the controller, and the separation between the cantilever and

the substrate is decreased by raising the sample stage until the amplitude of the tip

is equal to the set point amplitude. The controller is implemented with an analog

circuit and the amplitude measured using the lockin amplifier is used as an input.

3.8 Grid

As the cantilever approaches the surface, the possibility of a protein being under the

tip and attaching to it is low. Success rate of a single protein attaching to the tip and

unfolding as the tip is retracted is around 5%. So one needs to repeat this approach-
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retract cycle multiple number of times, on different locations of the substrate. It is

achieved by using the scanner piezo on which the fluid cell is attached. As mentioned

earlier, this scanner piezo is a quadrant piezo having four inputs. With same input to

all the quadrants the sample stage moves up or down. However, by giving different

voltages to the four quadrant one can move the substrate in x y plane. After each

approach retract cycle the substrate position is changed in the x y plane.

Figure 3.9: Figure depicting an experiment where the cantilever is fishing for the

proteins. The proteins here are sparsely present on the surface. After each approach-

retract cycle, the position of the substrate is changed to pick up new protein to unfold

with the cantilever.

3.9 Methods

We will conclude by going through the process of performing the experiments with

respect to the instrumental details discussed in the previous sections.

3.9.1 Sample Preparation

The I27 octamer was cloned in the pET-23a vector and was transformed in BL21(DE3)

and it was induced at 0.6 OD with 1 mM IPTG for 6 hours at 37 °C. The pelleted
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cells were stored at 40 °C. Thereafter, the frozen bacterial pellet was resuspended in

PBS pH 7.4 supplemented with protease inhibitor cocktail (Roche) for purification.

They were then lysed by sonication in an ice water bath after resuspension. The

lysate was spun at 18500 g for 30 min. The resulting supernatant was incubated

with His-Pur cobalt resin for 1 h at 4 °C. To get rid of non-specifically bound pro-

teins, the supernatant was poured into the PD-10 column, and the resin was washed

with 150 ml of PBS pH 7.4. PBS with 250 mM imidazole was used for eluting

the protein. Purified protein fractions were pooled and dialyzed overnight against

1XPBS pH 7.4 buffer to remove imidazole.

A freshly gold coated cover slip using thermal vapour deposition is loaded onto

the fluid cell. The protein solution (100 µl, 10mg/ml) is dropcasted on the coverslip

and allowed to incubate for 20 minutes. Thereafter, the excess proteins that are

not adsorbed on the cover slip are washed away with PBS solution. And filled with

600ul of buffer solution.

3.9.2 Cantilevers

Cantilevers used in the experiments are fromMikromasch USA, model HQ:NSC36/Cr-

Au-C. The resonance of the cantilever is 65kHz and 24kHz in air and liquid respec-

tively. The cantilevers are gold coated from both sides with length 130µm , width

32µm , thickness 1µm. The stiffness of these cantilevers are 0.6 - 1 N/m.

3.9.3 Experiment

The cantilever is loaded onto the holder, and the fibre is brought to the back of the

cantilever with the help of the nanopositioner. The fibre piezo modulates the sepa-

ration between the fibre end and cantilever back producing the power vs separation

graph shown in figure 3.6(c). Fine changes are made to the angular orientation of

the fibre such that it produces maximum sensitivity. The interference pattern is

actively monitored during this time to check whether the move along any direction

increases or decreases the sensitivity. Once a sensitivity between 300 - 500 nm/mV



102 CHAPTER 3. INSTRUMENTATION

is reached, the fibre piezo is locked onto the quadrature point (point of maximum

slope). After which the cantilever is driven using the dither piezo and the output

from the interferometer is put into the lockin amplifier to extract the amplitude

and phase of the cantilever tip. The amplitude signal is also required during the

approach.

After this the subsrate is approached towards the cantilever in a coarse manner,

using the hammer piezo. Eventually, the cantilever and the fibre get immersed in

the buffer solution. After this, an auto-approach program is run, in which both the

hammer piezo and the scanner piezo work in combination. The scanner piezo first

increases to its maximum extension and if the amplitude does not fall the hammer

piezo moves the substrate upwards. This process is repeated until the scanner

extension results in amplitude drop of the tip, which signifies the cantilever has

approached the substrate. Amplitude going below this target amplitude, implies

the approach has been overshot and retraction needs to be done. The approach

process is only stopped when the target amplitude is reached, and corresponds to

the zero voltage input of the scanner piezo. This is required so that we can have

maximum z-range while performing the experiments.

After this a setpoint amplitude is set for the grid, an approach is done till the

amplitude reaches the setpoint. After which the cantilever is retracted and the

amplitude and phase of the tip are recorded. While pulling on the protein the length

of the cantilever is not perpendicular to the direction of pulling. The cantilever

makes an angle of 10°with the horizontal axis, the component of force that acts

perpendicular of the length of the cantilever that bends it accounts for 98% of the

total force. Hence the inclination of the cantilever with respect to the horizontal

axis can be neglected. The x y position of the substrate is change and the approach

retract is restarted until the entire grid is visited by the cantilever.

The main idea behind implementing this detection scheme was to perform off-

resonance experiments. We had argued in the previous chapter that the bending

signal while doing the experiments would be extremely low. Fig 3.10 shows experi-

mental data, in which the variation in amplitude (blue) can be seen as the protein
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Figure 3.10: Figure showing variation of tip amplitude as the cantilever is retracted

away from the surface with the protein attached it. The cantilever stiffness for this

experiment is 0.8N/m (800pN/nm) and the sensitivity is 300nm/mV

octamer unfolds. The flat part of the blue curve beyond 270 nm signifies the tip am-

plitude after the protein has detached. We know, at off-resonance, when nothing is

attached to the cantilever the tip and the base have the same amplitude. Therefore,

this flat region in the amplitude curve is the drive amplitude A0 and all the other

points in the curve signify the drop in amplitude of the tip from its free value. From

the figure, one can see that the drop in amplitude at the point marked in red is

around 12 pm and it represents the bending in the cantilever. If one only measures

this drop, the signal to noise ratio would be extremely low. Hence, necessitating the

use of interferometer based displacement detection scheme.

In the next chapter we will be going through the measurements and the modelling

required to extract the viscoelasticity of the folded protein alone.
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CHAPTER

FOUR

MEASUREMENT

4.1 I27 as a Suitable Candidate for Measure-

ment of Viscoelasticity

Before we go into the measurement details, a discussion on the protein used to

perform experiments is warranted. The protein used in our experiments is a domain

in the giant muscle protein titin. The protein titin is itself a part of the fibres

belonging to the striated muscles like cardiac and skeletal. The striated muscles

Figure 4.1: Schematic of the sacromere, depicting titin tethered to the thick filament

(myosin) and the Z-Line.

comprise of fibres that are bundled together with the help of connective tissue.

105
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Each fibre contains multiple fibril known as myofibrils. These in turn consist of two

types of filaments, thick and thin [1]. The thick filaments is composed of myosin

protein, that forms cross bridges with the thin filament due to its globular head as

shown in figure 4.1. The thin filament comprises of actin bundles. The active part

of the muscle contraction comes from the myosin sliding on the actin region [2]. The

mysosin part of the fibril, is connected to the Z region with the help of titin. The

giant tandem modular protein is reponsible for the passive elasticity of the straited

muscle fibres [3, 4]. However, recent experiment has shown that the work done by

titin domains while refolding could assist in the contractile motion of the sacromere

[5]. Ig27 is a domain in this giant protein, which makes it suitable for performing

experiments that probe its mechanical properties.

Furthermore, Ig27 unfolds in an interesting manner when subjected to a force

along its N-C direction. It has an all beta sheet structure as shown in the inset of

figure 4.1. When a force on the protein is below approximately 95 pN. The protein

stays in its native state with the beta sheet network intact. As the force on the

protein is increased, the network between A and B strand gets disrupted. The A

strand is released, effectively increasing the contour length of the unfolded protein

by 0.66 nm [6]. This state of the protein is called the intermediate state.

Ig27 has been a standard for force spectroscopy experiments for some time

now. The mechanism of this two state unfolding has been the subject of numerous

studies[7–12]. Two inferences from past studies worth mentioning beforehand are

the native state to intermediate state transition is independent of temperature [12]

and the force required to transition from native to intermediate state is not depen-

dent on the loading rate [11]. These properties of the domain can be compared with

our results to achieve a multifaceted understanding of the dynamics of the protein.

4.2 Total Stiffness and Friction

In this section we will be going through the features observed in the experiment in

a qualitative manner. The total stiffness and friction coefficient of the entity under
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the tip can be calculated using the following relations.

k̄ = kc

(A0 cos θ

|A| − 1
)

(4.1)

γ̄ = kc
A0

|A|ω sin θ (4.2)

Using the |A| and θ values recorded during the experiment. The k̄ and γ̄ obtained

are of the entire protein construct. The stiffness quantified here is the combined

stiffness of the entire polyprotein along the unfolded chain. At relatively large

amplitudes (A0 ∼1 nm), and high stretch (above ∼ 95 pN), a portion of the tip

amplitude (∼ 0.1 nm) is contributed by the folded domains.

Figure 4.3 shows measurement of stiffness (continuous blue line) and friction

coefficient (continuous red line) of the polyprotein (I-27)8 as the separation z between

the substrate and the cantilever base is increased in a quasi-static manner. It is

observed that for the first four unfolding domains, after the initial increase at lower

extensions, the stiffness abruptly goes down or plateaus and rises again (the shaded

region in figure 4.3). This is not seen in the last four domains. The total measured

dissipation γ̄ also decreases with each consecutive unfolding peak.

The Marko-Siggia approximation describes the force extension behaviour of un-

folded domains in conventional experiments [13]. It provides a force-extension re-

lationship, which can be fitted to experimental force curves to obtain relevant pa-

rameters such as persistence length p and contour length Lc. The derivative of force

with respect to extension provides a relationship between local stiffness kwlc and end

end-to-end molecular extension z [13].

At lower extensions in each unfolding profile of first four domains, where stiff-

ness of chain is much smaller compared to folded domains, wlc model of entropic

elasticity given by equation 4.1 fits well (green continuous line). In the shaded re-

gion, however, the measured stiffness (continuous blue line) is lower than entropic

stiffness. Corresponding to this region, phase also shows lag and there is measurable

dissipation of energy (continuous red line).

We argue that in the shaded region of figure 4.3, measured stiffness contains

contribution from the folded domains. Note that when the response deviates from
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wlc description, a folded domain is likely to be in either the native or the intermediate

state and hence the number of domains in either state is not known. However, as z is

increased, loading the folded domains further, all of them fall into the intermediate

state, each adding 0.66 nm of contour length to the chain. At this point, as seen in

figure 4.3, the stiffness starts to rise again before the next domain is unfolded. In

this region, shaded in dark, we use our analysis method to obtain the stiffness and

friction coefficient of the folded domains which are in the intermediate state. These

observations are explained in figure 4.4 with the help of a schematic.
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Figure 4.2: The octomer of I-27 under force. The cartoon shows a situation, wherein

one domain is unfolded and the remaining seven are in the folded state. When the

folded domains are pulled by increasing z, the force is applied to domains through

wlc chain of first unfolded domain. When the force exceeds ≈ 95 pN ( shaded region

in figure 4.2), the domains in the native state (left) are pushed into mechanical

intermediate(right). As shown in the β-sheet schematic, the hydrogen bond network

between B-A and A’-G is responsible for the mechanical stability of the native state,

of which the network between A and B is broken for the intermediate, elongating

the protein by n×∆L, where ∆L = 0.66 nm.
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Figure 4.3: The measured combined stiffness (blue continuous) and friction coeffi-

cient (red continuous) of unfolded chain and the folded domains of Ig27 octamer as

the domains sequentially unfold. The amplitude and phase of the tip displacement

is used for the calculation. The data shows a sawtooth pattern of unfolding events

similar to constant velocity pulling experiments. The green continuous line is a fit

to the wlc model. The mean difference in contour length between two consecutive

peaks is 29 ± 0.8 nm. A persistence length of 0.4 nm is used. The first four events

deviate from wlc in the shaded region where folded domains are comparable in stiff-

ness to the unfolded chain and contribute to the measurement. The dissipation is

seen in the corresponding region due to the internal friction in folded domains. The

data in the dark shaded region is used for further analysis to obtain the stiffness

and internal friction coefficient of the folded state. Cantilever stiffness is 0.6 N/m,

The cantilever base is excited with frequency 2.1 kHz and amplitude 1 nm. The

plot is representative of more than 50 traces recorded at different frequencies and

amplitudes.
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Figure 4.4: a) Cartoon showing seven domains in the native state and one unfolded

domain. When all the folded proteins are in the native state, the total stiffness

measured fits the WLC model. The folded domains are in series with the unfolded

domains, the element with the lower stiffness contributes to the total measured

stiffness. b) Under forces exceeding 95pN, the protein goes into the intermediate

state and the wlc model stops fitting the total stiffness data and we start measuring

dissipation as well. From this we conclude that some of the folded domains have

entered the intermediate, but exact number is not known. This region is depicted by

the light grey shaded region in figure 4.2 . c) After the initial decrease in stiffness,

the total measured stiffness starts to rise again, here all the domains have entered the

intermediate state. d) After 4 unfolding events the contour length of the unfolded

chain becomes larger, making it more compliant than a short chain at the same

force (explanation in the next section). Due to which its stiffness becomes much

lower than the intermediate state as well and the total stiffness measurement has

contribution coming only from the unfolded chain. This is supported by the WLC

fits to the last four unfolding domains
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4.3 Compliance of an Unfolded Protein

Before delving into the theoretical modelling of the protein cantilever system, it is

important to emphasise on the mechanical properties of the unfolded chain.

The force-extension behavior of a polymer chain is described by Marko-Siggia

approximation of Worm-Like-Chain (wlc) model[13]. According to the model, which

has been shown to work for experimental data obtained using AFM and optical

tweezers, the force versus extension is given by

F =
kBT

p

( 1

4(1− z/Lc)
2 − z

Lc

− 1

4

)
(4.3)

The derivative F of this with extension z is stiffness kwlc

kwlc =
dF

dz
=

kBT

pLc

( 1

2(1− z/Lc)3
+ 1

)
(4.4)

Fig. 4.5 shows plots of these two equations for a fixed persistence length p = 0.4

nm and different contour lengths Lc. The Lc depends on number of folded domains

n. As domains are sequentially unfolded in AFM experiments, each unfolded domain

adds 29 nm to the total contour length. The plots clearly indicate that the stiffness of

the chain rises sharply compared to the force for larger contour lengths. This means

that the chain is more complaint under a given force for larger contour lengths. When

there are 8 folded domains, the stiffness is 37 pN/nm for 160 pN, the force at which

the domain unfolds. It is comparable to the domain stiffness. This progressively

decreases to 12 pN/nm when there are only 4 domains which are folded. It means

that next domain unfolds before the chain becomes stiff enough, to contribute to

the total stiffness measurement. For last four domains, the contribution to the

total stiffness by folded domains is immeasurably low and the wlc model fits to the

entire stretching of the molecule till next domain unfolds. It is noteworthy that the

dissipation is also close to zero in this region.
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Figure 4.5: Force and stiffness variation for each contour length. With each unfold-

ing event, the unfolded chain becomes more complaint for the same force (∼ 160)

pN, thereby dominating the total measured stiffness. The protein is unfolded before

the chain has a comparable stiffness to the folded domains so that they start to con-

tribute to the total stiffness measurement. Thus, last four domains unfold without

contributing to the stiffness measurement and wlc fits to the entire stretching of the

chain.

4.4 Model

The stiffness and friction coefficient of the material can then be quantified using

equations 4.1 and 4.2. The task at hand is to get a relation for the total stiffness

and friction co-efficient in terms of the individual constituents, ie, the folded and

unfolded domains. For this purpose we start with a model which describes our

system, and then validate it with our experimental data. Figure 4.6 shows the

model being utilised for the analysis.
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For a particular mean tip-sample separation z, the force on all elements such

as the unfolded chain, the folded domains and the linker connecting the domains is

same.

Figure 4.6: A spring-dashpot model for the protein-cantilever system. Ao and A are

the base and tip amplitude respectively and θ is the phase lag between them. ω is

the drive frequency. kwlc and γz are the unfolded chain stiffness and surface damping

respectively. kf and γf are the stiffness and friction coefficient of the folded domain,

where kf/n and γf/n means n of them are in series.

kc(A0 − A) =

[( n

kf + iγfω
+

1

kwlc

)−1

+ iγzω

]
A (4.5)

Where n is number of folded domains.

Rearranging equation 4.5

kc

(A0

A
− 1

)
=

( 1

kf + iγfω
+

1

kwlc

)−1

+ iγzω
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kc

(A0

|A|e
−iθ − 1

)
=

( 1

kwlc

+
n

kf + iγfω

)−1

+ iγzω

kc

(A0

|A| cos θ − 1
)
+ ikc

A0

|A| sin θ =
( 1

kwlc

+
n

kf + iγfω

)−1

+ iγzω

Using equations 4.1 and 4.2

k̄ + iγ̄ω =
( 1

kwlc

+
n

kf + iγfω

)−1

+ iγzω (4.6)

=
(
α− iβω)−1 + iγzω (4.7)

where α =
1

kwlc

+
nkf

k2
f + ω2γ2

f

and β =
nγf

k2
f + ω2γ2

f

k̄ + iγ̄ω =
α

α2 + ω2β2
+ iω

( β

α2 + ω2β2
+ γz

)
(4.8)

The real and imaginary parts of equation can be separated to obtain measured

stiffness and friction coefficient in terms of the model parameters.

k̄ =
α

α2 + ω2β2
(4.9)

γ̄ =
β

α2 + ω2β2
+ γz (4.10)

We will now be validating our model, with the help of experimental results we

have obtained

Case 1:

When no protein is attached to the cantilever the α and β terms in the equation

4.9 and equation 4.10 are 0. This implies that the measured stiffness, in this case,

should be zero and the only damping measured should be that provided by the

surface. This is seen when the cantilever is pulled off without a molecule attached

to it(See figure 4.7 (a)).

k̄ = 0 γ̄ = γz
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Case 2:

When an octamer is picked up by the tip and all its 8 domains are pulled at, the

number of folded domains n = 8. As domains are unfolded sequentially, ”n” reduces

by 1 at each unfolding event. However, if the stiffness of folded native states is much

higher than the chain stiffness ( kwlc << kf ), the second term in α is negligible.

Similarly, β also is negligibly small.

k̄ = kwlc γ̄ = γz

This is also supported by the experiments where the stiffness fits well to WLC

model of elasticity as seen in Figure 4.2. This corresponds to the condition when all

domains are in native state Figure 4.4(a). The friction that is measured is coming

only from the surface, this supported by the experimental data shown in figure

4.7(a). Where the measured damping has a background which also present when no

protein is attached.

Case 3:

It is known that in the case of I27, when it is pulled with a force above ∼ 90-100

pN, the domain makes a transition to intermediate which is softer as is evident from

the data in Fig. 4.3.

When n domains are in intermediate, measured stiffness and friction coefficient

are given by equation 4.9 and equation 4.10 with the respective values of α and β.

γ = γ̄ − γz =

nγf
k2
f + ω2γ2

f( 1

kwlc

+
nkf

k2
f + ω2γ2

f

)2

+
( nγf
k2
f + ω2γ2

f

)2
(4.11)

k̄ =

1

kwlc

+ n
kf

k2
f + ω2γ2

f( 1

kwlc

+ n
kf

k2
f + ω2γ2

f

)2

+
( nγf
k2
f + ω2γ2

f

)2
(4.12)
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Where γ = γ̄ − γz is damping provided by the protein alone. It is obtained by

subtracting out the background due to surface damping by fitting a polynomial.(See

figure 4.7(a)).

Figure 4.7: a) The measured total friction coefficient (blue) along with a polynomial

fit (red) for the damping due to the surface effects. The lower panel in a) represents

friction coefficient of the protein alone, γ̄ − γz b) shows that measured stiffness is

zero when the protein is not attached, however the damping due to the surface is

still measured (blue).

Case 4:

With each unfolding event, the unfolded chain’s contour length increases by 29 nm.

The larger contour length makes the chain more complaint. The unfolding force is

reached before the chain is extended to have a stiffness which is comparable to the

folded intermediates. In this region usually after four unfolding events, the folded

intermediate’s stiffness again becomes much larger compared to the unfolded chain

kwlc << kf . The surface damping at such large separations can also be neglected as
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is seen in the data. This reduces equation 4.11 and 4.12 to

k̄ = kwlc γ̄ = γz = 0

Since our model and its special cases describe features observed in our experi-

ments, we use equation 4.5 to get stiffness and friction coefficient of folded interme-

diates. ( 1

k̄ + i(γ̄ − γz)ω
− 1

kwlc

)−1

=
kf
n

+ i
γfω

n
(4.13)

Simplifying this equation leads to the expression for stiffness and friction coefficient

of the folded domains in terms of the experimentally measured quantities.

kf =

n
( k̄

k̄2 + ω2γ2
− 1

kwlc

)
( k̄

k̄2 + ω2γ2
− 1

kwlc

)2

+
( γω

k̄2 + ω2γ2

)2
(4.14)

γf =

n
( γω

k̄2 + ω2γ2

)
( k̄

k̄2 + ω2γ2
− 1

kwlc

)2

+
( γω

k̄2 + ω2γ2

)2
(4.15)

Where all the quantities on the right hand side are known experimentally. kwlc is

obtained by fitting wlc to the stiffness-extension data. In the next section, we de-

scribe our methodology to obtain kwlc from our experimental data. Using equations

4.14 and 4.15, the stiffness and friction coefficient of the folded intermediates are ob-

tained when all the folded domains n are in the intermediate state. In experiments,

this is marked by the dark shaded region in figure 4.2, where the measured stiffness

starts to rise again.

4.5 Data Analysis

4.5.1 Analysis to obtain kwlc

Fitting the wlc model: In the initial part of rising stiffness (region in figure 4.2, not

shaded) for each unfolding event, all the folded domains are in the native state,

where (kf >> kwlc). This leads to equation 4.9 reducing to k̄ = kwlc, as discussed in
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the previous section. The contribution to measured stiffness in this region is entirely

from the unfolded chain, as is evident from the wlc model fits. The differential form

of the wlc model [13] which relates kwlc to its end to end distance is fitted to the

measured stiffness. The contour length Lc is the free parameter and the persistence

length p is taken as 0.4 nm [10, 14].

dF

dz
=

kBT

pLc

( 1

2(1− z/Lc)3
+ 1

)
(4.16)

It is observed that the wlc fits to the experimental data up to a certain value of

the extension z, as seen in figure 4.3.

Reconstructing force profiles from stiffness data: In order to estimate the contri-

bution from the unfolded chain, kwlc, to the total measured stiffness (shaded region

in figure 4.3), we need to evaluate force in this region. This is obtained by inte-

grating the stiffness-extension data. This integration is done in two parts. First,

this integration is done over the fitted wlc curve. Second, the numerical integration

is carried out on the experimental data in the region where the wlc deviates from

the measured stiffness-extension profile (shaded in blue ). After obtaining the force

profile in the shaded blue region, one can use the following to estimate kwlc. The

relationship is shown to work in the region of high stretch [15].

kwlc(F ) =
4

Lc

√
p

kBT
F

3
2 (4.17)

4.5.2 Obtaining kf & γf

In equation 4.17, the contour length Lc needs to be evaluated for the analysis of the

shaded region. Note that in this region, some of the folded domains are in the native

state and some are in the intermediate. The intermediate is formed by breaking

hydrogen bonds between A and B β-strands. Once broken, the β-strand A is released

adding 0.66 nm to the contour length. As a result, it is difficult to obtain the exact

value of Lc in the shaded region of a given unfolding event. Secondly, the number
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Figure 4.8: Numerical integration of the stiffness-extension profiles to obtain force-

extension profiles. Continuous green curve- wlc fits, Continuous blue curve- exper-

imental data, continuous red curve - force obtained after integration. The green

shaded region represents integration done over fitted WLC model. The blue shaded

region represents integration over experimental data where it deviates from WLC

behavior.

of domains in the intermediate n, are needed in equation 13 and 14 to obtain the

stiffness of folded intermediate. One of the noteworthy features of our data is that

towards the end of the shaded region the measured stiffness starts to rise again. We

argue that at this point, all the folded domains are in the intermediate. This allows

us to use n in equation 4.14 and 4.15 and Lc in equation 4.16 becomes Lc + n0.66.

With this, the kwlc at each force F (z) is determined and equation 13 and 14 are

then used to estimate the stiffness and friction coefficient of folded intermediate.

Note that we are able to measure the stiffness of the folded intermediate using this

methodology, the stiffness of the native folded state is immeasurably high.

The analysis scheme to obtain kf and γf is repeated over many data sets. The

grey shaded region is used for the said data analysis. The values obtained at different

forces are then plotted together in figure 4.10(c) and (d).
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4.6 Features in the Friction Profiles

It is observed that the total friction coefficient peak height decreases as more and

more domains unfold. This feature also needs explanation. It should be noted that

the measured damping coefficient is not only of the domain that is unfolding. It

is a combined response of all the domains and depends on many other quantities.

The γ̄ given by equation 10, depends not only on friction coefficient of individual

domain γf , but also on stiffness of the wlc chain kwlc, the number of folded domains

n, and stiffness of the individual domain kf . Of these, we argue that the γf and

kf remains fixed. Taking them as constants, we plot equation 4.11 in figure 4.9 to

obtain the total damping coefficient γ̄ as a function tip-substrate separation till 160

pN is reached and reducing n by 1 after each unfolding event and increasing the

Lc by 29 nm. The plot clearly shows that the peak γ̄ is decreasing with increasing

unfolding events. Moreover, we plot the γ̄ till the unfolding force is reached for

the individual unfolding events and the unfolding force for individual domains are

made to differ from one another due to the process being stochastic. This results in

non-monotonous decrease in the total γ̄ for each peak as seen in figure 4.9(b). The

plots explain the observed decrease in the total friction coefficient as the domains

sequentially unfold.
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Figure 4.9: a)The plot of total friction coefficient γ̄ calculated at different tip-

substrate separation z using equation 10. Here the γz is taken to be zero. The

contour length is increased by 29 nm after each event and n is reduced by one.

kf and γf are taken as 100 pN/nm and 2 × 10−6 kg/s. The variation in friction

coefficient with respect to z is plotted for each event until 160 pN is reached. This

is the average force at which domain unfolds. b) Each domain unfolds at slightly

different force as the unfolding events are stochastic. We take similar values for all

other parameters as in (a), however γ̄ is now calculated and plotted for each event

until unfolding force values are reached for that event. In both plots, it is seen that

the peak in the total friction coefficient decreases as domains unfold one by one.

The height of the peak also depends on the unfolding force for that event.



CHAPTER 4. MEASUREMENT 123

4.7 Viscoelasticity of a single folded domain

The numerical integration of stiffness-extension data, presented in figure 4.3, pro-

vides force-extension curve as shown figure 4.10(a). We use only first four domains

from figure 2 from this analysis. Such force-extension profiles inform forces at which

folded domains start to contribute to stiffness measurement. This is shown by dot-

ted vertical lines intersecting the red curve depicting the force profile. The force at

this intersection is threshold force after which, folded domain’s stiffness contributes

to the measurement. This occurs at 95± 16 pN. The protein unfolds completely

at 161 ± 25 pN. Figure 4.9(b) shows bar plots obtained by this procedure for all

our experimental data. Using dark shaded region in figure 2 for our analysis, we

computed stiffness (kf ) and friction coefficient (γf ) of the individual folded domains

at different forces shown in figure 4.10(c) and (d).

Figure 4.9 indicates that folded protein’s response starts to contribute to stiff-

ness measurement when force on it exceeds ∼ 95 pN. This matches well with force

required to make the transition from native to mechanical intermediate [6, 11, 12].

It suggests that our measurement of viscoelasticity is that of the folded interme-

diate, which is soft. The domains remain in the native state below ≈ 95 pN. In

this region, which is not shaded in gray in figure 4.3, the data fits wlc behavior. It

indicates that in this region folded domains in the native state are too stiff to make

any discernible effect on tip amplitude. It is fully elastic having immeasurably high

stiffness compared to the unfolded chain. Under the loading force F, the mechanical

intermediate’s stiffness increases slightly with force, whereas the friction coefficient

does not show any appreciable change.
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Figure 4.10: a)The integration of stiffness-extension (continuous blue line) provides

force-extension plot ( continuous red line). The vertical dotted line indicates de-

viation of stiffness-extension from the wlc model fit (continuous green lines). Its

intersection with force-extension gives force at which, stiffness has a contribution

from folded domains. b) Bar plots of force where transition occurs and the force

required to unfold a domain completely (N: Native and I: Intermediate). The de-

viation kicks-in when force exceeds 95 ± 16 pN. The force required to unfold the

domain completely is 161 ± 25 pN. These values match with force needed to push

domains of (I-27)8 into the intermediate and then unfold it completely[6]. The mean

force required to unfold a domain completely, is ∼ 200 pN in static pulling experi-

ments. It is ∼ 160 pN in our experiments due to the energy provided to it through

oscillations. c) stiffness kf and friction coefficient γf of a single folded domain at

different forces F . The plots provide viscoelastic characterization of single folded

intermediate. The data points in the same colour are from the analysis of same

unfolding peak. The data is pulled together from many different profiles similar to

the one shown in figure 4.2
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4.8 Discussion

It has not been possible to measure viscoelastic response of single folded protein

using AFM, a technique at the forefront of pulling single proteins. The conventional

deflection detection scheme, used to measure cantilever response, records cantilever

bending as opposed to displacement in our experiments. It is important to operate

off-resonance in order to avoid the stiffness change in the molecule affecting the

phase, which produces measurement artefacts. The bending signal measured with

deflection detection scheme is immeasurably low in off-resonance operation.

It is possible to estimate Young’s modulus G and the viscosity η from the mea-

surement of stiffness and friction coefficient using dimensional analysis argument.

G = k × L/A, Where L is length, A is the cross sectional area of the object and

k is its stiffness. Since we do not know the orientation of protein, taking it to be

a cube of side 4 nm, results in an estimate of G ∼ 0.2 GPa. Note that the native

state has an even higher value of G. Gglass is ∼ 50 GPa and Gsteel is ∼ 200 GPa.

For the estimate of η, we take an object of
√
bd moving in a medium of viscosity

η. d is extension in the folded domain. γ = 6πη
√
bd; η ∼ 150 Pa.s. This is in

the same order with earlier estimates by group of Hansma from tip relaxation on

Lysozyme[16], however a factor of ∼ 105 times higher than the ones estimated from

folding-refolding experiments [17], which Wang and Zocchi attributed to shear thin-

ning, η ∼ 1/ω2 [18]. It is likely that, using the folding rate dependence on solvent

viscosity, one measures internal friction of the transition state, rather than that of

the folded structures, as in this work.

Considering the folded intermediate as a viscoelastic element, its relaxation time

is τ = γf/kf ≈ 10 µs. The dissipation of energy by intermediate at µs timescales

suggests that the oscillatory perturbation provided to reaction co-ordinate couples

with a slowly relaxing mode. The all-atom simulations have shown that structural

relaxation processes involving the protein backbone are in the microsecond time

scale[19]. The high stiffness and lack of dissipation of the native state suggest that,

in this case, modes coupled to the reaction coordinate relax much faster. This
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drastic change in dynamics by merely breaking the hydrogen bond network between

strands A and B, keeping the structure otherwise intact, is an intriguing new aspect

of protein dynamics.

It has been shown in pulling experiments that transition from native to mechan-

ical intermediate of I-27 does not depend on temperature or pulling speed, whereas

the unfolding force of the intermediate shows this dependence clearly[11, 12]. Based

on this, it has been argued that energy landscape of the intermediate is rugged

whereas the native state of I-27 works as a force buffer to protect it from large

physiological forces[11] . Our measurements are consistent with these findings. We

do not see any dissipation in the folded native state and stiffness drops from an

immeasurably high value to ∼ 100 pN/nm as the protein transitions from native to

mechanical intermediate accompanied by dissipation, indicating ruggedness.

Borrowed from the theory describing amorphous glassy systems[20], the energy

landscape description used in the study of protein’s folding-refolding dynamics is

empirically successful, at least for small proteins. However, this community debates

the question - to what extent the projection of multi-dimensional landscape onto a

single reaction co-ordinate is accurate[21]. The success of one dimensional picture

relies on the separation of fluctuation time-scales of the chosen co-ordinate with the

rest[21].We have provided the first direct observation of internal friction in a folded

state through stress-strain analysis. Our measurement scheme provides a direct test

of such coupling between the end-to-end distance co-ordinate and other dimensions

in the reduced, multidimensional protein landscape. The internal friction measured

here is a result of energy loss in driving the folded state through many of its substates

and it may provide useful insights into the inter-conversion rates[22]. The observed

dissipation in our experiments is not possible unless the end-to-end distance reaction

coordinate, which is modulated by the tip at ∼ 2 KHz is coupled to slowly relaxing

backbone dynamics[19]. The forced oscillations of end-to-end distance at ∼ ms

timescale results in dissipation through such coupling.

The protein of choice in our experiments is not only a paradigm in pulling ex-

periments, but also provides us a native elastic state and a viscoelastic mechanical
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intermediate in one experiment. We show here that only the network of hydrogen

bonds between β strands A and B decide the fate of mechanics governing IgG do-

mains. The domain behaves like a Hookean solid, having no dissipation with the

network intact, whereas it has viscous elements, if the network is broken. Under-

standing effects of such local changes on global properties of folded macromolecules

are crucial for unraveling the mechanism of allostery[23, 24].

While our stiffness measurements match well with previous efforts[25, 26], the

friction coefficient of single protein’s folded state are not yet measured. We dis-

cuss new possibilities opened with this ability. Internal friction implies a rough

energy landscape and slow dynamics due to frustration. Our direct measurement

of dissipation also reveals that intermediate state is frustrated. It allows estimate

of effective diffusion coefficient through Stoke-Einstein relationship D = KBT/γ,

where γ is the friction coefficient. From our measurement of γ for the intermedi-

ate, the diffusion coefficient is D = (1.94 ± 0.05)× 103 nm2/s. It is possible to

estimate ruggedness (ϵ) by using Zwanzig relationship and measuring D at two dif-

ferent temperatures[27]. Secondly, using our experimental scheme , where the folded

state is driven out of equilibrium, the rupture-forces distribution along with energy

dissipation to maintain the non-equilibrium state can be used to extract information

about the dynamics of slow processes[22], which are poorly understood at present.

In conclusion, we simultaneously and directly measure stiffness and internal fric-

tion of single folded protein domain for the first time. In particular, we find that

beyond a threshold force, the IgG domain of titin moves from an elastic solid-like

native state to a viscoelastic mechanical intermediate, which dissipates energy, pro-

viding the first direct evidence of internal friction. The capability demonstrated in

our experiment provides hope of relating mechanics to chemical details at the level

of single bonds by coupling this type of measurement to suitable single-molecule

optical spectroscopy, such as Förster Resonance Energy Transfer.
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CHAPTER

FIVE

SIMULATIONS

5.1 Introduction

In the previous chapters, the entire analysis and modelling assumed linear response

of the system. The linear response theory assumes that for low driving amplitudes

the response of the system can be approximated by its equilibrium response function.

For a protein that is modelled as a kelvin-voigt element, the maximum information

one can extract from this is the stiffness and the friction co-efficient. Furthermore,

the response function of the system becomes independent of the driving amplitude

when assuming linear viscoelasticity. Therefore, changes in properties of the system

due to increasing amplitude cannot be explained in the framework of linear response

theory.

In this chapter we will be briefly discussing the framework we are currently devel-

oping to interpret the experimental results in terms of the intrinsic rates and energy

landscape parameters. The model is inspired form the recent work by Degunther et.

al. [1], where they have they have identified the phase sift in periodically driven non

equilibrium systems and also come up with its bound. The dynamics modelled as a

continous time markov jump process, will help us gain insight into the microscopic

origin of viscoelasticity observed in the experiments.

133
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5.2 Two State Model

We start with the simplest of the underlying energy profiles, with a stable state and

a metastable state having E0 and E1 energies located at x0 and x1 respectively as

shown in figure 5.1. The two minimas are separated by a barrier of energy B located

at the position xb. The distance between the two minimas L is given by x1 − x0.

Figure 5.1: Schematic showing the energy profile

We now introduce a parameter α that is the ratio of the distance between the

stable state and the barrier to the the distance between the two minimas.

α =
xb − x0

x1 − x0

(5.1)

=
xb − x0

L
(5.2)
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The distances can be expressed in terms of the parameter α as

xb − x0 = αL (5.3)

x1 − xb = (1− α)L (5.4)

This parameter can take values in the range (0, 1) and depicts the where the

barrier lies in the potential on the x-axis. For instance, α = 0.5 indicates the barrier

lies at the midpoint of the distance between the two minimas.

The drive or the control parameter that takes the system out of equilibrium is

the location of the base of the cantilever. As mentioned earlier there are two parts

it. Firstly, the quasistatic pulling part, that increases the separation between the

base of the cantilever and the substrate given by λz. Secondly the oscillatory part

that drives the base of the cantilever in an oscillatory manner, given by λ0 sinωt .

The drive can then be wriiten as

λ(t) = λz + λ0 sinωt (5.5)

The rates between the two states without the control parameter are given by

k10(t) = k0 exp−β(B − E0) (5.6)

k01(t) = k0 exp−β(B − E1) (5.7)

where k10 and k01 represent the rate going from the state 0 to state 1 and state 1

to state 0 respectively. The timescale of the jumps between the states is set by the

prefactor k0.

The control parameter when acting on the protein changes its energy landscape,

due to it being time dependent the instantaneous rates can be written as

k10(t) = k0 exp−β((B −∆B(t))− (E0 −∆E0(t)) (5.8)

k01(t) = k0 exp−β((B −∆B(t))− (E1 −∆E1(t)) (5.9)

The oscillatory nature of the drive results in modulation of the energy of the

minimas and the barriers. The protein is tethered to the cantilever with the help
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of a linker, with the linker being a non-linear spring. The force on the protein can

be calculated by integrating the combined stiffness of the cantilever and linker with

respect to the position of the base. This force multiplied by the location of the state

gives us the change in its energy, which are expressed as

∆B(t) = xb

∫ λz+λ sinωt

0

keff (u)du (5.10)

∆E1(t) = x1

∫ λz+λ sinωt

0

keff (u)du (5.11)

∆E0(t) = x0

∫ λz+λ sinωt

0

keff (u)du (5.12)

where keff is the combined stiffness of the cantilever and the tether.

The individual rates can be broken down in the following way.

k10(t) =
[
k0 exp−β(B − E0)

]
exp β(∆B(t)−∆E0(t)) (5.13)

k01(t) =
[
k0 exp−β(B − E1)

]
exp β(∆B(t)−∆E1(t)) (5.14)

The terms in the square brackets represents the rates in absence of the control

parameter, ie, their equilibrium value.

Using equations 10, 11 and 12 to substitute the values of the changes in energy,

the rate equations can be written as

k10(t) =
[
k0 exp−β(B − E0)

]
exp β(αL

∫ λz+λ sinωt

0

keff (u)du) (5.15)

k01(t) =
[
k0 exp−β(B − E1)

]
exp β(−(1− α)L

∫ λz+λ sinωt

0

keff (u)du) (5.16)

Finally, instantaneous values of the time dependent rates can be expressed as

k10(t) = k0
10 exp β(αL

∫ λz+λ sinωt

0

keff (u)du) (5.17)

k01(t) = k0
01 exp β(−(1− α)L

∫ λz+λ sinωt

0

keff (u)du) (5.18)

Where k01 and k10 are the equilibrium rates and are given by

k10 = k0 exp−β(B − E0) (5.19)
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k01 = k0 exp−β(B − E1) (5.20)

Furthermore, the instantaneous rates follow local detailed balance

k10(t)

k01(t)
= exp−β(E1(t)− E0(t)) (5.21)

The equation 5.17 and 5.18 give us the time-dependent rates. To proceed further,

one way is to find the find the probability evolution of the system using the master

equation . However, solution to the master equation with time dependent rates is

hardly possible even with simple rate equation. In our case the forcing is highly

nonlinear, due to which the probability evolution of the states cannot be found

analytically.

There are four parameters in the model, α depicting asymmetry in the potential

along x axis, the distance between the two states L and the equilibrium rates k0
01

and k0
10. One could simulate the system with a Dynamic Monte-Carlo algorithm

with the experimental parameters and see how the changes in the underlying energy

landscape parameters change the resultant trajectories.

5.2.1 Dynamic Monte-Carlo Simulation

The Dynamic Monte-Carlo scheme is based on the method developed by Prados

et. al. [2] for simulating master equations with time dependent rates. The steps

followed to simulate the system are the following

Algorithm

1. The n number of proteins are initialised by choosing a state according to their

equilibrium distribution. The equilibrium distribution of each protein is given by

Pi =
kij

kij + kji
(5.22)

in our case there are just two states 0 and 1.

2. n random numbers are generated in the range (0,1). The n random numbers

are used to calculate the transition time for the n proteins to make a transition from

their occupied state. The transition time used to calculate for each protein can be
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obtained by numerically solving the following integral equation for τ .

−ln(x) =

∫ t0+τ

t0

kii(t)dt (5.23)

where x is the random number, t0 is the simulation time starting from zero for the

first iteration, τ is the transition time, kii is the rate of going out from the occupied

state for the protein.

Figure 5.2: Flowchart for the simulation algorithm

The instantaneous value for the numerical calculation is obtained from equation

5.17 or 5.18 depending on the state a protein occupies. The parameters k0
01, k

0
10, L

and α are initialised beforehand. Other parameters like keff are calculated from the

cantilever stiffness and the experimentally obtained contour lengths.

3. The transition time τ obtained for each of the n proteins is compared and the

one with the least transition time value is made to flip its state.



CHAPTER 5. SIMULATIONS 139

4. The state variables are updated and the simulation time t0 is advanced by

adding the transition time of the state flipped to its previous value.

5. The process is started over again from step 2 and continued until the simula-

tion time t0 reaches the desired value.

5.2.2 Preliminary Trajectories

Figure 5.3 shows trajectories generated with experimental parameters. The simu-

lations are performed with parameters from the experiments. The drive frequency

ω = 2000 kHz, amplitude λ0 = 1 nm, contour length for the linkers Lc = 65 nm

and cantilever stiffness kc = 800 pN/nm. The energy landscape parameters taken

are as k0
10 = k0

01 = 500 s−1, L = 0.2 nm and α = 0.25 or α = 0.75 for the two

separate cases. For the simulation shown in the figure the system is pulled upto a

length of λz = 35 nm. The simulations are run for a period of 30 ms.

The bar plot shows the fraction of time the end to end distance of the polyprotein

spends at a particular value. To make conclusive remarks on the trajectory, such

simulations have to be repeated hundred of times to get proper statistics. In these

trajectories for the driven cases the fraction of time spent at a particular length

changes from its value when it is not driven. The type of behaviour seen here, is

also dependent on the parameter α in the potential. With repeated simulations,

one can obtain the evolution of the end to end distance probability distribution of

the polyprotein. With this distribution, it opens up possibilities of quantifying the

phase lag in the response with respect to the drive drive signal and also how far it

is from equilibrium due to the drive. The complexity in the analysis is due to the

fact that the rate variation of each state is dependent on the linker elasticity which

changes every time a domain makes a transition.

Further analysis and simulations are to be performed for different number of

folded domains n, rates k0
01 and k0

01, and the pulled distance λz.
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Figure 5.3: a),b) and c) depict the trajectories obtain for parameters discussed in

the text. 0 and α1 represent the asymmetry parameter and subscript represent the

0 and 1 nm driving amplitude respectively. d) e) and f) are the bar plot showing

fraction of time the end to end distance of the polyprotein spends at a particular

length during the simulation.
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CHAPTER

SIX

CONCLUSION & FUTURE DIRECTIONS

The debate around measuring friction coefficient of single polymer chains using AFM

is almost about 2 decades old. After realizing the potential of AFM technique to

measure the force required to rupture single bonds and unfold single domains of

proteins, it was also put to use to measure the internal friction of single molecules

[1–4]. These experiments in the early years reported friction coefficients of unfolded

chain to be of the order ∼ 10−6kg/s . It yielded diffusion coefficient, which were five

orders of magnitude smaller than those obtained with optical techniques, such as

FRET. Berkovich et al. [5] provided an explanation for this discrepancy by arguing

that the cantilever or the probe to which, the molecule is tethered, relaxes much

slower than the molecule itself. Hence, the diffusion coefficient is largely determined

by the probe relaxation, which in turn depends on its size. Stiff cantilevers (with

higher Q) relax much faster, however they can not be used in static force clamp

measurements similar to the one performed by Berkovich et al. due to their reduced

sensitivity to force. The interferometer based AFM has revealed that the friction

coefficient of unfolded chain is immeasurably low[6] and that of folded domains can

now be measured in a quantitative manner[7].

The successful measurement of viscoelasticity of single molecules has implica-

tions for many topics in biophysics. We discuss few of them in this section. Some
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proteins are known to exhibit functional heterogeneity[8, 9]. This means that there

are host of conformations capable of delivering distinct functions. One of the least

understood aspects of this functional heterogeniety is the inter-conversion rates be-

tween these states[10]. The dynamics of interconversion, particularly, the time scale

is crucial for understanding protein function. Using interferometer-based dynamic

AFM, one is able to measure phase lags and thereby energy lost in each cycle, as the

protein is periodically driven over its many states. It is possible to do these mea-

surements over a range of frequencies. This opens up the possibility of extracting

slow interconversion rates between sub-states.

Another direct impact of successful characterization of viscoelastic properties

of single proteins is on deciphering the function of mechanosensitive proteins, such

as immunoglobulins of titin, talins, spectrins and cadherins. Often, the tension

in the folded state is responsible for transmission of force. For instance, inside

the inner ear, opening of ion channel to produce action potential as a response to

sound waves, involves modulation of tension in a cadherin complex called tip-link[11].

Mapping of viscoelasticity parameters of protein domains modelled as soft solids will

provide insight into which site specific mutations are responsible for diseases. In this

sense, dynamic AFM serves as a tool to identify the actual alteration in mechanical

properties, such as its elasticity and viscosity, due to mutation.

Molecular bonds, such as those between ligand and receptors, are of the most

intriguing kind. Sometimes they exhibit counter-intuitive properties such as becom-

ing stronger under force. Catch bonds play a central role in most biological adhesive

interactions that has to survive tensile force on it[12]. Dynamic AFM offers a cru-

cial advantage of mapping the bond’s viscoelastic response and comparing it with

slip bonds. Direct and simultaneous mapping of viscous and elastic component may

provide insight into unraveling physics of catch-bonds.

The ability to pick up and manipulate single molecules and measure the rupturing

force distributions under varying loading rates is utilized in providing experimental

confirmations of many theoretical ideas in non-equilibrium statistical physics. For

instance, a time-dependent periodic driving of fluctuating non equilibrium system
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produces a phase lag between the response and drive [13, 14]. The dynamic AFM

has now been successful for the first time in providing direct and artefact-free mea-

surements of such a phase lag. Further, by controlling the speed of forcing this lag

can be reduced or enhanced. The phase lag observed in case of I-27 immunoglobu-

lins of titin, thus not only gives internal friction coefficient using the the framework

of linear response theory, but also can be used to verify some claims in theoretical

work carried out so far in this field.
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