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Abstract

We derive the causality and unitarity constraints on dimension 6 and dimension 8 Gluon

field strength operators in the Standard Model E↵ective Field Theory (SMEFT). We use

the ‘amplitude analysis’ i.e. dispersion relation for 2 ! 2 scattering in the forward limit,

to put bounds on the Wilson coe�cients. We show that the dimension 6 operators can ex-

ist only in the presence of certain dimension 8 operators. It is interesting that the square

of the dimension 6 Wilson coe�cients can be constrained in this case even at the tree

level. We also successfully rederive all these bounds using the classical causality argument

that demands that the speed of fluctuations about any non-trivial background should not

exceed the speed of light. We also point out some subtleties in the superluminality anal-

ysis regarding whether the low-frequency phase velocity can always be used as the rele-

vant quantity for Causality violation. We also explore Bell inequality violation for 2 ! 2

scattering in E↵ective Field Theories (EFTs) of photons, gluons, and gravitons. Using

the CGLMP Bell parameter (I2), we show that, starting from an appropriate initial non-

product state, the Bell inequality can always be violated in the final state (i.e.,I2 > 2) at

least for some scattering angle. For an initial product state, we demonstrate that abelian

gauge theories behave qualitatively di↵erently than non-abelian gauge theories (or Grav-

ity) from the point of view of Bell violation in the final state: in the non-abelian case, Bell

violation (I2 > 2) is never possible within the validity of EFTs for weakly coupled UV

completions. Interestingly, we also find that, for a maximally entangled initial state, scat-

tering can reduce the degree of entanglement only for CP-violating theories. Thus Bell vio-

lation in 2 ! 2 scattering can, in principle, be used to classify CP conserving vs violating

theories.
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Introduction

It is well known that dynamics at very high energy scales or short distances are irrelevant

to describe low energy or long distance phsyics, i.e. very di↵erent energy scales are ‘decou-

pled’ from each other. For example, we don’t need to know the fine details of nuclei to un-

derstand the properties of electronic energy levels in atoms. It’s mainly on this idea that

the framework of E↵ective Field Theory (EFT) is built (see [1, 2] for a review), in which

we are agnostic of the UV physics inaccessible to us and construct the Lagrangian for the

low energy (IR) theory in terms of some physical cut-o↵ energy scale (⇤). The Lagrangian

for the EFT, a priori, must contain all the possible operators consistent with the symme-

tries of the theory e.g., Lorentz invariance and gauge invariance, and the coe�cients of

these operators can have arbitrary values. However, it has been shown in recent years that

sacred principles like relativistic Causality and Unitarity do impose non-trivial constraints

on these coe�cients and carve out the allowed parameter space [3, 4]. This is interesting

also phenomenologically since it leads to enhanced statistical power for experiments sensi-

tive to these operators because one can incorporate IR consistency bounds into the prior

probability distribution.

One of the first attempts in this direction due to [5, 3] (which we refer to as the ‘ampli-

tude analysis’) exploits well-established fundamental principles like micro-causality (lead-

ing to analyticity [6, 7]) and unitarity of the S-matrix to constrain the EFT parameter

space. This involves using dispersion relations for 2 ! 2 scattering amplitudes in the

forward limit. The ‘amplitude analysis’ has successfully given linear positivity bounds on

dimension 8 operators in a variety of theories but hasn’t had much success with dimen-

sion 6 operators1 containing 4 fields; although, one can derive certain sum rules [9, 10, 11].

The reason for this lack of success is the fact that for such an operator, the scattering am-

1See recent developments made to constrain dim6 operators using S-matrix Bootstrap methods [8].
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plitude grows as the Mandelstam variable s at the tree level. However, in this thesis, we

show that it’s possible to constrain the square of the coe�cient of dimension 6 operators

containing 3 gluon fields w.r.t those of dim 8 operators. Such an operator appears in the

SMEFT. Similar positivity bounds for the electroweak gauge bosons were obtained in [12].

A lot of e↵ort has been focused on constraining the parameter space of SMEFT using var-

ious methods (see, for example, [12, 13, 14, 15, 16] and the references therein), since it is

and will be the main aim of present and future particle physics experiments to measure

these coe�cients. Also, verifying whether the experimentally measured coe�cients satisfy

our theoretical constraints allows us to test fundamental properties of the UV theory such

as locality and Lorentz invariance up to very high energies through experimental signa-

tures at accessible scales [16].

The other method often employed to put constraints on the Wilson coe�cients is based on

the classical causality argument [3]. One demands that the propagation of perturbations

over any non-trivial background should respect causality i.e. the speed of signal propaga-

tion should not be superluminal [3, 4, 17, 18]. It is well known that if the wavefront veloc-

ity i.e. infinite frequency limit of the phase velocity is (sub)luminal then causality is pre-

served. Naively, one might conclude that it is not possible to put constraints on the EFT

coe�cients since the EFT is valid, by definition, in the low-frequency regime i.e. !/⇤⌧ 1.

However, one can instead consider signal velocity (for a precise definition, see [19]) which,

for non-dispersive mediums (the case of our interest), is equal to the group/phase velocity.

Thus, the low frequency group/phase velocity can be directly associated with causality ob-

viating the need to take the high-frequency limit. One can also use analyticity in the form

of the Kramers-Kronig relation [20], which, for dissipative backgrounds, demands that the

phase velocity cannot decrease with increasing frequency [20, 4]. Therefore, the superlu-

minal phase velocity in the EFT can be associated with causality violation. However, in

general, it is not very clear how one can determine the dispersive properties of the back-

ground medium, which is essential in the usefulness of the Kramers-Kronig relation. We

will discuss this in some more detail in section 2.2.

It is not always necessary that small superluminal low energy speed violates causality as

the observations detecting causality violation may turn out to be unmeasurable within the

valid regime of EFT [18, 21]. Therefore for generic EFTs, particularly gravitational ones,

scattering phase shift or time delay is perhaps a better probe to detect causality violations

[22, 23]. However, for homogeneous backgrounds (as considered in this paper) signals can
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be allowed to propagate over large distances, and in that case, even the small superlumi-

nality can be detected within the EFT regime. Therefore, using this method one can try

to rederive or even hope to improve the bounds on EFT coe�cients obtained by the ‘am-

plitude analysis’.

We would like to stress that, a priori, it is unclear if the two methods always provide the

same constraints (or equivalently, whether using any one of them is enough to maximally

constrain the space of EFTs), as naively, they don’t seem to be related at all. One is purely

based on the classical causality of wave propagation and another on scattering amplitudes

which relies on Unitarity, and Froissart bound in addition to micro-causality (the two

methods could be somewhat related since the classical causality analysis secretly might

also depend on analyticity in the form of Kramers-Kronig relation [4] and unitarity (for

dissipative mediums) however, the connection is unclear, as we discuss in section 2.2).

For the classical causality/superluminality analysis, we also point out some subtleties that

arise when mass-like terms exist in the dispersion relation. We show, in the particular case

of the chiral Lagrangian, that this may lead to deviation from strict positivity. However,

in the case of gluonic operators, we demonstrate the mass-like terms can be removed by

choosing particular configurations of non-trivial background and polarization of pertur-

bation. This helps us derive constraints on the Wilson coe�cients of gluonic operators by

demanding subluminal phase velocity as our measure for causality. We show that the su-

perluminality analysis for dim6 and 8 gluonic operators, in a nontrivial way, reproduces all

bounds that we obtain from the ‘amplitude analysis’. This is the novel and main result of

our work. Finally, we mention a non-relativistic example following [24], where superlumi-

nality gives stronger bounds than the amplitude analysis. From the examples given in our

work, one can gather that one should use both analyses whenever possible in order to get

the maximum amount of information on an IR e↵ective theory2.

Another quantum phenomenon that has recently caught the attention in the context of

EFTs is entanglement. Entanglement is a unique relationship between two or more parti-

cles, where their states are correlated in such a way that a measurement performed on one

particle instantly influences the other particle, regardless of the spatial separation between

them. This correlation poses a challenge to the principle of local realism, which asserts

that the properties of a state are determined by its local environment. In 1964 [26], John

2For fermions, it is unclear how one can implement the superluminality analysis. However, the ‘ampli-
tude analysis’ can still be carried out [25].
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Bell derived a set of inequalities - commonly known as Bell inequalities - for the correlated

expectation values that must be satisfied by a local deterministic theory. However, quan-

tum mechanics predicts that the Bell inequalities can be violated for certain correlated

expectation values, which has also been experimentally verified [27, 28, 29, 30]. These ex-

periments have played a critical role in establishing quantum mechanics as a fundamental

theory of nature.

Entanglement can have significant implications for our understanding of spacetime and

information in quantum field theory (QFT) [31, 32]. However, very little is known and ex-

plored about the Bell inequalities in the context of QFT [33]. Recently, the interest has

been revived after it has been shown that the Bell inequalities can be violated experimen-

tally by the entangled top-quark pairs produced at the LHC [34, 35, 36, 37]. More work

along this line has shown that it is possible to experimentally measure Bell violation for

hyperons [38] and gauge bosons from Higgs boson decay [39, 40] as well.

These observations have motivated the study of entanglement in 2 ! 2 scattering in high

energy physics [41, 42, 43], particularly in the context of E↵ective Field Theory (EFT)[44,

45, 46, 47]. The existence of higher dimensional operators in an EFT can modify the de-

gree of entanglement in the final scattered states, which might act as a possible probe of

new physics. If we experimentally observe Bell violation in 2 ! 2 scattering for a particu-

lar initial state, then we can directly constrain the corresponding EFT by quantifying the

degree of entanglement in the final scattered state. However, a priori, it is not very clear

which initial state can be used to probe the quantum nature of the theory and demand

Bell violation.

In this work, we consider the CGLMP Bell parameter (I2) [48] as the measure of entan-

glement in the states (to our knowledge, this was used in the context of EFT first in [46]).

For local hidden variable theories, |I2|  2, however, this inequality can be violated by

quantum theories as shown in section 3.1. Therefore, the CGLMP Bell parameter can be

used to distinguish between the local hidden variable theories and the quantum theories.

We consider the initial states for 2 ! 2 scattering such that the CGLMP parameter cor-

responding to them (I2i) satisfies |I2i|  2. In other words, the CGLMP parameter for the

initial state can, in principle, be explained by a local hidden variable theory, and it does

not call for a quantum mechanical origin. We use this condition with the motivation that

we want to probe the quantum nature of a theory only through the scattering process, i.e.,
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whether unitary evolution can increase the degree of entanglement beyond I2 = 2. We

then calculate the allowed EFT parameter space for which we can observe Bell violation at

some energy (within the validity of the EFT regime) and scattering angle.

In this thesis, we first give a brief overview of the concepts and tools used in the work.

We then present the main results obtained during the thesis which are mainly reproduced

from [49] and [50]. We finally conclude with summary of our results and future outlook.
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Chapter 1

Preliminaries

While numerous concepts from Quantum Field Theory (QFT) are relevant to this thesis,

it is impractical to summarize all of them in a single chapter. Nevertheless, this chapter

provides a review of some important concepts. For a more comprehensive understanding,

the primary sources are [51, 52]:

1.1 S-matrix and Scattering Amplitude

In quantum field theory, particles are treated as excitations of a field that pervades all of

space-time. When particles interact, they exchange energy and momentum, which causes

their behavior to change. The S-matrix describes this behavior change by relating the sys-

tem’s initial and final states. The S-matrix is defined as

hf |S |ii
Heisenberg

= hf ;1|i;�1iSchrödinger (1.1)

In the Schrödinger picture representation, the states evolve in time, however, in the Heisen-

berg picture, we put all the evolution in an operator, leaving the states alone. When the

initial and final states are momentum eigenstates that we evolve from t = �1 to t = 1,

the time evolution operator is given by the S-matrix. The S-matrix is defined assuming

that all the interactions that change the state happen in a finite time interval, i.e., the

states are free of interaction at asymptotic times, t = ±1.
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We can explicitly get the form of S-matrix by expanding the initial and final momentum

eigenstates in terms of creation (a†
p
(t)) and annihilation (ap(t)) operators which create and

annihilate particles, respectively, with momentum p at time t. Since the fields can also be

written as a sum over creation and annihilation operators, we can express the S-matrix in

the form of fields. Under the assumption that all interactions happen in a finite interval,

we can write the S-matrix as

hp3 · · · pn|S|p1p2i =
⇥
i
R
d4x1e�ip1x1 (⇤1 +m2)

⇤
· · ·
⇥
i
R
d4xneipnxn (⇤n +m2)

⇤

⇥h⌦ |T {� (x1)� (x2)� (x3) · · ·� (xn)}|⌦i ,
(1.2)

This is the LSZ reduction formula where |⌦i is the ground state and time-ordering oper-

ation T{...} indicates that all field operators should be ordered such that those at later

times are always on the left of those at earlier times. Now we need to calculate the time-

ordered correlation function of fields to get the elements of the S-matrix. By going to the

interaction picture, which is an intermediate representation of Schrödinger and Heisenberg

picture, the time-ordered correlation function of fields can be written in terms of time-

ordered correlation of free fields, free vacuum, and interaction term in the Lagrangian.

h⌦ |T {� (x1) · · ·� (xn)}|⌦i =

D
0
���T
n
�0 (x1) · · ·�0 (xn) e

i
R
d
4
xLin |�0]

o��� 0
E

⌦
0
��T
�
ei

R
d4xLin [�0]

 �� 0
↵ . (1.3)

The expansion of the r.h.s of the above equation gives n-point time-ordered correlation

function of free fields. Wick’s theorem tells us that it is given by a sum over all possible

ways in which all the fields in the correlation function can be contracted with each other.

For example, h0|T {�0 (x1)�0 (x2)} |0i is given by the DF (x1, x2) = D12 which is the prop-

agator. These contractions can be represented by Feynman diagrams, where vertices rep-

resent points where the correlation function is evaluated, and the lines correspond to the

propagators. The denominator in eqn(1.3) cancels all the bubble diagrams, connected sub-

graphs that do not involve any external point, in the numerator. Moreover, the ⇤ + m2

in the LSZ reduction formula cancels the propagator connecting the external vertex to an

internal vertex which allows us to take external lines to be on-shell one-particle states.

When there are no interactions, the S-matrix is simply given by the identity matrix 1,

therefore it can be written as

S = 1 + iT

12



where T , the transfer matrix, describes the deviation from free theory due to the inter-

actions. Since the momentum should be conserved in any interaction, we can write T =

(2⇡)4�4(
P

pi)M. We usually refer to M when we talk about scattering amplitudes which

can be calculated from Feynman diagrams using the Feynman rules.

1.2 Unitarity

Unitarity has a lot of significant implications in Quantum Field Theory. Unitarity in a

very simple language means that the probabilities should add up to 1. The condition of

unitarity also forces the physical states in the Hilbert space to transform in unitary irre-

ducible representations of the Poincaré group. In Schrödinger picture, the unitarity de-

mands that the probability should be conserved,

h ; t| ; ti = h ; 0| ; 0i (1.4)

Since | ; ti = S| ; 0i where S is the time evolution operator, e�iHt, we get S-matrix is a

unitary matrix and H is a Hermitian matrix. The unitarity of S-matrix, S†S = 1 has a

very important implication known as Optical theorem, which relates the scattering ampli-

tude to the cross-section. We know the scattering matrix can be written as,

S = 1 + iT (1.5)

then unitarity implies that

i(T †
� T ) = T

†
T (1.6)

Also, hf |T |ii = (2⇡)4�4(
P

pi)M(i ! f) then using the completeness relation of the

Hilbert space 1 =
P

X

R
d⇧X |Xi hX| we get the generalized optical theorem,

M(i ! f)�M
⇤(f ! i) = i

X

X

Z
d⇧X(2⇡)

4�4(pi � pX)M(i ! X)M⇤(f ! X) (1.7)

In perturbation theory, the above statement must hold at each order. However, the l.h.s of

the above equation have linear terms of amplitude, whereas the r.h.s of the above equation

have amplitude squared terms. This means that the optical theorem relates the amplitude

at a given order to that at lower order. Therefore, it can relate the loop contributions to

13



the tree-level contributions.

Now if the final state is the same as the initial state i.e., |ii = |fi = |Ai, then the above

relation reduces to,

ImM(A ! A) = 2ECM|~pi|
X

X

�(A ! X) (1.8)

where we have used the formula for cross-section in the center-of-mass frame. This special

case is known as the optical theorem, which states that the imaginary part of the forward

scattering amplitude is proportional to the total scattering cross-section.
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Chapter 2

Causality and Unitarity Constraints

on dimension 6 & 8 Gluonic operators

in the SMEFT

This chapter is largely produced from [49], which was one of the original works done dur-

ing the course of this thesis.

This chapter is mainly organized as follows: In section ??, we derive positivity constraints

on dim6 and dim8 gluonic operators in SMEFT using the ‘amplitude analysis’ with an

overview of the method first. In section 2.2, we first discuss a few subtleties in the superlu-

minality analysis, followed by a demonstration that all the bounds can also be reproduced

by the superluminality analysis.

2.1 Positivity constraints from unitarity and analytic-

ity

In this section, we derive constraints on dimension 6 and dimension 8 Gluonic operators

of the SMEFT using dispersion relations for 2 ! 2 scattering amplitude. Let us first re-

view how the ‘amplitude analysis’ works to put constraints on the Wilson coe�cients of a

general EFT.
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Figure 2.1: Analytic structure of A(s) in complex s plane. The contour is symmetric
about s = 2m2 and go over branch cuts from �1 to 0 and 4m2 to 1.

2.1.1 Overview

In this section, we give a brief overview, following the discussion in the seminal paper [3],

of how the dispersion relations along with well-established principles like micro-causality

(leading to analyticity of S-matrix), unitarity, and locality, can help in constraining the

low-energy EFT parameters which from the IR side can have arbitrary values, to begin

with. We slightly modify the discussion in accordance with our work but the main under-

lying concepts are the same.

Let us consider s $ u symmetric 2 ! 2 scattering amplitude, M(s, t) for a process in

which exchanged particles or particles inside a loop are of the same mass m (or massless as

would be the case in our work), in the forward limit i.e. initial and final states are exactly

same. We define A(s) = M(s, t)|t!0 (forward limit) and take integral around contour as

shown in fig. 2.1

I =

I

C

ds

2⇡i

A(s)

(s� 2m2)3
(2.1)

where m is the mass of the exchanged particles (or regularized mass for massless exchanged

particles), and ⇤ is the energy cut-o↵ scale of EFT in consideration. It is possible that the

theory considered allows for the loops leading to branch cuts starting from �1 to 0 and

16



4m2 to +1. That is why we probe the s ! 2m2 limit instead of s ! 0 (which would be

okay in case the branch cut doesn’t go through or extend up to 0).

Now we evaluate the integral (2.1); since lim|s|!1 A(s)/|s|2 ! 0 at infinity due to the

Froissart bound (more precisely, A(s) < s ln2s) [53, 54], the integral over the arc at in-

finity vanishes and we are left just with the integral of discontinuity of A(s) across the

branch cuts,

I =
1

2⇡i

Z

cuts

ds
DiscA(s)

(s� 2m2)3

But the integral can also be evaluated in terms of the residues at the poles: at s = 2m2

and s = m2, 3m2 (due to s-channel and u-channel in exchange diagrams). Thus, we get

1

2
A

00(s = 2m2) +
X

s⇤=m2,3m2

resA(s = s⇤)

(s⇤ � 2m2)3
=

2

2⇡i

Z

s>4m2

ds
DiscA(s)

(s� 2m2)3
(2.2)

In the above equation, we have mapped the integral over the negative branch cut to the

positive one using s $ u crossing symmetry. Now, DiscA(s) = 2iImA(s) and from optical

theorem (for which initial and final states are required to be identical), we have ImA(s) =p
s(s� 4m2)�(s) where �(s) is the total cross-section of the scattering,

1

2
A

00(s = 2m2) +
X

s⇤=m2,3m2

res(A(s = s⇤))

(s⇤ � 2m2)3
=

2

⇡

Z

s>4m2

ds

p
s(s� 4m2)�(s)

(s� 2m2)3
(2.3)

For further analysis, we’ll take the s $ u symmetric A(s) to be of a particular form, which

we’ll be encountering in further sections.

We concern ourselves with operators only up to dimension 8 in the low-energy EFT and

also assume that it contains only 6 and 8 dimension operators in addition to 4-dimensional

terms. If the theory allows taking t ! 0 i.e. forward limit without causing any divergence

problem (which will be the case here) then we can write the s $ u symmetric forward

scattering amplitude at tree level as

A(s) = �+ b
m2

⇤2
+

1

⇤4
(c1s

2 + c1u
2 + c3m

4) (2.4)

+
1

⇤4

✓
c4

s3

s�m2
+ c5

s2m2

s�m2
+ c6

sm4

s�m2
+ c7

m6

s�m2

◆

+
1

⇤4

✓
c4

u3

u�m2
+ c5

u2m2

u�m2
+ c6

um4

u�m2
+ c7

m6

u�m2

◆
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Note: If we take the exchange particles to be massless, then it might not be possible to

take the forward limit, even with the regularized mass because we also need to put m ! 0

at some stage, which is one of the main problems in performing this analysis for EFTs of

gravity. Then for the massless case, either the t-channel shouldn’t exist or the numerator

in the t-channel exchange contribution should converge to 0 faster than t in t ! 0 limit

avoiding the t-channel pole problem which would be the case for our EFT in considera-

tion.

Putting (2.4) in (2.3) we get,

2

⇤4
(c1 + c4) =

2

⇡

Z

s>4m2

ds

p
s(s� 4m2)�(s)

(s� 2m2)3
(2.5)

The integrand in the r.h.s of the above equation is positive as the cross-section �(s) > 0,

which then makes the r.h.s manifestly positive. Therefore, the above equation shows that

the coe�cient of the term which goes as s2 upon taking m ! 0 limit of A(s) (l.h.s of the

above equation) is positive. The same result can be obtained by using a di↵erent contour

as shown in appendix A.3.

2.1.2 Relative bounds on dim6 and dim8 operators

It is clear from the previous section that we cannot put any constraint on the contribu-

tion that grows slower than s2. This is because for the integral to vanish over the arc at

infinity, we need minimum n = 3 in

I

c

A(s)

(s� 2m2)n
but then there is no contribution to the

residue from terms growing less than s2, preventing us from constraining them. If we take

n = 2 and even ignore the contribution from arcs at infinity, then we get the contribution

from dim 6 operators towards the residue in eqn(2.5). However, for n = 2 the integrand on

r.h.s of (2.5) takes form �(s)/s which makes the integral have a non-definitive sign. Thus,

the l.h.s also have a non-definitive sign preventing us from constraining the Wilson coe�-

cients using positivity arguments.

This is usually the case for dimension 6 operators containing four fields as their contribu-

tion to the tree level amplitude grows as s. However, if the dim6 operator also gives rise

to terms containing only three fields then one indeed gets an s2 piece through exchange

diagrams. The constraint in this case, however, is on the square of the Wilson coe�cient
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(and not on the sign). Also, dimension 8 operators containing four fields give contributions

at the same order (s2/⇤4) via contact diagrams. Thus, we produce relative bounds on dim

6 and dim8 operators. Similar bounds for the electroweak gauge bosons were obtained in

[12].

Let us now apply the above analysis for dimensions 6 and 8 Gluonic operators in the SMEFT.

The independent Gluonic operators for SU(3) as mentioned in [55] and [56, 57] are given

in table 2.1. The Lagrangian at dimensions 6 and 8 takes the following form:

X3 X4

Q(1)

G3 fabcGa⌫

µ
Gb⇢

⌫
Gcµ

⇢
Q(1)

G4

�
Ga

µ⌫
Gaµ⌫

� �
Gb

⇢�
Gb⇢�

�

Q(2)

G3 fabc eGa⌫

µ
Gb⇢

⌫
Gcµ

⇢
Q(2)

G4

⇣
Ga

µ⌫
eGaµ⌫

⌘⇣
Gb

⇢�
eGb⇢�

⌘

Q(3)

G4

�
Ga

µ⌫
Gbµ⌫

� �
Ga

⇢�
Gb⇢�

�

Q(4)

G4

⇣
Ga

µ⌫
eGbµ⌫

⌘⇣
Ga

⇢�
eGb⇢�

⌘

Q(5)

G4

�
Ga

µ⌫
Gaµ⌫

� ⇣
Gb

⇢�
eGb⇢�

⌘

Q(6)

G4

�
Ga

µ⌫
Gbµ⌫

� ⇣
Ga

⇢�
eGb⇢�

⌘

Q(7)

G4 dabcddec
�
Ga

µ⌫
Gbµ⌫

� �
Gd

⇢�
Ge⇢�

�

Q(8)

G4 dabcddec
⇣
Ga

µ⌫
eGbµ⌫

⌘⇣
Gd

⇢�
eGe⇢�

⌘

Q(9)

G4 dabcddec
�
Ga

µ⌫
Gbµ⌫

� ⇣
Gd

⇢�
eGe⇢�

⌘

Table 2.1: Dimension 6 and 8 gluonic operators in the SMEFT

L(6) =
c6
⇤2

Q(1)

G3 +
c0
6

⇤2
Q(2)

G3 ; L(8) =
c(i)
8

⇤4
Q(i)

G4

where c6, c06 and c(i)
8

are dimensionless Wilson coe�cients and ⇤ is the UV cut-o↵ for the

EFT. The above-mentioned dimension 6 operators have parts that contain three fields and

three derivatives, e.g., fabcF a⌫

µ
F b⇢

⌫
F cµ

⇢
in Q(1)

G3 . Also, dimension 8 operators have parts con-

taining four fields with four derivatives, e.g.,
�
F a

µ⌫
F bµ⌫

� �
F a

⇢�
F b⇢�

�
in Q(3)

G4 . Both kinds of

terms give s2/⇤4 growth in the amplitude, the former via an exchange diagram and the

latter via a contact diagram. Therefore as discussed above, using the ‘amplitude analysis’

we can constrain squares of c6 and c0
6
relative to c(i)

8
.

We calculate scattering amplitude for gg ! gg, written explicitly as

|p1, ✏1, a; p2, ✏2, bi ! |p3, ✏3, d; p4, ✏4, ei (where p’s are the momenta, ✏’s are polarizations and

Latin indices denote color of particles), at tree level getting contribution from Feynman
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Figure 2.2: Exchange diagrams (first three) get contribution just from dim6 operators ;
contact diagram gets contribution from both dim6 and dim8 but the dim6 contribution is
of order s/⇤2 as explained in the text.

diagrams in fig. 2.2. To relate the imaginary part of amplitude to the cross-section (optical

theorem), one needs to take identical initial and final states; therefore, we consider a = d

and b = e for our calculations.

Below, we just present those terms that give s2 contribution to A(s)1 , for reasons men-

tioned above.

A(s) = M(s, t)|t!0 (2.6)

=

n
9fabcfab

c

�
c02
6
� c2

6

�
+ 8�ab

⇣
c(1)
8

� c(2)
8

⌘
+ 4(1 + �ab)

⇣
c(3)
8

� c(4)
8

⌘

+ 8dabcdab
c

⇣
c(7)
8

� c(8)
8

⌘o
⇥

n
|s✏1 · ✏

⇤
2
� 2 ✏1 · p2✏

⇤
2
· p1|

2 + |s✏1 · ✏2 � 2 ✏1 · p2✏2 · p1|
2

o

� 2
n
9fabcfab

c
c02
6
� 8�abc(2)

8
� 4(1 + �ab) c(4)

8
� 8 dabcdab

c
c(8)
8

o
⇥

n
s2|✏1|

2
|✏2|

2

o

+ 4
n
9fabcfab

c
c6c

0
6
� 4�abc(5)

8
� 2(1 + �ab)c(6)

8
� 4dabcdab

c
c(9)
8

o

⇥ "µ⌫⇢�Re
n
(✏⇤

1µ
✏2⌫p1⇢p2�)(s✏1 · ✏

⇤
2
� 2 ✏1 · p2✏

⇤
2
· p1)

+ (✏⇤
1µ
✏⇤
2⌫
p1⇢p2�)(s✏1 · ✏2 � 2 ✏1 · p2✏2 · p1)

o�

It should be noted that a and b in the above expression are not contracted, they are colors

of incoming and outgoing particles whereas c (color index) and Lorentz indices are con-

tracted. For the t-channel, we get fadcf bec factor in the numerator which is zero for our

particular choice of colors, a = d and b = e. Therefore, there is no contribution from the

t-channel and we are allowed to take the forward limit without any divergence issues due

1We took help of the FeynCalc [58, 59, 60] package to verify our calculation.
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to the t-channel pole. This isn’t possible for massless theories like gravity where one gets

s2/t contribution from the t-channel.

For further analysis we work in the COM frame and we consider general complex polariza-

tions transverse to the momentum,

p1 = {E, 0, 0, E} , p2 = {E, 0, 0,�E} (COM frame)

✏1 = ✏3 = {0,↵, �, 0} , ✏2 = ✏4 = {0, �, �, 0}

Substituting momenta and polarizations in 2.6 we get,

A(s) =4
s2

⇤4

h
(2�abc(1)

8
+ (1 + �ab)c(3)

8
+ 2dabcdab

c
c(7)
8
)(|↵� + ��|2 + |↵�⇤ + ��⇤|2) (2.7)

+ (2�abc(2)
8

+ (1 + �ab)c(4)
8

+ 2dabcdab
c
c(8)
8
)(|↵⇤� � �⇤�|2 + |↵⇤�⇤ � �⇤�⇤|2)

� (2�abc(5)
8

+ (1 + �ab)c(6)
8

+ 2dabcdab
c
c(9)
8
)

⇥Re{(↵⇤� � �⇤�)(↵�⇤ + ��⇤) + (↵⇤�⇤ � �⇤�⇤)(↵� + ��)}
i

�9
s2

⇤4
fabcfab

c

h
|c6(↵� + ��)� c0

6
(↵⇤�⇤ � �⇤�⇤)|2 + |c6(↵�

⇤ + ��⇤)� c0
6
(↵⇤� � �⇤�)|2

i

where Re(z) denotes the real part of z. From the above expression we can see that con-

tribution from L(6) is always negative which means that if we don’t consider dimension 8

gluonic operators in our EFT then from dispersion relation, we’ll get

�9
s2

⇤4
fabcfab

c

h
|c6(↵� + ��)� c0

6
(↵⇤�⇤ � �⇤�⇤)|2 + |c6(↵�

⇤ + ��⇤)� c0
6
(↵⇤� � �⇤�)|2

i
� 0

which could be satisfied for arbitrary polarizations only when c6 = 0 = c0
6
. It means that

dim6 gluonic operators cannot exist without the presence of higher dimensional operators

in the SMEFT. In appendix A.2, we present another example of a dim6 operator, involv-

ing scalar and fermion, with a similar conclusion.

We get di↵erent expressions for A(s) (having s2 dependence) for di↵erent polarizations

and colors leading to multiple constraints on linear combinations of coe�cients e.g., for

a = d = 1, b = e = 2 and polarizations specified below we get the following expressions:
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p
2✏1

p
2✏2 A(s)/(s2/⇤4)

{0, 1, i, 0} {0, 1,�i, 0} (4c(4)
8

� 9c02
6
) + (4c(3)

8
� 9c2

6
)

{0, 1, 1, 0} {0, 1,�1, 0} 2(4c(4)
8

� 9c02
6
)

{0, 1, 1, 0} {0, 1, 1, 0} 2(4c(3)
8

� 9c2
6
)

{0,
p
2, 0, 0} {0, 1, 1, 0} 4(c(4)

8
+ c(3)

8
� c(6)

8
)� 9(c6 � c0

6
)2

We can only constrain the s $ u symmetric 2 ! 2 scattering amplitudes using the am-

plitude analysis. Therefore, we consider real polarizations or particular combinations of he-

licity amplitudes, such that the scattering amplitude is s $ u symmetric, to constrain the

Wilson coe�cients. In table 2.2, we list all the di↵erent constraints we get on Wilson co-

e�cients of dim6 and dim8 operators from considering di↵erent colors and polarizations.

Our constraints when considered together are stronger than those presented in [16]. They

are also consistent with the expressions obtained for Wilson coe�cients in [61] from dif-

ferent UV theories. The inclusion of the dimension 6 operators and the resulting new con-

straints are the novel results of this section.

Colors

p
2✏1 = {0, 1, 1, 0}

p
2✏1 = {0, 1, 1, 0}

p
2✏1 = {0, 1,�1, 0}

p
2✏1 = {0, 1, 1, 0}

p
2✏2 = {0, 1, 1, 0}

p
2✏2 = {0, 1,�1, 0}

p
2(A+B)✏2 =n

0,
p
A+

p
B,

p
A�

p
B, 0

o
p

2(A+B)✏2 =n
0,
p
A+

p
B,

p
B �

p
A, 0

o

a = 1, b = 8 c(3)
8

+
2

3
c(7)
8

> 0 c(4)
8

+
2

3
c(8)
8

> 0 4

✓
c(3)
8

+
2

3
c(7)
8

◆✓
c(4)
8

+
2

3
c(8)
8

◆
>

✓
c(6)
8

+
2

3
c(9)
8

◆2

a = 1, b = 2 c(3)
8

>
9

4
c2
6

c(4)
8

>
9

4
c02
6

4

✓
c(3)
8

�
9

4
c2
6

◆✓
c(4)
8

�
9

4
c02
6

◆
>

✓
c(6)
8

�
9

2
c6c

0
6

◆2

a = 1, b = 4 c(3)
8

+
1

2
c(7)
8

>
9

16
c2
6

c(4)
8

+
1

2
c(8)
8

>
9

16
c02
6

4

✓
c(3)
8

+
1

2
c(7)
8

�
9

16
c2
6

◆✓
c(4)
8

+
1

2
c(8)
8

�
9

16
c02
6

◆
>

✓
c(6)
8

+
1

2
c(9)
8

�
9

8
c6c

0
6

◆2

a = 4, b = 8 c(3)
8

+
3

2
c(7)
8

>
27

16
c2
6

c(4)
8

+
3

2
c(8)
8

>
27

16
c02
6

4

✓
c(3)
8

+
3

2
c(7)
8

�
27

16
c2
6

◆✓
c(4)
8

+
3

2
c(8)
8

�
27

16
c02
6

◆
>

✓
c(6)
8

+
3

2
c(9)
8

�
27

8
c6c

0
6

◆2

a = b = 1 c(1)
8

+ c(3)
8

+
1

3
c(7)
8

> 0 c(2)
8

+ c(4)
8

+
1

3
c(8)
8

> 0 4

✓
c(1)
8

+ c(3)
8

+
1

3
c(7)
8

◆✓
c(2)
8

+ c(4)
8

+
1

3
c(8)
8

◆
>

✓
c(5)
8

+ c(6)
8

+
1

3
c(9)
8

◆2

a = b = 4 c(1)
8

+ c(3)
8

+ c(7)
8

> 0 c(2)
8

+ c(4)
8

+ c(8)
8

> 0 4
⇣
c(1)
8

+ c(3)
8

+ c(7)
8

⌘⇣
c(2)
8

+ c(4)
8

+ c(8)
8

⌘
>
⇣
c(5)
8

+ c(6)
8

+ c(9)
8

⌘2

Table 2.2: The table contains the constraints on dim6 and dim8 operators’ Wilson coe�-
cients obtained using the amplitude analysis. ✏1 and ✏2 denote the polarizations of parti-
cles 1 and 2 respectively. The color of particle 1 is denoted by ‘a’ and that of particle 2 by
‘b’. A = 4(2�abc(1)

8
+ (1+ �ab)c(3)

8
+2dabcdab

c
c(7)
8
)� 9fabcfab

c
c2
6
; B = 4(2�abc(2)

8
+ (1+ �ab)c(4)

8
+

2dabcdab
c
c(8)
8
)� 9fabcfab

c
c02
6
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For future convenience, we will refer to a particular constraint in table 2.2 using notation

C(i, j) where i refers to the row, and j to the column no. of the table; for example, C(2, 1)

refers to the constraint c(3)
8

>
9

4
c2
6
.

The bounds in table 2.2 together significantly reduce the allowed parameter space of the

Wilson coe�cients. Interestingly, from constraint C(2,1) and C(2,2) we can directly see

that for the existence of dim6 operators we need some specific dim8 operators to be present.

For example, for Q(1)

G3 we need Q(3)

G4 to exist and for Q(2)

G3 we need Q(4)

G4 . This aspect was ap-

preciated in the case of the electroweak bosons in [12]. More bounds involving dim 8 oper-

ators can be obtained by relaxing the elastic forward scattering limit as shown in [62].

2.2 Superluminality

We saw in the previous section that assuming an EFT to have a UV-completion that is

Lorentz invariant and unitary one gets positivity constraints on the Wilson coe�cients us-

ing 2 ! 2 forward scattering amplitudes. It is well known that one can also reproduce

some of these constraints by referring only to IR physics. It turns out that arbitrary values

or signs of these coe�cients can lead to superluminal propagation of field fluctuations over

non-trivial backgrounds [3]. Therefore, instead of working with an S-matrix, we can work

with classical wave propagation to derive interesting bounds on the Wilson coe�cients by

demanding the EFT to be compatible with causality. A priori, it is not absolutely clear

whether this analysis would give weaker or stronger bounds compared to the ‘amplitude

analysis’.

In this section, we first look at the classical causality/subluminality analysis more closely;

we investigate how this analysis is modified for massive fields. We then proceed to apply

this analysis to the Gluonic operators considered in sec. 2.1.2. Let us first briefly outline

how superluminality analysis can be used to put bounds on the Wilson coe�cients by de-

manding that signal velocity cannot be superluminal.

Consider the following Goldstone Lagrangian,

L =
1

2
(@⇡)2 +

c3
⇤4

(@⇡)4 (2.8)
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Naively, it may seem that the 8-dimensional operator will not contribute to the free prop-

agation of perturbations as it is not a quadratic term. However, this is only true for trivial

backgrounds; for non-trivial backgrounds with non-vanishing derivatives one can get terms

quadratic in perturbations,

L �
c3
⇤4

(@⇡0)
2(@⇡)2 (2.9)

where ⇡0 is the background field. One has to be slightly careful in choosing a background

as it might happen that the background itself disallows wave-like (propagating) solutions

in which case it would not be possible to run this analysis. Therefore, we usually choose a

background whose scale of variation is much larger than that of field fluctuations, allowing

for wave-like solutions.

It is also important to point out that given a general dispersion relation, one cannot al-

ways directly demand phase or group velocity to be subluminal as it is well known in the

literature that they both can be superluminal while remaining in perfect agreement with

causality [63, 64, 65]. Instead, one usually demands the wavefront velocity be luminal.

However, as already mentioned in sec., one has the so-called Kramers-Kronig relation [66,

20]

n(1) = n(0)�
2

⇡

Z 1

0

d!

!
Imn(!) (2.10)

where n(!) denotes the refractive index of the medium. For dissipative mediums, one has

Imn(!) > 0 which implies that the high frequency phase velocity is larger than the low

frequency one. And since the wavefront velocity - infinite frequency limit of phase velocity

- dictates the speed of information transfer, superluminal phase or group velocity can be

related to violation of causality. However, if the medium allows for exhibiting gain (e.g.,

in the case of a Laser) then one can get Imn(!) < 0 and in that case, the low-frequency

phase velocity cannot be a statement about causality.

The situation gets even more involved if we have a mass-like term in the equation of mo-

tion. For example, take the massive Klein-Gordon equation

@2�+m2� = 0 (2.11)
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From the above eqn we get the following dispersion relation and phase velocity,

!2 = |~k|2 +m2 ; v2
p
= 1 +

m2

|~k|2
(2.12)

In this case phase velocity is not a good object to consider since vp(1)=1 (preserving

causality) while being superluminal in the low energy limit (EFT regime). The group ve-

locity on the other hand is (sub)luminal

vg =
|~k|q

|~k|2 +m2

(2.13)

It was shown in [63] that it is the group velocity which is equal to the signal velocity for

Klein-Gordon modes with real mass.

2.2.1 Massive goldstone boson

Consider the following Lagrangian

L =
1

2
(@⇡)2 +

c3
⇤4

(@⇡)4 �
1

2
m2⇡2

� J⇡ (2.14)

where J is what sources the background, with the following EOM

@2⇡

✓
1 +

4c3(@⇡)2

⇤4

◆
+

8c3
⇤4

(@⌫⇡)(@
µ@⌫⇡)(@µ⇡) +m2⇡ + J = 0 (2.15)

The linearised EOM for the fluctuations ⇠ = ⇡ � ⇡0 with @µ⇡0 = Cµ(constant) reads

@2⇠ +
8c3
⇤4

CµC⌫@µ@⌫⇠ �
4c3C2

⇤4
m2⇠ +m2⇠ = 0 (2.16)

where we have assumed that the background terms on the l.h.s are canceled by the source

J . Taking Fourier transform we get,

kµk
µ = �

8c3
⇤4

(C.k)2 �
4c3C2

⇤4
m2 +m2 (2.17)
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If the mass term is absent then subluminality demands c3 > 0 as obtained by [3]. As

mentioned in the above discussion, for a Klein-Gordon like dispersion relation it is the

group velocity that should be (sub)luminal since the group velocity is the signal velocity.

It might seem unclear whether this holds true here (since the dispersion relation is more

general here, and not exactly Klein-Gordon like). However, with the choice of a purely

space-like background, Cµ =
�
0, 0, 0, C(3)

�
, the dispersion relation takes the following form,

!2 = ak2 +m02 (2.18)

where, a = 1�
8c3C

2
(3)

⇤4 and m02 = m2

✓
1 +

4c3C
2
(3)

⇤4

◆
. This form is very close to Klein-Gordon

since the parameter a is very close to unity; therefore, one can perform the analysis assum-

ing that the group velocity is signal velocity.

We now consider the propagation of perturbations along the z-axis, then the expression for

group velocity from eqn(2.17) reads,

vg =
d!

dk
=

k +
8c3C(3)

⇤4 (C(0)! � C(3)k)q
k2 +m2 �

4c3C
2m2

⇤4 �
8c3
⇤4 (C(0)! � C(3)k)2 +

8c3C(0)

⇤4 (C(0)! � C(3)k)
(2.19)

We choose the background to be varying only in the z-direction i.e. Cµ =
�
0, 0, 0, C(3)

�
,

then demanding the group velocity to be subluminal gives

m2

k2

 
1 +

4c3C2

(3)

⇤4

!
+

8c3C2

(3)

⇤4
> 0 (2.20)

Taking the limit k � m, we can drop the second term in the parenthesis and get

m2

k2
+ 8c3" > 0 (2.21)

where, 0 < " =
C

2
(3)

⇤4 ⌧ 1. Finally, we get

c3 > �
m2/k2

8"
(2.22)

This is a ratio of two small positive quantities. Therefore, one does not get a strict posi-

tivity bound in this case from the superlumianlity analysis, unlike for the massless pions.
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However, the amplitude analysis still gives a strict positivity bound on c3 as it is unaf-

fected by the mass term.

2.2.2 Gluon field strength operators

We now attempt to derive constraints on the Wilson coe�cients of the Gluonic operators

considered in sec. 2.1.2, using the superluminality analysis. As we will see below, here we

will not need to take recourse to the Kramers-Kronig relation because we will be able to

choose backgrounds where the dispersion relation takes the simplest form i.e it is non-

dispersive:

! = v|~k| (2.23)

where v is a constant. In this case, phase and group velocities are the same and are equal

to the signal velocity. Due to the non-abelian nature of Lagrangian, here the calculations

are tedious and are given in Appendix A.1. Here, we just state the main results high-

lighting the key assumptions that went into the analysis. We’ll work with one higher-

dimensional operator at a time keeping the calculations and analysis easy to follow.

First, we’ll take dim8 operator Q(1)

G4 =
�
Ga

µ⌫
Gaµ⌫

� �
Gb

⇢�
Gb⇢�

�
in addition to the four dimen-

sional term in the Lagrangian

L = �
1

4
Ga

µ⌫
Gaµ⌫ +

c(1)
8

⇤4

�
Ga

µ⌫
Gaµ⌫

� �
Gb

⇢�
Gb⇢�

�

giving equation of motion,

� @↵G
f,↵� +

8c(1)
8

⇤4

�
2Ga

µ⌫
(@↵G

a,µ⌫)Gf,↵� +Ga

µ⌫
Ga,µ⌫@↵G

f,↵�
�

(2.24)

=� gsG
a,�⌫Ah

⌫
fafh +

8c(1)
8

⇤4
gsf

bfjGa

µ⌫
Ga,µ⌫Gb,��Aj

�

We expand Aa,µ = Aa,µ

0
+ ha,µ where we choose background Aa,µ

0
to be of a particular color

‘a’ with @⌫Aa,µ = constant; such background also solves the equation of motion (2.24). We

look at the linearised equation of motion for the perturbation ha,µ of the same color ‘a’ as
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that of the background,

�@↵@
↵ha,� +

32c(1)
8

⇤4
F a

0µ⌫
F a↵�

0
@↵@

µha,⌫ = 0 (2.25)

where color index ‘a’ is not contracted, and we’ll drop the color index for F µ⌫

0
terms which

should be assumed to have color ‘a’. Above eqn when expanded in terms of plane waves

gives,

kµk
µ = �

32c(1)
8

⇤4
(F0µ⌫✏

⌫kµ)2 (2.26)

When a similar procedure is done considering all 6 and 8 dimensional operators, we get

the following equation (color index ‘c’ is contracted but not ‘a’),

kµk
µ = �

32

⇤4

(⇣
c(1)
8

+ c(3)
8

+ daa
c
daacc(7)

8

⌘⇣
F0µ⌫✏

⌫kµ

⌘2
(2.27)

+
⇣
c(2)
8

+ c(4)
8

+ daa
c
daacc(8)

8

⌘⇣
eF0µ⌫✏

⌫kµ

⌘2

+
⇣
c(5)
8

+ c(6)
8

+ daa
c
daacc(9)

8

⌘⇣
F0µ⌫

eF0↵�✏
⌫✏�kµk↵

⌘)

If we look at the perturbations of the same color as that of the background, then we are

e↵ectively considering only the abelian part of our theory. Since there is no analog of dim

6 operators Q(1)

G3 and Q(2)

G3 in the abelian gauge theory, there is no contribution from dim

6 operators towards the wave propagation. However, we still see signs of the existence of

di↵erent gluon colors in the form of daa
c
daac factors which give di↵erent values for di↵erent

colors in consideration.

By choosing particular background and polarization for the perturbation, we can get dif-

ferent bounds on Wilson coe�cients c(i)
8

using dispersion relation (2.27). Consider the z-

axis along the direction of propagation of perturbation, perturbation of the same color

as that of background let say 1) with polarization, ✏ = {0, 1, 1, 0}/
p
2. Choose the back-

ground such that only non-zero components of F µ⌫ are F 01 = �F 10 and F 02 = �F 20 (we
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have dropped 0 from F µ⌫

0
to avoid confusion with time component), then we get

kµk
µ = �

16

⇤4

(✓
c(1)
8

+ c(3)
8

+
1

3
c(7)
8

◆
!2

⇣
F01 + F02

⌘2
(2.28)

+

✓
c(2)
8

+ c(4)
8

+
1

3
c(8)
8

◆�
k3
�2 ⇣

F02 � F01

⌘2

+

✓
c(5)
8

+ c(6)
8

+
1

3
c(9)
8

◆
!k3 (F02 + F01) (F02 � F01)

)

Now, if we take F01 = F02 then for perturbations to be causal we need

c(1)
8

+ c(3)
8

+
1

3
c(7)
8

� 0 (2.29)

which is same as the constraint C(5, 1) obtained in sec 2.1.2. Similarly by choosing dif-

ferent polarization and background, explicitly given in the table 2.3, we can reproduce

C(5, 2) and C(5, 3). Also, if instead of color 1 we choose color 4 for both background and

perturbations then we get C(6,1), C(6,2) and C(6,3).

Now to probe dim6 operators using superluminality analysis, we need to consider the

background and perturbations of di↵erent colors. This makes the analysis rather involved.

We’ll first consider operator Q(1)

G3 = fabcGa⌫

µ
Gb⇢

⌫
Gcµ

⇢
for which we have,

L = �
1

4
Ga

µ⌫
Gaµ⌫ +

c6
⇤2

fabcGa⌫

µ
Gb⇢

⌫
Gcµ

⇢

giving equation of motion,

�@↵G
f,↵� +

6c6
⇤2

f fbc@↵
�
Gc,⇢↵Gb,�⇢

�
= �gsG

a,�⌫Ah

⌫
fafh +

6c6
⇤2

gsf
abc
�
fafhGb,⌫⇢Gc,�

⇢
Ah

⌫

�

(2.30)

We again expand Aa,µ = Aa,µ

0
+ ha,µ where we choose background Aa,µ

0
to be of particular

color ‘a’ with @⌫Aa,µ = constant, and look at the linearised equation of motion for pertur-

bation ha,µ of di↵erent color ‘f ’,
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� @↵
⇣
Hf,↵� + gsf

fajAa,↵

0
hj,� + gsf

fiahi,↵Aa,�

0

⌘
(2.31)

+
6c6
⇤2

f fba@↵
⇣
F a,⇢↵

0
(Hb,�

⇢
+ gsf

bajAa,�

0
hj

⇢
+ gsf

biahi,�Aa

0⇢
)

� F a,�⇢

0
(Hb,↵

⇢
+ gsf

bajAa

0⇢
hj,↵ + gsf

biahi

⇢
Aa,↵

0
)
⌘

= �gs
⇣
Hd,�⌫ + gsf

dajAa,�

0
hj,⌫ + gsf

diahi,�Aa,⌫

0

⌘
Aa

0⌫
fdfa

� gsF
a,�⌫

0
hh

⌫
fafh

+
6c6
⇤2

gsf
daa

⇣
fdfhF a,⌫⇢

0
F a,�

0⇢
hh

⌫

⌘

+
6c6
⇤2

gsf
dba

⇣
fdfa(Hb,⌫⇢ + gsf

bajAa,⌫

0
hj,⇢ + gsf

biahi,⌫Aa,⇢

0
)F a,�

0⇢
Aa

0⌫

⌘

+
6c6
⇤2

gsf
dac

⇣
fdfaF a,⌫⇢

0
(Hc,�

⇢
+ gsf

cajAa

0⇢
hj,� + gsf

ciahi

⇢
Aa,�

0
)Aa

0⌫

⌘

In the above equation and the following equations, ‘f ’ and ‘a’ are not contracted but are

free color indices and we’ll again drop ‘a’ from F µ⌫

0
terms which should always be assumed

to have color ‘a’.

For further analysis, we take WKB approximation in which the scale of variation of background(r)

is much larger than that of perturbations (!�1). We also choose the background field to

be arbitrarily small, then at leading order in r! and A0 we get,

� @↵@
↵hf,� + 2gsf

fbaAa,↵

0
@↵h

b,�
� gsf

fbaA0⇢@
�hb,⇢ (2.32)

+
6c6
⇤2

f fba

⇣
F0⇢↵@

↵@�hb,⇢ + F �⇢

0
@↵@

↵hb

⇢

⌘
= 0

To get the dispersion relation for perturbation of color ‘f’, we try to write the di↵erential

equation just in terms of color ‘f’. So we assume a particular solution for perturbation of

some di↵erent color ‘b’ which satisfies the EOM,

�@↵hb,⇢ + 2gsf
bgaAa,↵

0
hg,⇢

� gsf
bgaA0⌫�

↵⇢hg,⌫ +
6c6
⇤2

f bga (F �↵

0
@⇢hg

�
+ F ⇢�

0
@↵hg

�
) = 0 (2.33)
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The above particular solution for other colors ‘b’ modifies the eqn(2.32) to,

�@↵@↵h
f,� =2g2

s
f fbaf gba

✓
2A↵

0
A0↵h

g,�
�

3

2
A0⌫A

�

0
hg,⌫

◆
(2.34)

+ g
6c6
⇤2

f fbaf gba

⇣
5F �⇢

0
A↵

0
@↵h

g,⇢
� A0⌫F

⇢�

0
@⇢hg,⌫ + 5F0⇢↵A

↵

0
@�hg,⇢

⌘

+ 36
c2
6

⇤4
f fbaf gba

⇣
F �⇢

0
F �↵

0
@↵@⇢h

g

�
+ F �

0⇢
F ⇢�

0
@↵@↵h

g

�
+ 2F ⇢↵

0
F �↵

0
@�@⇢h

g

�

⌘

Since we have assumed a particular type of solution for other colors, we want to see how

that a↵ects the perturbation of color ‘f ’, so we try to write the di↵erential equation just in

terms of perturbation of color ‘f ’ as mentioned before. But it is not possible to replace the

mass-like term (the term inside parenthesis in the first line) in the above equation unless

we have an explicit solution for perturbations of all color hg,�. So, for now, we’ll assume

that we can choose a particular background A0 such that the mass-like term vanishes.

We’ll give below an explicit example of background and polarization of the perturbation

where this assumption is satisfied.

In the second and third lines of the eqn(2.34), when g 6= f we again substitute hg in terms

of other colors using the solution assumed eqn(2.33). But this gives terms of higher order

in A0 or O
�

1

⇤4

�
which we can ignore w.r.t the terms where g = f . Therefore only terms

with g = f survives at O
�

1

⇤4

�
and leading order in A0,

�@↵@↵h
f,� =g

6c6
⇤2

f fbaf fba

⇣
5F �⇢

0
A↵

0
@↵h

f,⇢
� A0⌫F

⇢�

0
@⇢hf,⌫ + 5F0⇢↵A

↵

0
@�hf,⇢

⌘
(2.35)

+36
c2
6

⇤4
f fbaf fba

⇣
F �⇢

0
F �↵

0
@↵@⇢h

f

�
+ F �

0⇢
F ⇢�

0
@↵@↵h

f

�
+ 2F ⇢↵

0
F �↵

0
@�@⇢h

f

�

⌘

We expand the above equation in terms of waves with transverse polarization and consider

the spatial wave vector, ~ to be complex in general. We then get the following dispersion

relation,

!2 = |~k|2 + 36
c2
6

⇤4
(f fba)2

⇣
F �⇢

0
k⇢✏�

⌘2
(2.36)

where ~k denotes the real part of the spatial wave vector. After considering all dim6 and
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dim8 operators we get the following dispersion relation,

kµkµ

4
=

9

⇤4
fafcfaf

c

h
c6(F

µ⌫

0
kµ✏⌫)� c0

6
( eF ↵�

0
k↵✏�)

i2
(2.37)

�
4

⇤4

h
(2�afc(1)

8
+ (1 + �af )c(3)

8
+ 2dafcdaf

c
c(7)
8
) (F µ⌫

0
kµ✏⌫)

2

+ (2�afc(2)
8

+ (1 + �af )c(4)
8

+ 2dafcdaf
c
c(8)
8
)
⇣
eF ↵�

0
k↵✏�

⌘2

� (2�afc(5)
8

+ (1 + �af )c(6)
8

+ 2dafcdaf
c
c(9)
8
) (F µ⌫

0
kµ✏⌫)

⇣
eF ↵�

0
k↵✏�

⌘ i

where ‘f ’ denotes the color of perturbation and ‘a’ of the background. Note that the above

dispersion relation is only valid, assuming that mass-like term in the eqn(2.34) vanish. We

had a similar situation in the previous section where we had a mass-like term dependent

on the background field, which refrained us from getting a constraint on the Wilson co-

e�cients of the theory. But in this case, since it depends on contracted four-vectors, it is

possible to make the mass-like term zero along with non-zero derivatives of background by

choosing an appropriate Aµ

0
.

We now try to get di↵erent constraints on Wilson coe�cients by considering particular po-

larization and the background. Consider the perturbation with polarization ✏ = {0, 1, 1, 0}/
p
2

and choose background of the form A0µ = E{
p
2t, t,�t, 0} where E is some arbitrarily

small constant. Under this configuration, mass-like term in eqn(2.34) vanish and we get

following non-zero components of Fµ⌫ , F01 = �F10 and F02 = �F20 with F01 = �F02,

which reduces the dispersion relation (2.37) to the following form,

kµk
µ =

72

⇤4
fafcfaf

c
(c0

6
)2
�
k3
�2

(F02)
2
�

32

⇤4

⇣
c(4)
8

+ 2dafcdaf
c
c(8)
8

⌘ �
k3
�2

(F02)
2 (2.38)

and for the perturbation to be causal (dictated by the phase velocity) we require,

9fafcfaf

c
(c0

6
)2 � 4

⇣
c(4)
8

+ 2dafcdaf
c
c(8)
8

⌘
< 0 (2.39)

We can reproduce the C(1, 2), C(2, 2), C(3, 2) and C(4, 2) bounds of table 2.2 using the

above relation by choosing di↵erent colors for perturbations and background. The remain-

ing bounds of table 2.2 can also be reproduced by choosing di↵erent background and po-

larization configurations, details of which have been relegated to the appendix A.1. In the

table 2.3, we present all the bounds obtained on dim6 and 8 gluonic operators using the

superluminality analysis by considering di↵erent configurations of the background and per-
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turbation.

2.2.3 A Non-relativistic Example: Stronger bound from Super-

luminality

Since we got similar bounds from both superluminality and amplitude analysis, therefore,

one might think that this is always the case. Here, following [24] we present a counter-

example where superluminality gives a stronger bound. Consider the following Lagrangian

L =
1

2
(@⇡)2 �

4c3
3⇤2

⇡̇3 +
2c4
3⇤4

⇡̇4 (2.40)

This Lagrangian emerges from the EFT of Inflation [67] Lagrangian in a particular limit

[24].

The 2 ! 2 forward scattering amplitude at tree level is given by

A(s) =
�
c4 � (2c3)

2
� s2

⇤4
(2.41)

Performing the ‘amplitude analysis’ gives the following bound

c4 > (2c3)
2 (2.42)

As a side remark, it is important to note that, due to subtleties related to spontaneously

broken Lorentz invariance, the derivation of the above bounds in [24] may not be com-

pletely rigorous, see [68] for a recent discussion.

Now, let us check what superluminality gives for this Lagrangian. We derive linearised

EOM for the fluctuations, ⇠ = ⇡ + ↵t, where ↵ is a small quantity.

⇠̈ +
8c3
⇤2

↵⇠̈ +
8c4
⇤4

↵2⇠̈ � @2
i
⇠ = 0 (2.43)

Up to O(↵) we have

⇠̈ +
8c3
⇤2

↵⇠̈ � @2
i
⇠ = 0 (2.44)
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then the phase velocity of the fluctuation is given by

v2
phase

= 1�
8c3↵

⇤2
(2.45)

Since ↵ can have any sign, therefore, the only way to preserve (sub)luminality is by taking

c3 = 0.

Now, up to O(↵2) we have

⇠̈ +
8c4↵2

⇤2
⇠̈ � @2

i
⇠ = 0 (2.46)

The phase velocity is given by

v2
phase

= 1�
8c4↵2

⇤4
(2.47)

(Sub)luminality demands, c4 � 0. Therefore, superluminality in this particular case gives a

stronger bound than the ‘amplitude analysis’.
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Colors

p
2✏ = {0, 1, 1, 0}

p
2✏ = {0, 1, 1, 0}

A0µ = E{
p
2(x+ y), x+ y,�(x+ y), 0} A0µ = E{

p
2t, t,�t, 0}

a = 1, f = 8 c(3)
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Table 2.3: The table contains the constraints on dim6 and dim8 operators’ Wilson coef-
ficients obtained using the superluminality analysis. A0µ and ✏ represent the background
field and polarization of the perturbation, respectively. The color of the background is de-
noted by ‘a’ and that of perturbation by ‘f ’. D = 4(2�abc(1)

8
+ (1 + �ab)c(3)

8
+ 2dabcdab

c
c(7)
8
)�

9fabcfab

c
c2
6
; B = 4(2�abc(2)

8
+ (1 + �ab)c(4)

8
+ 2dabcdab

c
c(8)
8
)� 9fabcfab

c
c02
6
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Chapter 3

Bell violation in 2 ! 2 scattering in

photon, gluon and graviton EFTs

This chapter is largely produced from [50], which was one of the original works done dur-

ing the course of this thesis. The chapter is mainly organized as follows: In section 3.1, we

give a brief overview of the CGLMP Bell parameter and its validity. In section 3.2, we ex-

plore the possibility of Bell violation in photons, gluons, and graviton EFTs. Section 3.3

discusses CP violation from the point of view of Bell violation.

3.1 CGLMP Bell parameter

We will first briefly overview the CGLMP inequality and the corresponding Bell parame-

ter for qubits following [48]. Let us suppose there are two parties, Alice (A) and Bob (B),

with a qubit state each. Alice can carry out two possible measurements, A1 or A2, and

Bob can carry out two possible measurements, B1 or B2. Each measurement can have only

two possible outcomes: A1, A2, B1, B2 = 0, 1. For a local hidden variable theory, the qubit

system can be described by 16 probabilities cjklm where (j, k) are Alice’s local variables

and (l,m) are Bob’s local variables. The pair (j, k) represents that measurement A1 has

outcome j and measurement A2 has outcome k; and (l,m) represents that the measure-

ment B1 has outcome l and measurement B2 has outcome m. Since cjklm are probabilities,

they are positive (cjklm � 0) and sum to one
⇣P

jklm
cjklm = 1

⌘
. The joint probabilities
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P (A1 = j, B2 = m) then take the following form P (A1 = j, B2 = m) =
P

kl
cjklm and

similarly for P (A1 = j, B1 = l), P (A2 = k,B1 = l) and P (A2 = k,B2 = m). Using the joint

probabilities, we define the probability P (Aa = Bb + k) that the measurements Aa and Bb

have outcomes that di↵er by k modulo 2 :

P (Aa = Bb + k) ⌘
1X

j=0

P (Aa = j, Bb = j + k mod 2) (3.1)

The CGLMP inequality1 is a combination of the above probabilities defined as:

I2 =+ [P (A1 = B1) + P (B1 = A2 + 1) + P (A2 = B2) + P (B2 = A1)] (3.2)

� [P (A1 = B1 � 1) + P (B1 = A2) + P (A2 = B2 � 1) + P (B2 = A1 � 1)]

For a local hidden variable theory, we can have any three probabilities with a + sign in the

above expression satisfied along with one with a � sign (or vice versa). Therefore, for such

theories �2  I2  2. However, for a quantum mechanical theory, I2 can be greater than

2, as shown below.

Consider the following normalized quantum state of entangled qubits (in |0i⌦ |0i and |1i⌦

|1i basis),

| i =
1qP

1

m=0
|µm|

2

1X

m=0

µm |mi
A
⌦ |mi

B
(3.3)

The measurements by Alice and Bob are carried out in three steps [48, 70]. First, a vari-

able phase, ei�a(m) for Alice and ei'b(m) for Bob, which depends on the measurement being

carried out is given to each state |mi using phase shifters which are at the disposal of the

observer. Thus the state becomes

| i =
1qP

1

m=0
|µm|

2

1X

m=0

µme
i�a(m)ei'b(m)

|mi
A
⌦ |mi

B
(3.4)

where �1(m) = ⇡↵1m, �2(m) = ⇡↵2m, '1(m) = ⇡�1m and '2(m) = ⇡�2m with ↵1 = 0,

↵2 = 1/2, �1 = 1/4 and �2 = �1/4. These are the optimal measurement settings for which

one gets the maximum value of I2 for an entangled quantum state in Schmidt basis [48].

Then each party carries out a discrete Fourier transform to get the state to the following

1For the qubit case, the CGLMP inequality is equivalent to the CHSH inequality [69].
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form,

| i =
1

2
qP

1

m=0
|µm|

2

1X

m,k,l=0

µmexp


i
⇣
�a(m) + 'b(m) + ⇡m(k � l)

⌘�
|ki

A
⌦ |li

B
(3.5)

The final step is for Alice to measure the projection of the state along the k basis and for

Bob to measure along the l basis. Thus the joint probabilities are:

P (Aa = k,Bb = l) =
1

4
P

1

m=0
|µm|

2

�����

1X

m=0

µmexp


i⇡m

⇣
↵a + k + �b � l

⌘������

2

(3.6)

We can also get the above joint probabilities in one step if we consider the operators Aa

and Bb to have the following non-degenerate eigenvectors, respectively [46],

|kiA,a =
1
p
2

1X

j=0

X(a)

j,k
|jiA, (3.7)

|liB,b =
1
p
2

1X

j=0

Y (b)

j,l
|jiB, (3.8)

where X(a)

j,k
= exp (i⇡j (k + ↵a)) , Y

(b)

j,l
= exp (i⇡j (�l + �b)) with ↵a and �b defined as

before. Then we get the following joint probabilities,

P (Aa = k,Bb = l) = h |
⇣
|ki

A,a
⌦ |li

B,b A,a hl|⌦B,b hk|
⌘
| i (3.9)

which when evaluated is same as eqn(3.6).

Using eqn(3.6) and eqn(3.1), we can calculate I2 for generic µm, which is given by

I2 =
2
p
2 (µ0µ⇤

1
+ µ1µ⇤

0
)qP

1

m=0
|µm|

2

(3.10)

When I2 is extremized w.r.t µm, we get �2
p
2  I2  2

p
2. The I2 = 2

p
2 corresponds

to the maximally entangled state, | i = (|0i ⌦ |0i+ |1i ⌦ |1i) /
p
2. Thus for a quantum

mechanical theory, |I2| can be greater than 2, whereas |I2| is always less than or equal to

2 for a local hidden variable theory. In the rest of the paper, we will denote |mi ⌦ |ni as

|m,ni for convenience.

Note that if we consider | i to be a generic superposition in |0, 0i, |0, 1i, |1, 0i and |1, 1i
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basis,

| i =
1X

m,n=0

µm,n |m,ni (3.11)

then we get the following expression for I2,

I2 =
2
p
2
�
µ0,0µ⇤

1,1
+ µ1,1µ⇤

0,0

�
qP

1

m,n=0
|µm,n|

2

(3.12)

However, now we get I2 = 0 for certain maximally entangled states, | i = (|0, 1i +

|1, 0i)/
p
2 and | i = (|0, 0i + i |1, 1i)/

p
2. Therefore, I2 is a good order parameter for

entanglement only if one considers |0, 0i and |1, 1i as the basis and real coe�cients µ0 and

µ1. For this purpose, we go to |0, 0i and |1, 1i basis before calculating I2 and only consider

CP-conserving theories as they have real amplitudes.

3.2 Bell inequality in 2 ! 2 scattering

Since Bell inequalities can be used to distinguish between local hidden variable theories

and quantum theories, we try to probe the quantum nature of di↵erent EFTs using 2 ! 2

scattering and Bell inequalities. For this purpose, we relate the CGLMP Bell parameter I2

to the 2 ! 2 scattering helicity amplitudes, which can be easily calculated.

Consider |p1, h1,m1; p2, h2,m2i and |p3, h3,m3; p4, h4,m4i to be the basis for initial and

final states, respectively, for the scattering process. Here, hi represents the helicity of the

particles, which can take values h = +1,�1 for photons and gluons, and h = +2,�2 for

gravitons; and mi represents the other quantum numbers, like color for gluons. We sum

over the other quantum numbers for final states, m3 and m4, so that the final states are

entangled only in Hilbert space spanned by helicity states. It would also be interesting

to study the entanglement in other quantum numbers, however, one has to consider the

appropriate CGLMP Bell parameter, Id [48].

Now, the final states can be represented as |p3, h3; p4, h4i. We denote the helicity scatter-

ing amplitudes as Mh3,h4
h1,h2

(m1,m2, s, t, u) where we take initial states to be incoming and

final states to be outgoing and s,t,u are the usual Mandelstam variables. In the rest of the

paper, we use 1 in place of h = +1,+2 and 0 in place of h = �1,�2, for convenience.
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Consider the initial state to be a generic superposition in the |0, 0i and |1, 1i helicity basis,

| i
i
=
P

i=0,1
�i |i,m1; i,m2i. We have suppressed pi here and in the rest of the paper

to make the notation less clumsy. Any state can be written in this basis by the Schmidt

decomposition theorem, as also shown in the appendix. We consider the initial states such

that the CGLMP parameter corresponding to them (I2i) satisfies |I2i|  2 as we want to

probe quantum nature of the theory only through the scattering process. We then identify

µm,n =
P

i=0,1
�iM

m,n

i,i
in eqn(3.11) i.e. we take | i to be the final state of our scattering

process. We convert the final state to |0, 0i and |1, 1i basis by the Schmidt decomposition

method and calculate I2f for di↵erent theories and initial states using eqn(3.10).
From now on, we will use the parameterization �0 ! cos ✓ and �1 ! sin ✓ for convenience.

We consider the scattering of identical particles and assume parity symmetry. Then for

photons, gluons, and gravitons scattering (cases that we will be considering), there are to-

tal 16 helicity scattering amplitudes for each set of additional quantum numbers m1 and

m2 (they represent colors for gluons and do not exist for photons and gravitons). Note

that we sum over m3 and m4 while calculating amplitudes, as already mentioned. How-

ever, due to parity symmetry, there are only five distinct scattering amplitudes in the

COM frame [71], denoted as

�1(s, t, u) ⌘ M
1,1

1,1
(s, t, u), �2(s, t, u) ⌘ M

0,0

1,1
(s, t, u), �3(s, t, u) ⌘ M

1,0

1,0
(s, t, u) (3.13)

�4(s, t, u) ⌘ M
0,1

1,0
(s, t, u), �5(s, t, u) ⌘ M

1,0

1,1
(s, t, u) (3.14)

where we have suppressed the mi dependence of helicity amplitudes. If we don’t have

quantum numbers other than hi’s i.e. mi’s do not exist, as is the case for photons and

gravitons, then due to crossing symmetry, �3 and �4 can be related to �1 as,

�3(s, t, u) = �1(u, t, s), �4(s, t, u) = �1(t, s, u),

This leads to only three independent helicity amplitudes, �1, �2 and �5. All the helicity

scattering amplitudes for CP conserving theories can be denoted as,

0

BBB@

M
1,0

1,0
M

1,1

1,0
M

1,0

0,0
M

1,1

0,0

M
0,0

1,0
M0,1

1,0
M0,0

0,0
M0,1

0,0

M1,0

1,1
M

1,1

1,1
M

1,0

0,1
M

1,1

0,1

M
0,0

1,1
M

0,1

1,1
M

0,0

0,1
M

0,1

0,1

1

CCCA
=

0

BBB@

�3 �5 �5 �2

�5 �4 �1 �5

�5 �1 �4 �5

�2 �5 �5 �3

1

CCCA
(3.15)
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We work in mostly minus signature, ⌘µ⌫ = (+,�,�,�) throughout our work.

3.2.1 Euler-Heisenberg

Let’s consider the following EFT Lagrangian for photons up to dim 8,

L = �
1

4
Fµ⌫F

µ⌫ +
c1
⇤4

(F µ⌫Fµ⌫)
2 +

c2
⇤4

(F µ⌫ eFµ⌫)
2 (3.16)

For the case of photons, we don’t have to worry about the other quantum numbers, m1

and m2, and the low energy amplitudes �1,�2, and �5 can be written as

�1(s, t, u) = g2s
2 (3.17)

�2(s, t, u) = f2
�
s2 + t2 + u2

�

�5(s, t, u) = 0

up to O (1/⇤4) [71, 72], where g2 = 8(c1 + c2)/⇤4 and f2 = 8(c1 � c2)/⇤4.

For a generic initial state, | i
i
= cos ✓ |0, 0i + sin ✓ |1, 1i, we get the following final state

after 2 ! 2 scattering,

| i =cos ✓(M0,0

0,0
|0, 0i+M

1,1

0,0
|1, 1i+M

0,1

0,0
|0, 1i+M

1,0

0,0
|1, 0i) (3.18)

sin ✓(M0,0

1,1
|0, 0i+M

1,1

1,1
|1, 1i+M

0,1

1,1
|0, 1i+M

1,0

1,1
|1, 0i)

Using eqn(3.15) and eqn(3.17), the final state can be written as

| i = (sin ✓ �1 + cos ✓ �2) |1, 1i+ (sin ✓ �2 + sin ✓ �1) |0, 0i (3.19)

Since the above final state is already in |0, 0i and |1, 1i basis, we can directly calculate the

corresponding CGLMP Bell parameter I2f using eqn(3.10),

I2f =
2
p
2 (2�1�2 + (�2

1
+ �2

2
) sin 2✓)

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓
(3.20)

=
2
p
2 (sin 2✓ + 4f 2(1 + �+ �2)2 sin 2✓ + 4f(1 + �+ �2))

1 + 4f 2(1 + �+ �2)2 + 4f(1 + �+ �2) sin 2✓
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where f = f2/g2 and �1  � = t/s  0 for physical t and s. Also, cos�s = 1 + 2� where

�s is the scattering angle.

We extremize I2f w.r.t ✓ and � with the constraint |I2i|  2. We find that one can observe

Bell violation, i.e., |I2f | > 2, for some scattering angle (or equivalently �) for all values

of f2 and g2 except for f2 = 0 or g2 = 0. In other words, for any non-zero values of f2

and g2, one can observe Bell violation at some scattering angle if | i
i
is chosen appropri-

ately. Since we are interested in exploring the possibility of Bell violation due to the quan-

tum evolution of the initial state dictated by the theory, we take the initial state whose

CGLMP Bell parameter (I2i) is less than 2, i.e., it can, in principle, also be described by a

local hidden variable theory.

For f2 = 0 or g2 = 0, the maximum value for I2f is equal to 2, with the constraint |I2i| 

2, which lies on the boundary of Bell inequality. Therefore, for |c1| = |c2|, there is no Bell

violation for any value of � and |I2i|  2.

Product initial state: If we take the product state |1, 1i) to be the initial state in 2 ! 2

scattering (i.e. ✓ = ⇡/2 in | i
i
= cos ✓ |0, 0i + sin ✓ |1, 1i), instead of the general state with

the constraint |I2i|  2, then we get the following I2f

I2f = I1,1
2

=
8
p
2f2g2 (�2 + �+ 1)

4 (�2 + �+ 1)2 f 2

2
+ g2

2

(3.21)

For this particular initial state, we observe Bell violation for some scattering angle, given

p
2� 1

2


����
f2
g2

���� 
2(
p
2 + 1)

3
⇡ 0.2071 

����
f2
g2

����  1.6095 (3.22)

Interestingly, the QED 1-loop answer for
���f2
g2

��� ⇡ 0.2727 [73, 74, 75] lies inside the above

range. Note that a similar exercise was done in [46] by demanding Bell violation for all

scattering angles, which leads to a slightly di↵erent range for |f2/g2|.

For |f2/g2| outside the above range (3.22), we don’t observe Bell violation for any scatter-

ing angle because here we have fixed ✓ = ⇡/2 in the initial state. If we allow ✓ to vary,

then we can observe Bell violation for all non-zero f2 and g2, as shown above (eqn(3.20)

and the following paragraph).
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If one performs an experiment with the product initial state and observes Bell violation

at some scattering scale, then the constraints in eqn(3.22) must hold true. However, we

do not find any clear theoretical motivation to demand Bell violation in 2 ! 2 scattering

with product state as the initial state, as explored by [46]. In fact, on the contrary, we will

show that for a product initial state, there is no Bell violation at any scattering angle for

EFT of gluons (non-abelian), with a weakly coupled UV completion.

3.2.2 EFT for gluons

Now let’s consider the following lagrangian containing only the CP conserving operator for

EFT of gluons upto dim 6,

L = �
1

4
Ga

µ⌫
Gaµ⌫ + g3

c1
⇤2

fabcGa⌫

µ
Gb⇢

⌫
Gcµ

⇢
(3.23)

For the above Lagrangian, we get the following helicity amplitudes up to O(1/⇤2) for pro-

cess |p1, ✏1, a; p2, ✏2, bi ! |p3, ✏3, d; p4, ✏4, ei

M
1,1

1,1
(s, t, u, a, b, d, e) = 2g2

s

tu
(facbfdceu� sfacef bcd) (3.24)

M
0,0

1,1
(s, t, u, a, b, d, e) = �12g4

c1
⇤2

facbfdce
(t2 + u2)

(t� u)
� 12g4

c1s

⇤2

(tfacdf bce
� ufacef bcd)

(t� u)

M
1,0

1,0
(s, t, u, a, b, d, e) = 2g2

u

ts
(facefdcbs� ufacbf ecd)

M
0,1

1,0
(s, t, u, a, b, d, e) = 2g2

t

us
(facdf bceu� tfacefdcb)

M
1,0

1,1
(s, t, u, a, b, d, e) = 6g4

c1
⇤2

(ufacdf bce + tfacef bcd)

where a, b, c, d, and e represent the color of particles and c is summed over.

We sum over the colors of final states, d and e, which makes the final state entangled only

44



in the helicity basis. Then the amplitudes reduce to the following forms,

�1(s, t, u) = �2g2
s2

tu

 
X

d,e

facef bcd

!
; �2(s, t, u) = �12g4

c1s

⇤2

 
X

d,e

facef bcd

!
(3.25)

�3(s, t, u) = �2g2
u

t

 
X

d,e

facef bcd

!
; �4(s, t, u) = �2g2

t

u

 
X

d,e

facef bcd

!

�5(s, t, u) = �6g4
c1s

⇤2

 
X

d,e

facef bcd

!

For the generic initial state, | i
i
= cos ✓ |0, 0i + sin ✓ |1, 1i, we get the following CGLMP

Bell parameter corresponding to the final state (details of which have been relegated to the

appendix),

I2f =
2
p
2 (2�1�2 + (�2

1
+ �2

2
) sin 2✓ � 2�2

5
(1 + sin 2✓))

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

(3.26)

For the above �1, �2 and �5 we get the following I2f ,

I2f = 2
p
2
48c0

1
uts2 + (4s4 + 144c02

1
u2t2) sin 2✓ � 72c02

1
u2t2(1 + sin 2✓)

48c0
1
s2ut sin 2✓ + 4s4 + 144c02

1
u2t2 + 72c02

1
u2t2(1 + sin 2✓)

(3.27)

= 2
p
2

sin 2✓ � 12c0
1
�(1 + �) + 18c02

1
�2(1 + �)2(sin 2✓ � 1)

1� 12c0
1
�(1 + �) sin 2✓ + 18c02

1
�2(1 + �)2(sin 2✓ + 3)

where c0
1
= g2c1s/⇤2. We observe Bell violation for some � and ✓ (with the constraint

|I2i|  2) given

c0
1
2

 
�1,�

2
p
2

3(3
p
2� 4)

!
[

 
�

2
p
2

3(3
p
2 + 4)

,1

!
\ {0} (3.28)

Since c0
1
= g2c1s/⇤2 and s < ⇤2 within the validity of the EFT regime, we finally get

c1 2 R \ 0 (3.29)

For any c1 except 0, we can choose appropriate s so that c0
1
lies in the range (3.28).There-

fore, for all values of c1 except 0, Bell inequalities can be violated at some scattering angle

for some initial state with |I2i|  2.

Product initial state: Now, if we take the product state |1, 1i to be the initial state, we
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get the following I2f ,

I2f = �2
p
2
12c0

1
�(1 + �) + 18c02

1
�2(1 + �)2

1 + 54c02
1
�2(1 + �)2

(3.30)

We observe Bell violation for some � if,

c0
1
<

�4
p
2 + 2

q
2(1 +

p
2)

3(3�
p
2)

⇡ �0.265 (3.31)

and since s < ⇤2 and g ⇠ O(1), c1 has to be at least of O(1). However, the value of c1 is

expected to be of much smaller order for weakly coupled theories; for example, for weakly

coupled UV completion with heavy fermions, one typically gets c1 of O(10�4) as shown in

[73]. Thus, we don’t expect to observe Bell violation by the non-abelian gauge theory in

2 ! 2 scattering for the product state as the initial state.

It is interesting that this is qualitatively di↵erent from the abelian case of QED, where it

is possible to observe Bell violation for the product initial state. This qualitative di↵erence

between abelian and non-abelian gauge theory is mainly due to the contribution from the

kinetic term of non-abelian gauge theory towards the MHV amplitude. This contribution

doesn’t allow the cancellation of energy scale ⇤ in I2f .

This also shows that Bell violation (for product initial state) cannot be promoted to a

principle to constrain EFTs and the QED value satisfying the constraint (3.22) is perhaps

just a coincidence.

3.2.3 Bell inequality for RF 2

Now we consider 2 ! 2 scattering of photons, including the graviton exchange. We use the

following curvature conventions for the calculations,

��

µ⌫
=

1

2
g�� [@µg⌫� + @⌫g�µ � @�gµ⌫ ] (3.32)

R⇢

�µ⌫
= @µ�

⇢

⌫�
� @⌫�

⇢

µ�
+ �⇢

µ�
��

⌫�
� �⇢

⌫�
��

µ�
, R�⌫ = R⇢

�⇢⌫
, (3.33)
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Consider the following EFT action for photon coupled to gravity,

S =

Z
d4x

p
�g


�

2

2
R�

1

4
F 2

µ⌫
+

↵̂

4⇤2
Rµ⌫⇢�F

µ⌫F ⇢� +
c1
⇤4

(F µ⌫Fµ⌫)
2 +

c2
⇤4

(F µ⌫ eFµ⌫)
2

�

(3.34)

where  = 2/Mpl. Taking the gravity to be perturbative i.e. gµ⌫ = ⌘µ⌫ + hµ⌫ , we get the

following helicity amplitudes at tree level,

M
1,1

1,1
(s, t, u) = �1 = g2s

2 +
s2

16

✓
↵2 +

4

ut

◆�
s2 + ut

�
+ 6↵s

�
(3.35)

M
0,0

1,1
(s, t, u) = �2 = f2(s

2 + t2 + u2)�
↵2

16

⇥
2
�
s2 + t2 + u2

�
� 3↵stu

⇤

M
1,0

1,0
(s, t, u) = �5 = �

↵2

16

⇥
s2 + t2 + u2 + 3↵stu

⇤

where f2 and g2 are same as defined in eqn(3.17) and ↵ = ↵̂/⇤2.

For the spinor QED UV completion, ⇤ = me (mass of electron) and for s ⌧ m2

e
we have

[76]

f2 =
�e4

240⇡2m4
e

; g2 =
11e4

720⇡2m4
e

; ↵ =
�e2

360⇡2m2
e

(3.36)

The I2f is same as eqn(3.26) for a generic initial state: cos ✓ |0, 0i+ sin ✓ |1, 1i,

I2f =
2
p
2 (2�1�2 + (�2

1
+ �2

2
) sin 2✓ � 2�2

5
(1 + sin 2✓))

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

(3.37)

After calculating I2f for the above amplitudes and Wilson coe�cients, we observe Bell vio-

lation for all values of (e2M2

pl
)/m2

e
for some scattering angle and ✓.

Product initial state: Taking the product state as the initial state, we observe Bell vio-

lation if,
eMpl

me

� f(s/Mpl) (3.38)

where f is some function of s/Mpl which increases with decreasing s/Mpl. For example,

f(s/Mpl) ⇠ 195 for s = M2

pl
and it increases to f(s/Mpl) ⇠ 1946 for s = 0.01M2

pl
.

The above constraint (3.38) is similar to the Weak Gravity Conjecture (WGC) (e/m �

O(1)/Mpl) [77] for f ⇠ O(1), as noted by [46]. However, within the validity of the EFT

regime, s < ⇤2
⌧ Mpl, f is of a much higher order than O(1) and therefore cannot be
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compared to WGC. If we experimentally observe Bell violation for product initial state,

then we get much stronger constraints on the charge-to-mass ratio of fermions coupled to

photons than imposed by WGC.

3.2.4 Gravity

Consider the following action for gravity, including the corrections to Einstein’s gravity

S =

Z
d4x

p
�g

2

2

 
R +

�̂

3!⇤4
R3

!
(3.39)

where R3
⌘ Rµ⌫�R�↵�R↵�

µ⌫
.

Again taking gravity to be perturbative gµ⌫ = ⌘µ⌫ + hµ⌫ , we get the following helicity

amplitudes for 2 ! 2 scattering of gravitons [78]

M
1,1

1,1
(s, t, u) = �1 = 2s

✓
s2

ut
+
�2

16
s2ut

◆
(3.40)

M
0,0

1,1
(s, t, u) = �2 =

5

4
2�stu

M
1,0

1,0
(s, t, u) = �5 =

1

8
2�stu

where � = �̂/⇤4. For a generic initial state, cos ✓ |0, 0i + sin ✓ |1, 1i, we have the following

form of I2f

I2f =
2
p
2 (2�1�2 + (�2

1
+ �2

2
) sin 2✓ � 2�2

5
(1 + sin 2✓))

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

(3.41)

In this case, as well, we observe Bell violation, i.e., |I2f | > 2 for all values of the Wilson

coe�cient �̂ for some � and ✓ (with the constraint |I2i|  2).

Product initial state: For the product initial state, we observe Bell violation at some

scattering angle if 1.379 < |�|s2 < 46.417. Since s < ⇤2 within the validity of EFT regime,

�̂ must be of a much higher order than O(1). If one considers s ⇠ ⇤2, then �̂ must be

of O(1) to observe Bell violation; however, then one has to consider higher-dimensional

operators as their contributions also become significant. This is similar to the case of non-

abelian gauge theory in section (3.2.2).
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3.3 CP conserving vs CP violating

In this section, we are not trying to probe the quantum nature of theory but to see if we

can di↵erentiate between CP-conserving and CP-violating theories using entanglement

and 2 ! 2 scattering. The CP-violating terms in the Lagrangian of a theory give imagi-

nary contributions to the helicity amplitudes which lead to complex coe�cients in the final

state. Since the CGLMP Bell parameter is not a good measure of entanglement in states

with complex coe�cients, we will use another parameter, concurrence (�), for this pur-

pose. Concurrence is defined as � = 2 |µ00µ11 � µ01µ10| for a normalized state, | i =

µmn |m,ni. The � = 1 corresponds to a maximally entangled state, whereas � = 0 corre-

sponds to a product state.

We consider ✓ = �⇡/4 in the initial state | i
i
= cos ✓ |0, 0i + sin ✓ |1, 1i i.e. it is maximally

entangled. We have the following helicity amplitudes after including CP-violating terms in

the theory, 0

BBB@
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�2 �5 �5 �3
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Then we get the following final scattered state for the maximally entangled initial state,

| i =(�⇤
1
� �2) |0, 0i+ (�⇤

2
� �1) |1, 1i+ (�⇤

5
� �5) (|0, 1i+ |1, 0i) (3.42)

which has the concurrence (�f ),

�f =
||�⇤

1
� �2|

2 + (�5 � �⇤
5
)2|

|�⇤
1
� �2|

2 + |�5 � �⇤
5
|2

=
||�⇤

1
� �2|

2
� 4(Im�5)2|

|�⇤
1
� �2|

2 + 4(Im�5)2
(3.43)

In the case of CP conserving theories, we have real amplitudes; therefore, �5 = �⇤
5
and

� = 1, i.e. the final state is maximally entangled. However, in general, we can have � < 1

for the CP-violating theories. Therefore, if one observes a non-maximally entangled final

state (� < 1) in 2 ! 2 scattering with | i
i
= (|0, 0i � |1, 1i)/

p
2 as the initial state, then

the theory has CP-violating contributions. Note that this statement is true about the full

theory since we have used general amplitudes which are not limited to a certain order in

⇤.
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Chapter 4

Summary

4.1 Summary for causality and unitarity cosntraints

We have derived constraints on dim6 and dim8 gluon field strength operators of SMEFT

using both the amplitude and superluminality analysis. This significantly reduces the pa-

rameter space of the Wilson coe�cients. Interestingly, these bounds imply that dim6 oper-

ators can only exist in the presence of certain dim8 operators.

The amplitude analysis filters out terms growing as even power of s, s2n where n � 1

(n = 1 in our case). It is because of this filtering property that one is not able to put any

bounds on the Wilson coe�cients of dim6 operators comprising four fields, e.g. c�2@µ�@µ�

as their contribution to the tree level scattering amplitude (forward limit) grow as s. But

for dim6 operators comprising of three fields, like some terms in Q(1)

G3 and Q(2)

G3 , one indeed

gets an s2 dependence at tree level due to exchange diagrams. It is this feature that al-

lowed us to put constraints on the square of the Wilson coe�cients of dim6 gluon field

strength operators in SMEFT. We obtained constraints on the magnitude of dim6 oper-

ators’ Wilson coe�cients in terms of those of dim8 operators. In appendix A.2, we have

given another example of a dim6 operator (containing 3 fields) whose magnitude can be

constrained in terms of dim8 operators.

In the context of superluminality analysis, we have mentioned the subtleties involving the

relation between low-frequency phase velocity and causality. We showed, in the case of chi-

ral Lagrangian, that it is unclear if one gets a strict positivity bound from superluminality
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when the pion is considered to be massive. The reason for this is that the superluminality

analysis takes into account the contribution from operators of all dimensions (unlike the

‘amplitude analysis’). As we have argued in our work, the contribution of the dimension 4

operator (other than the kinetic term) to the dispersion relation of the perturbation makes

it unclear if one can use the phase velocity to dictate the superluminality of the pertur-

bation. However, in the case of the gluon field strength operators, we managed to get rid

of the mass-like terms in the dispersion relation by choosing specific background and po-

larization of the perturbation. This was possible because the mass-like term entirely de-

pended on four-vector contractions which could be made zero despite having a non-zero

field. We showed that interestingly and in a non-trivial way, the superluminality analysis

for gluonic operators in the SMEFT reproduces all the bounds obtained from the ‘ampli-

tude analysis’.

The above discussion might give the impression that the amplitude analysis always gives

similar or stronger bounds than the superluminality analysis. However, this is not always

true. In sec. 2.2.3, following [24], we showed an example of a non-relativistic theory (mo-

tivated by the EFT of inflation [67]) that the superluminality gives stronger constraints

than the ‘amplitude analysis’ in this case. Thus, we conclude that it is not clear which

of the two analyses will give stronger bounds for a particular theory. Hence, ideally, one

should perform both analyses in order to obtain the maximum amount of constraints on

an IR e↵ective theory.

4.2 Summary for Bell violation in 2 ! 2 scattering

We explored Bell violation for 2 ! 2 scattering of photons, gluons and gravitons in the

context of EFTs using the CGLMP Bell parameter as the measure of entanglement. We

considered the initial state to be entangled in the Hilbert space spanned by the helicity

basis, such that the degree of entanglement can be described by a local hidden-variable

theory. This condition on the initial state can be described as the relation |I2i|  2, where

the I2i represents the CGLMP parameter. With this particular choice of the initial state,

the Bell inequality for the final state can be violated only due to the quantum nature of

the scattering amplitudes, which is dictated by the theory in consideration.

52



We showed that starting from an appropriate initial state, 2 ! 2 scattering of photons,

gluons, and gravitons could violate the Bell inequality (at least for some scattering angle)

for any non-zero value of CP-conserving higher dimensional operators in the corresponding

EFTs.

If one considers the initial state to be a product state, which is experimentally easier to

prepare, and observes Bell violation at some scattering angle, then the EFT parameter

space can be constrained. This was also shown by [46] for the QED case. However, a pri-

ori, one can not use this as a principle to constrain the EFTs as we have explicitly shown

using the example of the EFT of gluons. In the cases of EFTs for gluons, gravity, and pho-

tons including gravity, we observe Bell violation for the initial product state (say |1, 1i)

if the Wilson coe�cients of higher dimensional operators are of at least O(1). In all these

cases, the leading operator (4-dim operator) contributes only to the MHV amplitude (�1 =

M
1,1

1,1
), therefore one basis (|1, 1i) has a significantly higher weight than the other (|0, 0i)

(even after Schmidt decomposition). However, for a significant degree of entanglement in

the final state (I2f > 2), we need the weights of both bases to be comparable. Thus, the

Wilson coe�cient must be at least O(1), so that both the bases have comparable weights.

It is interesting that the non-abelian gauge theory (and gravity) is qualitatively di↵erent

from the abelian gauge theory even from the point of view of Bell violation.

We have also shown that if we consider the initial state in 2 ! 2 scattering to be a partic-

ular maximally entangled state, then we can probe the CP-violating nature of the theory

using the degree of entanglement in final states.

In this work, we have explored the possibility of Bell violation by the unitary evolution of

qubits for di↵erent EFTs using 2 ! 2 scattering. There is still much to explore on the

relationship between entanglement and EFTs. It would be interesting to explore Bell vio-

lation by states entangled with respect to quantum numbers other than helicity, like colors

for gluons, and if it can restrict the EFT parameter space. It would also be interesting to

investigate whether our results hold true even after considering more higher-dimensional

operators in the EFT, like dim 8 operators in the EFT of gluons.
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Appendix A

Subluminality

A.1 Details of the subluminality analysis for gluons

• For operator Q(1)

G4 =
�
Ga

µ⌫
Gaµ⌫

� �
Gb

⇢�
Gb⇢�

�
we have,

L = �
1

4
Ga

µ⌫
Gaµ⌫ +

c(1)
8

⇤4

�
Ga

µ⌫
Gaµ⌫

� �
Gb

⇢�
Gb⇢�

�

Applying Euler’s Lagrange equation,

@↵
@L

@
⇣
@↵A

f

�

⌘ �
@L

@Af

�

= 0

for the above Lagrangian, we get EOM as,

� @↵G
f,↵� +

8c(1)
8

⇤4

�
2Ga

µ⌫
(@↵G

a,µ⌫)Gf,↵� +Ga

µ⌫
Ga,µ⌫@↵G

f,↵�
�

(A.1)

=� gsG
a,�⌫Ah

⌫
fafh +

8c(1)
8

⇤4
gsf

bfjGa

µ⌫
Ga,µ⌫Gb,��Aj

�

We expand Aa,µ = Aa,µ

0
+ ha,µ where we choose background Aa,µ

0
of particular color

‘a’ having @⌫Aa,µ = constant, and look at the linearised equation of motion for per-
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turbation ha,µ also of same color ‘a’, then we get

�@↵H
f,↵� +

8c(1)
8

⇤4

⇣
2Ga

0µ⌫

�
@↵H

a,µ⌫ + gsf
a1cA1,µ

0
hc,⌫ + gsf

ac1A1,⌫

0
hc,µ
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0
(A.2)

+Ga

0µ⌫
Ga,µ⌫

0
@↵H
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⌘
= 0

where f=a, Ga

0µ⌫
= @µA

a

0⌫
� @⌫A

a

0µ
+ gsf

abcAb
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0⌫
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µ
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0
is non zero only for particular ‘a’, Ga

0µ⌫
= F a

0µ⌫
= @µA

a

0⌫
� @⌫A

a

0µ
and is also

non-zero only for color index= ‘a’. From now we’ll stop writing color index for back-

ground for convenience as it is fixed to be ‘a’.

�@↵H
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8c(1)
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a,µ⌫F ↵�

0
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Since we are working in Lorentz gauge, @↵h↵ = 0 , then writing Ha,µ⌫ explicitly

�@↵@
↵ha,�
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F0µ⌫F
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Taking the Fourier transform and multiplying the eqn by normalized polarization of

perturbation: ✏�,

k2
· ✏�h̃

a,� =
32c(1)

8

⇤4
F0µ⌫F

↵�

0
✏�k↵k

µh̃a,⌫ (A.6)

Also, we can write h̃a,⌫ = �✏⌫ h̃a,⇢✏⇢ considering polarization to be transverse and

therefore having components only in spatial direction () ✏⌫✏⌫ = �1)

k2 = �
32c(1)

8

⇤4
(F0µ⌫✏

⌫kµ)2 (A.7)
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Doing the above calculation for other operators gives eqn(2.27).

• For operator Q(1)
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We again expand Aa,µ = Aa,µ

0
+ ha,µ where we choose background Aa,µ

0
of particular

color ‘a’ with @⌫Aa,µ = constant, and look at the linearised equation of motion for

perturbation ha,µ of color f.

Then EOM takes the following form for color f,
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For this, we work in WKB approximation where the scale of variation of background(r)

is much larger than that of perturbations (!�1), then at order gs, g2s , 1/⇤
2 and lead-
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ing order of r! in each of them,
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In above eqn since we don’t know the relative order of gs and 1/⇤2, we ignore only

those terms which are definitely of less order than gs, g2s , 1/⇤
2 like g2

s
/⇤2. Also, in

the above equation and all further equations ‘f ’ and ‘a’ are not contracted but are

considered particular color indices and we’ll also drop ‘a’ from background terms.

Lorentz gauge, @↵h↵ = 0 implies
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We can also choose the amplitude (max|A0(xµ)|) of the background to be arbitrary

small without a↵ecting other quantities, which would make the terms of order A2

0

less relevant in comparison to terms of lower order,
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Now for also some other color ‘b’ we’ll have similar wave equation,
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) = 0

(A.14)

and substitute in (A.12),

�@↵@↵h
f,� =2g2

s
f fbaf gba

✓
2A↵

0
A0↵h

g,�
�

3
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�

0
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◆
(A.15)
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+ 36
c2
6
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⌘

Now we try to get the di↵erential equation just in terms of perturbation of color ‘f ’

assuming that we can choose a particular background A0 such that mass term van-

ishes. Then in the above equation in second and third terms of r.h.s, we write hg in

terms of other colors. When g 6= f we get terms of higher order in A0 or O
�

1

⇤4

�
from

(A.13), therefore only g = f survives at O
�

1

⇤4

�
and leading order in A0.
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Taking the Fourier transform and multiplying by normalized polarization of pertur-

bation color ‘f ’ ✏�,

kµkµ(✏�ehf,�) =ig
6c6
⇤2

f fbaf fba✏�
⇣
5F �⇢

0
A↵

0
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(A.16)
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We consider polarization to be transverse and since we can write h̃f,⌫ = �✏⌫ h̃f,⇢✏⇢,

we get

kµkµ

✓
1� 36

c2
6

⇤4
(f fba)2F �

0⇢
F ⇢�

0
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◆
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⇢
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Considering kµ to be complex in general then for the real part of dispersion relation

at leading order we get,

kµkµ = 36
c2
6

⇤4
(f fba)2

⇣
F �⇢

0
k⇢✏�

⌘2
(A.18)

After considering all dim6 and dim8 operators we’ll get following dispersion relation,

kµkµ

4
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where ‘f ’ denotes the color of perturbation and ‘a’ of the background; given the

mass term in (A.15) vanish.

Consider the perturbation with polarization ✏ = {0, 1, 1, 0}/
p
2 and choose back-

ground of the form A0µ = E{
p
2(x+ y), x+ y,�(x+ y), 0} where E is some arbitrary

small constant. Under this configuration, we have A0µA
µ

0
= 0 and ✏µA0µ = 0 i.e.

mass-like term in eqn(A.15) vanish. For the chosen background, we get the follow-

ing non-zero components of Fµ⌫ , F01 = �F10, F02 = �F20 and F12 = �F21 with

F01 = F02 = F12/
p
2, which reduces the dispersion relation (A.19) to the following

form,

kµk
µ =

72
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c
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2 (A.20)
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then by demanding perturbation to be causal, we get

9fafcfaf

c
(c6)

2
� 4

⇣
c(3)
8

+ 2dafcdaf
c
c(7)
8

⌘
< 0 (A.21)

Choosing di↵erent combinations of colors for perturbation and background leads to

constraints C(1,1), C(2,1), C(3,1), and C(4,1). Now, if we choose the background,

A0µ = E{
p

2(D +B)t, (
p
D +

p
B)t, (

p
B �

p
D)t, 0} where,

D = 4(2�abc(1)
8

+ (1 + �ab)c(3)
8

+ 2dabcdab
c
c(7)
8
)� 9fabcfab

c
c2
6
;

B = 4(2�abc(2)
8

+ (1 + �ab)c(4)
8

+ 2dabcdab
c
c(8)
8
)� 9fabcfab

c
c02
6

with perturbation of the same polarization as before, then the subluminality condi-

tion gives the following constraint,

�2
p

DB < 4(2�abc(5)
8

+ (1 + �ab)c(6)
8

+ 2dabcdab
c
c(9)
8
)� 18fabcfab

c
c6c

0
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(A.22)

Similarly by choosing the background to be

A0µ = E{
p

2(D +B)t, (
p
D +

p
B)t, (

p
D �

p
B)t, 0} along with the polarization

✏ = {0, 1,�1, 0}/
p
2, we get the following constraint

2
p

DB > 4(2�abc(5)
8

+ (1 + �ab)c(6)
8

+ 2dabcdab
c
c(9)
8
)� 18fabcfab

c
c6c

0
6

(A.23)

Combining the above two constraints we can reproduce C(1,3), C(2,3), C(3,3) and

C(4,3).

A.2 An example with Scalar and Fermion

In this appendix, we consider another example of operators of dimensions 6 and 8 which,

when subjected to the ‘amplitude analysis’, get relative bounds on their Wilson coe�-

cients. Consider the following Lagrangian,

L(6) =
c6
⇤2
�@µ ̄@

µ ; L(8) = i
c8
⇤4

(@µ@⌫�@µ ̄�
⌫ �� @µ@⌫� ̄�

⌫@µ �)

where  represents a fermionic field and � is a real scalar field. The second term in L(8)

has to be present for it to be hermitian. Note that, the operator L(6) (with � identified as
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the Higgs doublet, and the normal derivatives replaced by appropriate covariant deriva-

tives) can be written in terms of a linear combination of SMEFT operators of the Warsaw

basis up to total derivatives using the EOM (see eqn(6.4) of [55]).

We calculate 2 ! 2 scattering amplitude with two scalars and fermions of positive he-

licities, M(�f+

2
! �f+

4
), at tree level up to O

✓
1

⇤4

◆
. Since the dimension 6 operator

considered has 3 fields, we expect to get a contribution scaling like c2
6
s2 in the amplitude

M(s, t).

Figure A.1: The first two exchange diagrams represent s and u-channel contributions, and
get contribution from L(6). The third contact diagram gets contribution from L(8).

The tree level amplitude gets contribution from the Feynman diagrams in figure A.1 and is

given by:

M(�f+

2
�f+

4
) =�

c2
6

⇤4

n
u+(p4)(�p1 + �p2)v�(p2)

s

4
+ u+(p4)(�p2 � �p3)v�(p2)

u

4

o
(A.24)

+
c8
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n
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2
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s

2

+ u+(p4)�p3v�(p2)
s

2
� u+(p4)�p3v�(p2)

u

2

o

which using spinor helicity formalism (for detailed introduction check [79]) can be written

as:

M(�f+

2
�f+

4
) =

c8
⇤4

n
�u

2
[41]h12i+

s

2
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We now take the forward limit to get A(s) = M(s, t)|t!0 =
s2

⇤4

✓
2c8 �

c2
6

2

◆
. We don’t
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have to worry about t-channel pole divergence since the t-channel doesn’t exist for the

process considered. From positivity condition discussed in sec. 2.1.1, we get

4c8 > c2
6

This puts an upper bound on the magnitude of c6 in terms of c8 similar to what we ob-

tained for the gluonic operators. It also implies that the 6-dimensional operator that we

have considered in this example cannot exist on its own, it needs some other operator

which gives a positive contribution proportional to s2 in A(s) to survive.

One might not have expected to get s2 dependence from exchange diagrams as there are

only two derivatives present in L(6) (unlike the gluonic case which has three derivatives).

However, the fermion propagator has 1/p dependence instead of the 1/p2 dependence for

gluons, and more importantly, spinors u and v have implicit momentum factors. These

momentum factors, in our case, manifest themselves in the form of Mandelstam variables

once we take forward limit, leading to s2 dependence of exchange diagrams.

A.3 The arc variable

In sec 3.2, we derived the constraints by calculating the residue at limm2!0(s ⇠ m2) ! 0.

However, since QCD is confined at low energies it would be preferable to employ a method

that circumvents the need to calculate the residue at s ⇠ 0.

To do this, one can define the arc variable [80]

a(s) ⌘

Z

\s

ds0

⇡i

M(s0)

s03
(A.26)

where \s represents a counterclockwise semicircular path as shown in figure A.2. Also, the

Cauchy theorem implies that the integral over the contour C = \s+\1+\l1+\l2 vanishes.

Moreover, due to the Froissart bound, the integral over the arc at infinity i.e. \1 vanishes.

Therefore,

a(s) = �

Z

l1

ds0

⇡i

M(s0)

s03
+

Z

l2

ds0

⇡i

M(s0)

s03

�
(A.27)

Using crossing symmetry and real analyticity, M(s+ i✏) = M
⇤(�s+ i✏), we can relate the
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Figure A.2: Contour C in s-complex plane where s represents some energy scale such that
⇤qcd < s ⌧ ⇤.
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amplitude over l2 to the amplitude over l1,

a(s) =

Z 1

s0

ds0

⇡i

M(s0)

s03
+

Z �s0

�1

ds0

⇡i

M(s0)

s03
(A.28)

=

Z 1
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ds0

⇡i
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s03
�
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ds0

⇡i

M
⇤(s0)

s03
=

2

⇡

Z 1

s0
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ImM(s0)

s03
(A.29)

The optical theorem relates the imaginary part of amplitude to the cross-section, ImM(s0) =

s0�(s0),

a(s) =
2

⇡

Z 1

s0

ds0
�(s0)

s02
> 0 (A.30)

We can systematically compute the arc variable, a(s), as an expansion in s using eqn(A.26)

withing the validity of the EFT regime. For amplitude of the form, M(s) =
P

n=0
c2ns2n,

which is the case for gluon-gluon scattering, the arc variable is given by the Wilson coe�-

cient, a(s) = c2 > 0 i.e. the coe�cient of s2 in the amplitude is always positive.
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Appendix B

Bell violation

B.1 Schmidt decomposition

For a generic initial state, | i
i
= cos ✓ |0, 0i + sin ✓ |1, 1i, we get the following final state

after 2 ! 2 scattering

| i =cos ✓(M0,0

0,0
|0, 0i+M

1,1

0,0
|1, 1i+M

0,1

0,0
|0, 1i+M

1,0

0,0
|1, 0i) (B.1)
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For CP conserving theories, we have
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�5 �4 �1 �5

�5 �1 �4 �5
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CCCA

Therefore, the normalized final state can be written as

| i =
(sin ✓�2 + cos ✓�1) |0, 0i+ (sin ✓�1 + cos ✓�2) |1, 1i+ (sin ✓ + cos ✓)�5(|0, 1i+ |1, 0i)p

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

(B.2)

= µmn |m,ni
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Now, we will use the Schmidt decomposition theorem [81] to convert the above state to

|0, 0i and |1, 1i basis. The coe�cients µmn can be written in the form of a matrix,

µmn =

 
(sin ✓�2 + cos ✓�1) (sin ✓ + cos ✓)�5

(sin ✓ + cos ✓)�5 (sin ✓�1 + cos ✓�2)

!
/
q

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

We then diagonalize the above matrix, i.e. find the eigenvalues of the matrix, which are

given by the roots of the following equation

�2 �
(�1 + �2)(sin ✓ + cos ✓)�p

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

(B.3)

+
�1�2 + (�2

1
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2
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5
(1 + sin 2✓)

(|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓))

= 0

These eigenvalues are the new coe�cients in |00i and |11i basis. We don’t need to explic-

itly calculate the roots of the above equation as the CGLMP depends just on their prod-

uct,

I2f = 4
p
2�1�2 (B.4)

= 2
p
2

2�1�2 + (�2

1
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2
) sin 2✓ � 2�2

5
(1 + sin 2✓)

|�1|
2 + |�2|

2 + 2�1�2 sin 2✓ + 2�2

5
(1 + sin 2✓)

One can easily see that in terms of µmn, we have �1�2 = µ00µ11 � µ01µ10. Therefore, I2 can

now be directly written as

I2f = 4
p
2
µ00µ11 � µ01µ10P

1

m,n=0
|µm,n|

2
(B.5)

for a generic state, | i =
P

1

m,n=0
µmn |m,ni and real µmn.

The above result could have also been inferred by directly looking at another parame-

ter quantifying the degree of entanglement, concurrence (�), which is defined as � =

2 |µ00µ11�µ01µ10| for a normalized state. This reduces to µ0
00
µ0
11

when one goes to |00i and

|11i basis as µ0
01

= 0 = µ0
10
. Since the degree of entanglement doesn’t depend on the basis,

we can infer the relation between the coe�cients in di↵erent basis as µ00µ11 � µ01µ10 =

µ0
00
µ0
11

which is same as we derived from Schmidt decomposition method.
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[60] R. Mertig, M. Böhm, and A. Denner, Feyn calc - computer-algebraic calculation of feynman
amplitudes, Computer Physics Communications 64 (1991), no. 3 345–359.

[61] J. Quevillon, C. Smith, and S. Touati, The e↵ective action for gauge bosons, arXiv e-prints (Oct.,
2018) arXiv:1810.06994, [arXiv:1810.06994].

[62] C. Zhang and S.-Y. Zhou, Convex Geometry Perspective to the (Standard Model) E↵ective Field
Theory Space, arXiv e-prints (May, 2020) arXiv:2005.03047, [arXiv:2005.03047].

[63] R. Fox, C. G. Kuper, and S. G. Lipson, Do faster-than-light group velocities imply violation of
causality?, Nature 223 (1969) 597.

[64] N. Brunner, V. Scarani, M. Wegmüller, M. Legré, and N. Gisin, Direct measurement of superluminal
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[71] K. Häring, A. Hebbar, D. Karateev, M. Meineri, and J. Penedones, Bounds on photon scattering,
arXiv e-prints (Nov., 2022) arXiv:2211.05795, [arXiv:2211.05795].

[72] J. Henriksson, B. McPeak, F. Russo, and A. Vichi, Rigorous bounds on light-by-light scattering,
Journal of High Energy Physics 2022 (June, 2022) 158, [arXiv:2107.13009].

[73] J. Quevillon, C. Smith, and S. Touati, The e↵ective action for gauge bosons, arXiv e-prints (Oct.,
2018) arXiv:1810.06994, [arXiv:1810.06994].

[74] W. Heisenberg and H. Euler, Consequences of Dirac’s theory of positrons, Z. Phys. 98 (1936),
no. 11-12 714–732, [physics/0605038].

[75] G. V. Dunne, The Heisenberg-Euler E↵ective Action: 75 Years on, International Journal of Modern
Physics A 27 (June, 2012) 1260004, [arXiv:1202.1557].

72

http://arxiv.org/abs/2005.00059
http://arxiv.org/abs/2005.00008
http://arxiv.org/abs/2001.04407
http://arxiv.org/abs/1601.01167
http://arxiv.org/abs/1810.06994
http://arxiv.org/abs/2005.03047
http://arxiv.org/abs/0707.2302
http://arxiv.org/abs/0709.0293
http://arxiv.org/abs/quant-ph/0101084
http://arxiv.org/abs/2211.05795
http://arxiv.org/abs/2107.13009
http://arxiv.org/abs/1810.06994
http://arxiv.org/abs/physics/0605038
http://arxiv.org/abs/1202.1557


[76] L. Alberte, C. de Rham, S. Jaitly, and A. J. Tolley, QED positivity bounds, PhysRevD 103 (June,
2021) 125020, [arXiv:2012.05798].

[77] N. Arkani-Hamed, L. Motl, A. Nicolis, and C. Vafa, The string landscape, black holes and gravity as
the weakest force, Journal of High Energy Physics 2007 (June, 2007) 060, [hep-th/0601001].

[78] Z. Bern, D. Kosmopoulos, and A. Zhiboedov, Gravitational e↵ective field theory islands, low-spin
dominance, and the four-graviton amplitude, Journal of Physics A Mathematical General 54 (Aug.,
2021) 344002, [arXiv:2103.12728].

[79] H. Elvang and Y.-t. Huang, Scattering Amplitudes, arXiv e-prints (Aug., 2013) arXiv:1308.1697,
[arXiv:1308.1697].

[80] B. Bellazzini, J. E. Miró, R. Rattazzi, M. Riembau, and F. Riva, Positive moments for scattering
amplitudes, Physical Review D 104 (Aug., 2021) 036006, [arXiv:2011.00037].

[81] P. Kaye, R. Laflamme, and M. Mosca, An Introduction to Quantum Computing. 11, 2006.

[82] S. Caron-Huot, Y.-Z. Li, J. Parra-Martinez, and D. Simmons-Du�n, Causality constraints on
corrections to Einstein gravity, arXiv e-prints (Jan., 2022) arXiv:2201.06602, [arXiv:2201.06602].

[83] C. de Rham, S. Melville, A. J. Tolley, and S.-Y. Zhou, Positivity bounds for scalar field theories,
Physical Review D 96 (Oct., 2017) 081702, [arXiv:1702.06134].

[84] B. Bellazzini, C. Cheung, and G. N. Remmen, Quantum gravity constraints from unitarity and
analyticity, Physical Review D 93 (Mar., 2016) 064076, [arXiv:1509.00851].

[85] A. Nicolis, R. Rattazzi, and E. Trincherini, Energy’s and amplitudes’ positivity, JHEP 05 (2010) 095,
[arXiv:0912.4258]. [Erratum: JHEP 11, 128 (2011)].

[86] Q. Bi, C. Zhang, and S.-Y. Zhou, Positivity constraints on aQGC: carving out the physical parameter
space, Journal of High Energy Physics 2019 (June, 2019) 137, [arXiv:1902.08977].

[87] L. OKUN, Chapter 29 - appendix (some useful formulas), in Leptons and Quarks (L. OKUN, ed.),
North-Holland Personal Library, pp. 308–328. Elsevier, Amsterdam, 1984.

[88] H. Elvang and Y.-t. Huang, Scattering Amplitudes, arXiv e-prints (Aug., 2013) arXiv:1308.1697,
[arXiv:1308.1697].

[89] C. Cheung, A. L. Fitzpatrick, J. Kaplan, L. Senatore, and P. Creminelli, The e↵ective field theory of
inflation, Journal of High Energy Physics 2008 (mar, 2008) 014–014.

[90] N. Brunner, V. Scarani, M. Wegmüller, M. Legré , and N. Gisin, Direct measurement of superluminal
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