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Abstract

In this thesis, the spectral zeta function associated with the Jaynes-Cummings
Hamiltonian is explored. The thesis first reviews the known results about the
spectral properties of the JC Hamiltonian and then goes on to prove the analytic
continuation of the JC spectral zeta function using summation formulas. This
proof is completed in two parts, first the analytic continuation to Re(s) > 0 is
shown followed by the analytic continuation to the entire complex plane. This
proof involves analysing some hypergeometric functions arising naturally from
the summation formulas used in the proof. Some possible areas where this proof
might be applied in the future are discussed.
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Chapter 1

Introduction

The Jaynes-Cummings(JC) model is a quantum optics model which describes the
interaction between a two-level atom and a single mode of a quantized electro-
magnetic field [ 10]. This model, being exactly solvable, finds much application in
quantum optics and solid-state physics, among other applications. For example,
the JC model was used to predict the existence of Rabi oscillations which was
then experimentally shown to exist.

The Quantum Rabi model is an important fundamental model describing the
interaction between an atom and an electromagnetic field, the fully quantised ver-
sion of which was first discussed by Jaynes and Cummings in 1963. The JC model
can be derived as an approximation to the Quantum Rabi model, via the rotating
wave approximation when the coupling strength between the atom and the field is
weak (called the JC regime of the Quantum Rabi model). The predictions of phys-
ical quantities made using the JC model have been demonstrated to be matching
the experimental results for suitable values of the coupling strength[16].

The spectral zeta function of operators in quantum mechanics has interest-
ing connections to number theory. For example, the spectral zeta function of the
Quantum Harmonic Oscillator (QHO) which encodes the energy eigenvalues of
the system, is the Riemann zeta multiplied by some elementary functions. The
spectral zeta function of the Jaynes-Cummings model encodes the information
about the energy eigenvalues of the JC Hamiltonian and is therefore interesting
both mathematically and with respect to its physical applications. The spectral
zeta function of the aforementioned Quantum Rabi model has been studied and its
analytic continuation was shown by Sugiyamal | 9] and then by Reyes-Bustos and
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Wakayamal | ¢] by another method. The topic of this thesis is proving the analytic
continuation of the spectral zeta function of the JC Hamiltonian and providing an
explicit formula for the same. Since the eigenvalues of the JC Hamiltonian can
be easily computed, which is not the case for QRM, the proof of analytic contin-
uation of its spectral zeta function could proceed through the use of elementary
summation formulas as elaborated in the thesis. The analytic continuation of the
JC spectral zeta function and the derivation of an explicit formula for the same
may be used to compute physical quantities related to the system.

The Jaynes-Cummings Hamiltonian is given by

Hje = wa'a+ g(a+a +d'o )+ %Gz,

Chapter 2 deals with developing the background necessary for studying this
JC Hamiltonian through studying the Quantum Harmonic Oscillator. The Quan-
tum Harmonic Oscillator is an important model of quantum mechanics which can
be used to model various physical phenomena such as phonons in condensed mat-
ter or molecular vibrations. The solution to the Quantum Harmonic Oscillator
will introduce the concepts of the raising and lowering operators ¢ and a' and the
number operator a'a which appear in the JC Hamiltonian.

The operators introduced in chapter 2 will in turn be used to find the eigenval-
ues of the Jaynes-Cummings Hamiltonian in chapter 3. This is possible since the
JC Hamiltonian has U(1) symmetry and its action can be written in the eigenbasis
of the eigenspaces of its commuting operator. Chapter 3 also includes a deriva-
tion of the JC-evolution operator as an application of the theory discussed in that
chapter.

Chapter 4 introduces the concept of spectral zeta functions and discusses the
spectral zeta functions of other physical models. It illustrates the interconnection
between number theory and the spectral zeta functions of such models. Finally,
some strategies for proving the analytic continuation of these spectral zeta func-
tions are discussed.

Chapter 5 comprises of the main topic of this thesis- the analytic continuation
of the spectral zeta function of the JC model. It discusses in detail the proof of
the analytic continuation using summation formulas such as the Euler-Maclaurin
summation formula. The proof involves hypergeometric functions which arise
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naturally from the summation formula. The concluding chapter, chapter 6 dis-
cusses the future directions the research might take.

1.1 Original contribution

This thesis consists of reviewing the literature on the spectral properties if the JC
hamiltonian and then proving the analytic continuation of its spectral zeta func-
tion. The result on the analytic continuation of the JC spectral zeta function is an
original result obtained during this thesis.



Chapter 2

Quantum Harmonic Oscillator

The Quantum Harmonic Oscillator (QHO) is an important model in quantum me-
chanics. This chapter describes in detail the Hamiltonian and spectrum of QHO to
set up the necessary notation used in this thesis. This chapter consists of reviewing
the literature on the QHO.

2.1 The number operator

The Quantum Harmonic Oscillator Hamiltonian is given by

P o1 P o1 o[ P?
H=_—+-kX*=—+_-mo’X*= - — +mwX? 2.1
om 2 om 2" 2 \mo 7O ) @D
where the quantities m, @ and k are positive constants. Physically m is considered
as the particle’s mass, and
k

®=1/—
m

is considered the angular frequency of the oscillator. X and P are the position and
momentum operators. The properties of these operators are discussed below.

Let 7 be a Hilbert space. The Stone-von Neumann theorem implies that if
there exist two self-adjoint operators in .7 following the canonical commutation
relations, these operators are unitarily equivalent to the operators X and P consid-
ered as acting on L2 (R). The momentum and position operators X and P follow



the canonical commutation relation (using the bracket notation for commutation)
[X,P] =il

and hence can be considered as operators acting on an abstract Hilbert space .7
as well as specifically as operators acting on L?(R). The operators P and X can
be described as acting on L?(R) in the following way

d
P=—ihi—
ldx

X =x.

The theorems on momentum and position operators which are assumed (such as
their self-adjoint property) are proved in [6]. Planck’s constant 7 is considered as
1 in the remainder of the thesis for ease of calculation.

To find the spectrum of the QHO, an operator called the number operator can
be defined as follows. Let us define

A= and B .= vmwX.

P
vV mw
The Quantum Harmonic Oscillator Hamiltonian can now be written as

1 2., p2
H= Ea)(A +B7). (2.2)
If A and B were commutative, we could easily factorize this expression as
1 : :
H = E(D(B—l—lA)(B— iA).

A and B do not commute, but motivated by this factorization we define

1

1 o P
a:—2(8~|—1A)— ﬁ(\/ma)X+l\/M) (2.3)
and
aT:L(B—iA):L(\/_mwX—i P ) 2.4)
2 2 Vmo '



Multiplying them,
f 1 . . Lo 2.
a'a= §<B_ iA)(B+iA) = E(B + A +i[B,A]).
The canonical commutation relation followed by X and P implies

B,A] = [X,P] = il.

Continuing the evaluation of a'a,

1
a'a= = (B*+A* +i[B,A])

2
1
= E(32 + A% +i(il))
1
= z(132 +A2—1).
Hence, the operator a'a can be written as
5 1 H 11
a'a=—H—-I.
() 2

" 1
H=w aa—f—il

(2.5)

This operator a'a is called the number operator since it counts the number of

particles in a system.

2.2 Relation between a and '

In order to compute the spectrum of the Quantum Harmonic Oscillator Hamil-
tonian, it is sufficient to compute the spectrum of the number operator. To find
the spectrum of the number operator, the relation between the operators a and a’

needs to be evaluated.



Proposition 2.2.1. The commutator relation between a and a is given as
[a,aT] =1

Proof. Writing a and ' in terms of A and B
w1 : .
[a,a'] = E[B—}-lA,B—lA]

— %([373] + [B, —iA] + [iA, B] + [iA, —iA])

%@ﬂ&AHﬁMﬁU

Using the canonical commutation relation of A and B,

1
5
:%QD:L

—i(il) +i(—il))

Proposition 2.2.2. The adjoint of the operator a is a' (acting on L*(R)).

Proof. Define

D = and X:= —

1
vVmo

and therefore,

Then the operators can be written in differential form in the following manner

e e )
- (e ) (%)



Since the subspace .#%(R) of rapidly decreasing functions on R of L?>(R) is dense
in L?(R) (see [5]), it suffices to show that the adjoint of the operator a is a' in
Z2(R). To prove this, we need to show that given two complex functions f()

and g(¥) € .7%(R), the following holds:
(f.ag) = (a'f,g).
In L*(R) and in .?(R), this inner product is defined as

(f.8) = /_:mg(x)dx.

Considering the left-hand side of the equation,
(f,ag) = %/_Zma g(%)dx
O d
— ﬁ/_wf(i) <X+EZ) ¢(%)d
e g— —
= 5| _T@Es®+ 70 Jz ez

Using the Integration by Parts formula, this can be written as

=5 [T £(0) — () 32 T s+ TR
Since f(%) and g(%) € .#?(R), the last term goes to 0 and rearranging,
— %/_Z ()z—d%) f(®) g(%)dx

Now since X € R,

_ %/_i (f— di)z) f(®) g(®)de=(a'f,g).

This proves that the adjoint of the operator a is a' in .#?(R). Since .#?(R) is

dense in L?(R) the proof is complete.

]



2.3 The eigenvalues of the number operator

The number operator a’a acting on L?(R) is self-adjoint. Since a self-adjoint op-
erator has atleast one eigenvector, let that eigenvector be y and the corresponding
eigenvalue be A. The eigenvalues of this operator are also non-negative because:

Ay, w) = (y,a’ay) = (ay,ay) > 0. (2.6)

To compute the eigenvalues of the number operator, we first need to derive
some more commutation relations.

Proposition 2.3.1. The following commutation relations hold between the opera-
tors a and a' and the number operator a'a

la,a’al = a (2.7)
la,a'a] = —d. (2.8)
Proof. Using Proposition 2.2.1,

i i i i

la,a’a) = aa'a—ad'aa = (aa’ —a'a)a = [a,a")a = 1a = a.
Similarly using Proposition 2.2.1 again,
la',d'al =d'a'a—a'ad’ = d' (a'a—a'a) = a’ (—[a,a’]) = a' (-1) = —d.

]

The operator a is called the lowering operator and the operator a' is called the
raising operator since they lower and raise the eigenvalue of the eigenvectors of
a'a by 1 respectively. The following Proposition helps us compute the eigenvalue
of a'a and also justifies the names raising the lowering operator.

Proposition 2.3.2. Suppose that \ is an eigenvector for the number operator a'a
with eigenvalue A. Then,

d'alay) = (A —1)ay. (2.9)
Either ay is 0 or ay is an eigenvector of a' a with eigenvalue A — 1

7



dalay)=A+1d"y. (2.10)

Similarly, either 'y is 0 or a™y is an eigenvector of a’a with eigenvalue A + 1

Proof. Using equation (2.7), we can prove the Proposition in equation (2.8) by
algebraic manipulation as follows

dalay) = (aa'a—a)y
= (a(a’a) —a)y

=(A—1ay.
and similarly for the raising operator ¢ using equation (2.8)

d'a(a'y) = (a'a’a+a’)y
~ (a'(a"a) +a")y
= (A+1)a'y.

O

Since a lowers the eigenvalue of y, we must get zero at some point if we ap-
ply a repeatedly to y. This is because if a"y were always non-zero, for some
large value of n, the eigenvalue of @y would be negative, which is not possible
as observed in equation 2.6.

Therefore, there exists some Yy such that ayg equals 0. This implies that
a’ayy = 0 and yy is an eigenvector of a’a with eigenvalue 0. Now let,

a'v=ayy=0.

Since lowering the eigenvalue of y repeatedly n times gives the eigenvector with
eigenvalue 0, the eigenvalue of the original eigenvector y is n.

This implies that given an eigenvector W of a'a, we can find an eigenvector
W of a’a with eigenvalue 0. The other eigenvectors of aa can be derived from
Vo by repeatedly applying the a (raising) operator. y can be considered as the
”ground state” of a'a.



2.3.1 Some identities involving a and a'

The action of the operators @ and a' on y; are also important to the evaluation of
the spectrum of the JC-Hamiltonian since they also occur in the JC-Hamiltonian
separately from the number operator. Let Yy be the ground state of the number
operator as denoted earlier. Let us define

Definition 2.3.1. The eigenvectors W, of the number operator a'a can be defined
using a ground state of the number operator Wy and the raising operator a' in the
following way

v = (a')" .

Proposition 2.3.3. The vectors y,, have the following properties:
L oa'y, = W
2. dlay, = ny,
3. (Wn, Ym) =08 m

4. aypy1 = (n+ 1)Wn~
Here &, , is defined as

Opm=1 ifn=m
=0 ifn#m.
Proof. (Proof of 1)

Using definition 2.3.1 it can be shown that

a'y, = (a)" My = Y.

(Proof of 2)
We will show this by induction. We know that

aTalllo =0.

9



Now let the induction hypothesis be
a'ay = k.

The induction step can be written as

a‘ayiy =aaa’ gy

= (d'd'a+d")y,  (Using equation 2.8)

= ka' Vi + al Vi (Using the induction hypothesis)
= (k+1)a"y, (Using equation 1)

= (k+ 1) Wit

This completes the induction argument.

(Proof of 3)
If n = m, we prove this by induction. For n=0, (yy, yp) = 1 is assumed.
Next we assume

<‘l’n7 llln> = l’l!

and compute (Y1, Ynt1)

<Wn+1 y Wn-ﬁ-l) = <aTwn7aTll/n>
= <Wn7aaTWn>
Using Proposition 2.2.1,
= (Y, (a'a+1)w)

= (n+ 1) (W, W)
= (n+ 1)L

This completes the induction step.

For the case of n # m, without loss of generality, let n > m

-;-m+1
YVi—m—1, l//m>

m+lwm> —0.

(W, W) = (a
= <Wn—m—l;a

Since,n>m,n—m—12>0.

10



(Proof of 4) Using Proposition 2.2.1,

aW1 = aa' y,
= (ala+ 1)y,
and using equation 1,

=(n+1)y,.
L]

Equation 2 demonstrates that the number operator has the non-negative inte-
gers as eigenvalues. It can also be shown that s, the eigenvectors of a’a form
an orthogonal basis for L?(IR). This ensures that all the domain conditions for all
the operators are met.

These identities derived in this chapter can be used to compute the spectrum
of the Jaynes-Cummings Hamiltonian. For a more detailed discussion on the op-
erators mentioned here, refer to [6]. The following section will deal with deriving
the spectrum and eigenvectors of the Jaynes-Cummings Hamiltonian.

11



Chapter 3

The Jaynes-Cummings model

The Jaynes-Cummings model is a quantum optics model describing the interac-
tion between a two-level atom and a quantized electromagnetic field. In this chap-
ter, the Jaynes-Cummings Hamiltonian and its spectral properties are reviewed.

3.1 The Jaynes-Cummings Hamiltonian

The Jaynes-Cummings Hamiltonian [10] is given by

Hjc = wa'a+ g(a+a +d'o )+ %GZ,
where
o+ = (o tioy)/2

and oy, 0y and o are the Pauli matrices given by

o0 1] o0 =] _[1 o0
Tloo T o' T o —1f

Here w, g and @y are constants related to the physical system. The constants @ is
the angular frequency of the electromagnetic field, @y is the atom frequency and
g can be interpreted as the coupling strength between the atom and the field. In
the following section, we discuss the relation between the Quantum Rabi model
Hamiltonian and the Jaynes-Cummings Hamiltonian.

12



3.1.1 QRM and derivation of H;- from QRM Hamiltonian

The Quantum Rabi Model (QRM) is a fundamental model of light-matter interac-
tion. This model was considered in its fully quantized version in 1963 by Jaynes
and Cummings. The Jaynes-Cummings model Hamiltonian can be derived from
the QRM Hamiltonian by ignoring some terms from the H;, part of the QRM
Hamiltonian. This approximation is called as the rotating wave approximation
(RWA). This approximation experimentally holds in certain parameter regimes,
specifically when the coupling strength is weak (% small).[4]

Hpapi = 0a'a+ %O’Z + gax(zﬂ +a)

= wa'a+ %GZ + §(°+ +0.)(d" +a),

This can be expanded as

= wa'a+ %GZ + %(maT +0.a+06_a" +0_q).

The RWA amounts to ignoring the terms o,a’ and 6_a which gives us the
final form of the Jaynes-Cummings Hamiltonian as follows

HJC:wa*a—k%ofkg(dﬂw—i—a*c_). 3.1)

In the following section, we establish one of the commutators of the Jaynes-
Cummings Hamiltonian. This, in turn, will be used to derive the spectrum of
HJC.

3.2 Commuting operator to H,¢

The Jaynes-Cummings Hamiltonian can be separated into two commuting parts
as follows
Hjc = Hi+Hyr,

where,
O.
Hy=w(a'a+ EZ)

G o+
—Z+§(a0'++a'6_).

H11=(600—(0)2 5

13



Let A := @y — @ for ease of computation in the following sections.

Also, note the fact
the matrices 0;, 0 and 6_ commute with the operators a, a. (3.2)

To show, Hy and H;; commute:

O; O;
HH | =|o ClTa—}-—Z A—Z—f—g( G++CITG_)
2 2 2
2
O; O; O. O;
= a)aTaAEZ + a)aTagam_ + a)aTaézyaTG_ + (DA% + (1)%&]61@r + a)%gaTG_.

Using (3.2) and rearranging the terms,

o. A 0] 0]
= a)AaTaEZ + a)§G+aTaa + a)gd,aTaaT + TGZZ + Tg(fzaar + TgGZ(LaT.

O; O,
HiH) = AEZ+§< G++aTG)} {(o(aTcH—EZ)}

2
O:. . O O. O;
= A?Za)aTa +Am% + gaGJra)aTa + gamrw?z + gaTG_ wa'a+ g‘ﬂ"—“’f'

Using (3.2) and rearranging the terms,

(o} OA 0} w
Hy\ H, = O)ACZTCZ?Z + a)‘§G+aaTa+ w%a_afcﬁa—% TGZZ + Tgaouroz + TgaTG_ (o
Therefore the commutator is
) W
[Hi,Hy 1] = —w%c&r la,a"]a+ (ugc_aT [a,a']+ Tga[oz, o]+ TgaT [0, 0_].
Since from Proposition 2.2.1, [a,a*] =1, and also
[0;,04] =204 and [0;,0_] = —20_,

14



® ®
[Hy, Hy] = —w§G+a+ wgo_cﬁ + Tga(26+) + TgaT(—zo_)
g g g & &
=—-0201a— 020 w>o_a'—wZo_
> +a > ra+ > a > a

=0.
Therefore, H| can be shown to be a commuting operator to H;¢ as follows
[Hy,Hjc) = [H\,H, +H1] = [H,H ]+ [H,H;1] = 0. (3.3)

Therefore,

[Hi,Hjc] =0

3.3 The spectrum of the JC-Hamiltonian

The commuting operator to Hjc, Hi can be used to find the spectrum of Hjc by
applying the following well known result

Proposition 3.3.1. If two operators A and B commute, every eigenspace of A is B
invariant. [17]

To apply this result, first, we compute the eigenvectors and eigenvalues of Hj.
We have to find v such that

Hyy =2y,

that is,

w(a*aJr%)l//:lw.

15



Considering y;, the eigenvectors of the number operator, this implies

A [a'a+% 0 A
A =X (3.4)
Yin . 0 a'a— % Y
[ (n+ %) Yn
=X . (3.5)
_(m - %)Wm

From (3.5), to factor out the eigenvalue A, the following must be true

(0] —’rl (0] !
— — m— —
" 2)

n+l=m

Therefore, the eigenvectors of H are of the form
o] 2 (5]
Y+l Yi+1 0

1
for the eigenvalue @ (n + 5) forn=0,1,2...

—
Additionally, the vector L‘(Z } is an eigenvector of H; with the eigenvalue -
0

Therefore, H, has an eigenbasis given by

L*(R)®C*=Vo PV,

neN

a3 -l 5]}

By Proposition 3.3.1, since H;¢ and H; commute, Hj¢ is invariant on each of
the V;’s. Therefore we can write Hjc in the basis of each of the subspaces V; as

where

16



follows

Therefore, denoting the action of H;c on V,, as H (n) JC>

1
(n) (MH_%) g(n; |
H;o =

g ((n+1)w—%>

To find the eigenvalues of the Jaynes-Cummings Hamiltonian, we now need to
solve

Det(H'?) — AI) =0.

Expanding this,
1
na)—l—@ —A gnt1)
2 2 o
£ ((n+1)w—%>—k

1 A g(n+1)
(n—FE)(D—l—E—)L 2
g FEAVRI-S
2 Ty 2

17



Solving this we get,

The following notation for the eigenvales of Hjc will be followed in the re-
mainder of this thesis.

E, = (n+%>a)+\/(w0_w)2 L g+

4 4
and
_ 1 w—0)? g2 (n+1
E, :<n+§)co—\/< I )+g(4 ).

The Hamiltonian of the JC model, H;¢, is a self-adjoint operator with a discrete
spectrum of eigenvalues bounded from below. This result follows from the general
theory of differential equations. In particular, a theorem in [15] implies that since
Hjc is elliptic and has real symbol and positive principal symbol, the properties
of its spectrum can be concluded.

3.4 The eigenvectors of the JC-Hamiltonian

In this section, we compute the eigenvectors of Hjc for completeness. To deter-
mine the eigenvectors of Hjc, we have to solve the following eigenvalue equation

i (afg] oo 0] )-s (2] 0,2 ):

Replacing the matrix HJ(Z“)’ it is of the following form
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+1
(I’Z(D—F@) g(nz ) aYy, (02"
o —
g ((n'i'l)w_?) ﬁllln+1 Bl//n+1
The two equations obtained from this are
aony, + %ﬁ(nqt Dy, + %awm =E,"ay,

o
B+ )Yt + 5 aVni1 = 5 BYas1 = Ea Bt

Equating the coefficients on both sides,

aa)n+§ﬁ(n+1)+%a:E,ﬁa (3.6)
Bw(n+1)+§a—%B:E,ﬁB. 3.7)

Rearranging equation (3.7),

[\J o)

o= (En+—w(n+1)+%)/3.
Therefore, if

B :gthen, oc:E,ﬁ—a)(rH—l)—l—%.
Similarly for E,~,

B :ganda:En*—a)(n—i—l)—l—%.

Note 1. Additionally, the vector Ll(’) } is the ground state of the Jaynes-Cummings
0

Hamiltonian with an eigenvalue of

2

This chapter concludes the discussion of the spectrum of the Jaynes-Cummings
Hamiltonian. In the following chapters, the spectral zeta function associated with
the JC-Hamiltonian will be discussed.
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Chapter 4

Spectral zeta functions

This chapter deals with the spectral zeta function of operators, specifically the
spectral zeta functions of hamiltonians of models closely related to the JC model.
The chapter ends with a definition of the JC spectral zeta function and the proof
of its convergence in Re(s) > 1. The majority of this chapter is a review with the
exception of section 4.3, which is a computation done during the course of this
thesis.

4.1 Definition of spectral zeta function

Let O be a self-adjoint operator on a complex Hilbert space with discrete spectrum
given by
0<A<M<..<XKx<..—o

(eigenvalues are being counted with multiplicity). Then, the spectral zeta function
of O is given by

< 1
Co(s) =) =+ (4.1)
0= 27

for Re(s) > 0 sufficiently large.

4.1.1 The spectral zeta function of the Quantum Harmonic Os-
cillator

Using point 2 from Proposition 2.3.3 and the definition of the Quantum Harmonic
Oscillator (QHO) Hamiltonian given in (2.5), the spectrum of the Quantum Har-
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monic Oscillator Hamiltonian H acting on L?(R) is given by

1
Spec(H) = {<n+ E) w:n=0,1,2,3...}
Now, for Re(s) > 1, the spectral zeta function of the QHO hamiltonian is given by

1 1 1 1 2P -1
€H<S) - E<(%)Y+ (%)Y—i_ (%)?-l_): w* C(S)7

where ((s) is the Riemann zeta function.

This illustrates that there is an intersection between the study of spectral zeta
functions of physical systems and number theory. Similar to this, the spectral zeta
functions of two other physical systems related to the Jaynes-Cummings model
which also have a rich arithmetic structure are described in the following section.

4.2 Brief discussion of the spectral zeta functions of
NcHO and QRM

The non-commutative harmonic oscillator (NcHO) was defined by M. Wakayama
and A. Permeggiani [/4] as a non-commutative extension to the QHO and its
spectral zeta function has been shown to have rich arithmetic properties. The non-
commutative harmonic oscillator (NcHO) is defined by the Hamiltonian acting on
L?*(R) ® C? given by

1d> 1 d 1
0:=A <—§ﬁ+§x2> +J <xa—|—§) : (4.2)

for two parameter o, B € R and where

o 0 0 -1
g b3
The analytic continuation of the spectral zeta function of the NcHO to the
whole complex plane has been shown [7] and some of its special values has been

explored. The special value of the NcHO spectral zeta function at s = 2 has been
shown to have a strong connection with a solution of a singly confluent Heun’s
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ordinary differential equation [8]. Additionally, sequences of Apery-like numbers
were found in the study of these spectral zeta functions and they show interesting
congruence relations [ 1].

The spectral zeta function of the Quantum Rabi model (QRM) described ear-
lier in this thesis has also been studied. The meromorphic continuation of the
spectral zeta function of the QRM has been shown by two different methods ([19],
[18]). Interestingly, there is a relation between the NcHO and the QRM Hamilto-
nian through a confluence process applied to the Heun differential equation [21].

Since in the case of the QRM and the NcHO the eigenvalues cannot be explic-
itly computed, the analytic continuation of the spectral zeta function was shown
using the following methods:

1. At first the trace of the heat kernel of the operator is considered. Then
its Mellin transform is taken to obtain the integral form of the spectral zeta
function which in turn helps in proving the analytic continuation of the spec-
tral zeta function.

2. The other method to show the analytic continuation of the spectral zeta func-
tion is through the asymptotic expression of the action of the heat operator
e "M (where H is the operator) on a smooth, compact, real-valued function.

The analytic continuation of the spectral zeta function of the QRM was proved
through both these methods and that for the NcHO was proved through the second
method. In the case of the Jaynes-Cummings Hamiltonian, since the eigenvalues
are explicitly known, another more elementary way of obtaining the analytic con-
tinuation of the JC spectral zeta function is possible through the application of
summation formulas.

4.3 Definition of {;c(s,a)

The spectral zeta function of the Jaynes-Cummings model is defined as:

Gels.a)= Y, y ! 1

—+ -
iy (En" +a)’ nZo (Ea™+a) (2 +a)

(4.3)
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where, E,* = (n+ )0+ %\/gz(rH— 1)+ (0 — ®)*,a # —E,*, a,® > 0 and the
following condition on a must also hold.

2 ANo o

> =+ — . 4.4
a 1602 + 22 + 5 4.4)
This condition is introduced such that A +a > 0 for all A, where A is an eigenvalue
of the JC Hamiltonian. Introducing the constant a defines a Hurwitz-type spec-
tral zeta function. This condition arises from the fact that the minimum possible

eigenvalue of the JC Hamiltonian is given by

This can be calculated by finding the minima of the function

1= (143 )o- 380+ 1)+ (@0

This condition is necessary because say there is an eigenvalue A which is

negative, then,
25 — e—slogl

If A is negative, logA is not defined for A € R. To avoid this problem in the
definition of the spectral zeta function, the spectral zeta function is defined using
the term (A +a)~° where a is chosen such that A +a > 0 for all A.

4.3.1 Convergence of {;c(s,a) in the region Re(s) > 1

The domain of absolute convergence of {;c(s,a) is discussed in this section. The
proof is completed in two parts, by showing each of the two subseries involving
the the E,, ™ and the E,,~ eigenvalues converges absolutely in the region Re(s) > 1.

Proposition 4.3.1. The domain of absolute convergence of the subseries
> 1 = 1
——— and —_—
r;) (E," +a)’ nzo (E,~ +a)’

is given by
Re(s) > 1,

provided ® > 0.
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Proof. For the subseries

> 1
nZO (En++a)s7
let
§s=0+4IT,
where

0 = Re(s) and T = Im(s).

We use the comparison test for convergence. Let

1 1
e ‘(En“ra)s |E " +al°
and
1
" ol

Now, since a > 0 and @ > 0, and replacing the value of E,, ",

1 1

GS [N
1 1./2 2 Inol
n+s w+§\/g (n+1)+ (o — )" +a

This implies
a, < b,.

By the comparison test for convergence of series, this implies if } )", b, converges
then Y ;" ja, will converge. The series } ;" ,b, converges by the p-series test if

Re(s) > 1. This implies that the series Zfzom converges absolutely for
Re(s) > 1.

For the subseries } " 5, the limit comparison test is used. Suppose

1
i (Ep~+a)
there exists series ) " oa, and }_°_ b, such that a, > 0 and b,, > 0 for all n. Then
the limit comparison test states that if

. a
lim —=
n—oeo by,

exists and is positive then, the two series converge and diverge together.[20]
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For this proof, let

1 1
a, = | =
" ‘(E,f%—a)é \En_—l—alc
and
1
b, = —=.
" nl®
Then we have,
. ay 1
lim — = —.
n—e b, %

Since w > 0 this limit exists and is positive.
O]

Therefore, the absolute convergence of {;¢(s,a) in the region Re(s) > 1 can be
concluded. The following section deals with analytically continuing the spectral
zeta function ;¢ (s,a) defined above.
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Chapter 5

Analytic continuation of ;c(s,a)

This chapter focuses on the proof of the analytic continuation of {;c(s,a). The
chapter consists of four sections the first of which deals with the proof of the
analytic continuation of the Riemann zeta function using elementary summation
formulas to illustrate the method used for the analytic continuation of {;¢(s,a).In
section 5.2, the proof of the analytic continuation of {;¢(s,a) to Re(s) > 0 begins,
following the first section of the proof involving {(s). The hypergeometric func-
tions obtained in section 5.2 are elaborated upon in section 5.3 and the proof end
here. The final section, section 5.4 contains the proof of the analytic continuation
of {yc(s,a) to the whole of C.

The first section of this chapter is a review of the analytic continuation of the
Riemann zeta function. The remaining three sections are original work carried out
during this project.

5.1 Analytic continuation of {(s) using the Euler-
Mauclaurin summation formula

The Riemann zeta function {(s) is defined for Re(s) > 1 as

L) =Y —. (5.1)

Lemma 5.1.1. The series in equation (5.1) converges absolutely and uniformly in
the half-plane Re(s) > 1+ € forall € > 0.[9]

26



Proof. Since for Re(s) > 1 +¢,

‘ nfsl < nflfe
Since the term on the right-hand side does not depend on s and the series Y n !¢
converges, this series is uniformly convergent on Re(s) > 1+ € for all € > 0. This

implies that it is also absolutely convergent in the same region. 0

First, the analytic continuation of {(s) to Re(s) > 0 will be demonstrated since
it utilizes a simpler special case of the general summation formula used in the
proof. The plan for the proof of the analytic continuation of {(s) to Re(s) > 0 is
as follows:

1. Since {(s) converges in Re(s) > 1, we show that {(s) is equal to a function
in the region Re(s) > 1 and that function is analytic in the region Re(s) > 0.
2. Conclude that {(s) is analytic in the region Re(s) > 0.

5.1.1 Euler summation formula

The Euler summation formula [2] is applied to the series };” ;n~* to show the
first part of the proof of the analytic continuation of (s).

Proposition 5.1.1. If f has a continuous derivative f' on the interval [y, x|, where
0 <y<x, then

Y f)= [ @+ [0 de @) )+ )0 bl 52)
y<n<x y y
Applying this formula to the series } >, n™*, for x > 1,

1+ Y ne=1 +/1xt_sdt+s/1x([t] S d 4 (x— ).

1<n<x

This form of the series can be used to prove the following Proposition.

Proposition 5.1.2. {(s) can be analytically continued to Re(s) > 0.
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Proof. This proof closely follows the proof given in [2]. Using the summation
formula,

_ 1+/1xtsdt+s/1x([t] OV (- ] )x

s xl—s

S +s/1 (] =) tdr + 0(x'79),

where 0 = Re(s). If 0 > 1 and x — oo, this can be written as

S

E(s) = +s/loo([t] — ) ar.

s—1

Now let A be a compact set in Re(s) > 0. Since |[t] —¢| < 1, for ¢ > 0,

<1

s/lm([t] — )5 L dr

This implies that the integral is uniformly convergent in the region Re(s) > 0.
Therefore, this expression provides the analytic continuation of {(s) to Re(s) > 0
with its only pole for o > 0 being at s=1. [

5.1.2 The Euler-Maclaurin summation formula

The Euler-Maclaurin summation formula, a generalization of the Euler summa-
tion formula, is used to prove the analytic continuation of {(s) to the rest of the
complex plane. The Euler-Maclaurin summation formula [2] is given by the fol-
lowing

L BZm

¥ W= [ 0@ @) o)+ ¥

a<k<b =y (2m)!

b
4 / P (1) f @V (1) (5.3)

(F2=(b) — =V (a))

Here n > 0 is a fixed integer, f(x) € C***![a,b], B,, is the m"" Bernoulli number,
and P, is the m'" periodic Bernoulli function defined by P,,(x) = B, (x — [x]),
where B,,(x) is the m'" Bernoulli polynomial defined by

ze™ B (x)Z™
= ) 2
Sp= LR <o
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Proposition 5.1.3. {(s) is analytic in the whole complex plane except for a pole
ats = 1.

Proof. Applying the Euler-Maclaurin formula to the series }," ;n™",

11 & By T(s+2m—1)
o) = 1_s+§+m);1 2m)T(s)

+w | ity (5.4)
Since Py, +1(t) = O(1), to bound the last integral we need,
o+2n>0.
Since n is arbitrary, the Proposition is proved. O

5.2 Euler summation formula applied to {;c(s,a)

In this section, the analytic continuation of {;c(s,a) to Re(s) > 0 will be dis-
cussed, following the same method as for {(s) in the previous section. The Euler
summation formula is a special case of the Euler-Maclaurin summation formula
which is later used to prove the analytic continuation of {jc(s,a) to the entire
complex plane. We proceed by first applying the Euler summation formula and
proving the analytic continuation of {;¢(s,a) to Re(s) > 0 in order to introduce
the various components such as the hypergeometric functions that appear in the
final proof.

To recall, the spectral zeta function of the JC model is given by
X X 1 1

Yty

+ =
n*O E +a> (Two)s

Cic(s,a) —hm

where, E,* = (n+3)o =+ %\/gz(n%— 1)+ (0p — ®)*,a # —E,* and a, ® > 0. the
following condltlon on a must also hold as discussed in the previous chapter.

2 2
g AT () )

——+—=. 55
16(1)2+ g2 +2 (5-5)

The three summation terms within the {;¢(s,a) will be evaluated separately using
the Euler summation formula as follows.

a >
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5.2.1 TheE," eigenvalue part

The expression involving the E, ™ eigenvalues can be written using the Euler sum-
mation formula (equation 5.2) as

X 1 x 1 1 -
)}g{}o zl—(En++a)“‘_)}53[/1 [(t+2)a)+2 g(t+1)+A +a} dt
n=

X —s—1 1
bs [0+ Do+ R0 )48 ke @)+ 8Y T Par

1

+ (x—[x]) {(x—f—i)a)—f—% gz(x—|—1)+A2+a] - . (5.6)

1 .
(E()+ + a)s '
not included in the analysis involving the Euler summation formula. Instead, we
can argue that since it is a power function of s it is analytic in any open set in its
domain which in this case is C.

The first term of the subseries involving the E, ™ eigenvalues,

Out of the three summands in equation (5.6), the third summand can be easily
estimated by considering the order of the power of x in the term. Therefore it can
be written as

b [t o+ 3Rl ) 4w ]

3 = O(XI_S).

For Re(s) > 1, and taking x — oo, this term evaluates to 0.

Now we evaluate the second summand. Taking the limit x — oo the integral
becomes

o —s—1
S/1 (t—[t])|:<t+%)(l)+% gz(t+1)+A2+a] dt.

Let A be a compact set in the region Re(s) > 0. We will try to show that the
absolute value of the integral in the second summand can be bounded by a term
not depending on s for s € A. Now

30



oo —s—1
s[Le=mer potyRarnsaee o g@er e ida

1
* 1 1 ! L) 2-1 2
SM/I (r+5)0+ 3/ + 1) +024a| 0+ (g+1)+87)2g)dr,

Now, since t > 1,

1 1
o+ (2 +1) +A g <o+ 728 +A2) 162,

For simplifying calculations let,
1 _1
k=o+ Z(Zgz +A%) 2g%

The bound now becomes,

o—1

|s|/l°° {(t—i—%)w—k%\/gz(hL 1)+A2+a] ) (a)+%(g2(t+ 1) +A%) 262 dr

§|s|k/ {(t+§)w+§ g2(t+1)+A2+a] dr.
1

To simplify the integral, we increase the bound further. Since > 1 we have,

1 1
5,/gz(t+1)+A2+az 3 28>+ A% +a.

This implies for o > 0, the term inside the integral in the last bound can be
bounded as

1 1 —-0—1 1 1 —-o—1
|:(l‘—|—§)a)—|—§ gz(t—l—l)—l—A2+a1 g[(z+§)w+§ 2g2+A2+a] :

Therefore, the bound changes to

oo 1 1 —0—1 oo 1 1 —0—1
|s|k/ [(t+§)w+§\/g2(t+l)+A2+a] dr < |s|k/ [(t+§)w+§ 2g2+A2+a} dt.
0 0

Again for simplifying calculations let

o 1
= — 4+ —/2g2+ A2 .
c 2+2 g-+A“+a
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Then the integral within the final bound is

ys|k/ {(t+§)a)+§ g2+A2+a] dt = |syk/ (0 +¢)"° L d.
1 1

Therefore the integral is

|s|k lim< 1 1 ) sl |s*|k

® b\ (0+b)°  (0+c)° o(0+c)° ~ o(w+c)°’
where

o* = infRe(s),
SEA
and
|| = supls|
s€EA

0" and |s*| exist by the extreme value theorem for function from compact spaces
to real numbers. To summarise, absolute value of the second summand can be
bounded as

oo —s—1
s[La=me potgyRarn atd @y ida

4
|s|k |s* |k
< 5 < =7
(w+c) (w—+c)

where, k, ¢ are constants involving @, g,A and a.

6 = Re(s), 6" = inf Re(s), and |s*| = sup]|s|.
SEA sEA
This concludes that this summand is uniformly convergent in any compact set
in the region Re(s) > 0 and therefore it represents an analytic function in the re-
gion Re(s) > 0.

Now, since the third summand has been shown to evaluate to zero and the sec-
ond summand is analytic in the region Re(s) > 0, we evaluate the first summand.
The first summand evaluates to some Gaussian hypergeometric functions whose
derivation and analyticity will be discussed in detail in the next section.

In the remaining part of this section we discuss along the same lines the Euler
summation formula applied to the E,,~ eigenvalue part.
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5.2.2 The E,” eigenvalue part
Similar to the term in ;¢ (s,a) involving the E,, ™ eigenvalues, the term involving

E,~ eigenvalues can be expanded using the Euler summation formula as follows

—S

al 1 * 1 1
li —— =1 t+-)0— =1/g2(t+1)+ A2 dt
xg?or; E ta) im [/1 {( +2)a) 5V¢8 (t+1)+ —f—a]

X—ro0
x 1 1/ 5 o 1 5 N7 2
b5 [+ o -3 /@U+ D+ +a| (0= Z(E0+1)+82)7 Fr

1 1/ 5 i
+ (x—[x]) (x+§)a)—§\/g x+1)+A+a . (5.7)
. . 1 . .
Similar to the E, ™ subseries, the term m is evaluated separately and it is
0o +a

analytic in C since it is a power function of s.

The third summand in this case also evaluates to zero in the following way

=0(x').

(e ) [+ 30 - 32 1) 82

For Re(s) > 1, and taking x — oo, this term evaluates to 0.

Evaluating the second summand, after taking the limit, the expression is
= 1,1 -
s/ (t—[t]){(t—i—i)a)—i gz(t+1)+A2+a] dt
1

Let A be a compact set in the region Re(s) > 0. Then we will show that the
following integral can be bounded by a term not depending on s for s € A. The
integral can first be bounded by

oo —s—1 .
s/l (t— ) {(t+%)a)— %,/g2<t+ 1)+ A2 -l—a] (0— i(gz(t-l- 1)+ A2) 3¢V dr
oo —o—-1

<lsl [ |a+ 30— 5/e0+1)+a2+a
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w—Z(gz(t+1)+A2)—%g2 dt.




Now if t > 1,

1 1
5\/g2(t+1)+A2 > E\/2g2+A2.

Using the above inequality and triangle inequality we can say that

1 _1
—(2g* +A%)2g%).

1
<ot (@1+1) )28 < (04

1
‘a)——(gz(t—l—l)—i-Az);g2 1

4

Therefore the bound now becomes

=] 1 —o-l 1
\s|/ (t+3)0-3 2t+1)+A+a w—z(gz(t+1)+A2)—%g2 dt
1
Lo ay-tay [T 1 L 2 !
< [sl(@-+ (267 + A7) zg>/1 (t+3)0—5\/@+1)+M+a| .

In order to work with the absolute value on the term inside the integral, we use the
reverse triangle inequality stated as follows. For real numbers x and y,

[l = Y[ < ] =l

which implies,

| = Iy| < Jx—yl.
Therefore we have,

1 1 1 1
(t+§)a)—§\/g2(t+l)+A2—|—a > (t+§)a)+a—§1/g2(t+l)+A2.

The right hand side of the previous inequality is positive due to the condition on
the parameter given by equation (4.4). Therefore the bound is,

1 = 1 1 —o!
|s|(a)+‘—L(Z(g'Z—FAZ)_égZ)/l Kr+§>a)—§ gz(t+1)+A2+a] dt.

This final bound and the first summand in Re(s) > 0, involves hypergeometric
functions and will be discussed in the following section.
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5.3 The hypergeometric functions

This section discusses the Gaussian hypergeometric functions which arise while
evaluating the integral in the first summand of the Euler summation formula. The
Gaussian hypergeometric function is the solution of a homogeneous second-order
linear differential equation with some special properties (refer to [3] for details).
For |z| < 1,z € C, and c in positive integers and the Gaussian hypergeometric
function is defined as[3]
o (@)n(b)n 2"
oF =) R

= (c)n n!

where (a), is the pochammer symbol defined by

['(a+n)

= — =1,2.3...
(a), M) and n ,2,3

The following section elaborates on the derivation of the hypergeometric functions
from the first summand. Some computation using Wolfram Alpha was initially
done to guess the solution to the integral in the first term of the right side of
equation (5.6) hence the derivation proceeds in a way so that this integral can be
modified into one of the integral forms of the Gaussian hypergeometric function
given as follows

2Fi(a,bie; —7) = / SN 1 45) (1 +52)9ds. (5.8)
0

This holds true for Re(c) > Re(b).[3]

5.3.1 TheE," eigenvalue part

The first summand can be integrated as follows

)

* 1 1
li I+ = —\/&*(t+1)+A2 dr.
Jim | {(+2)a)+2 gHt+1)+ +a}

We use the following change of variable. Let

qg=1/g*(t+1)+A2
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and so,

2
dt = g—qu.
Replacing this in the integral,
2 geD+a 20 g Ao o -
= lim B
g7 x72)\/2g2+ A2 N A

The term within the integral can be factorised into linear factors of ¢ as follows,
let for ease of calculations,

2 4A2(O2
m:\/g——4wa+ — 1202
4 g

Then the integral can be written as
2 ) —S ) g2(x+1)+A2 2 m ) 2 m —S
=2 (2) im glg+S-+28) (g+5--T8) 4q
g \g X—ro0 \/W 40 2w 4o 2w

In order to modify this integral into one of the integral forms of the Gaussian
hypergeometric function, the lower limit of the integral should be 0. To achieve
this we do the following change of variable

r=q—/2g%+ A2

Therefore the integral becomes

o) ® -5 \/gZ(x+1)+A2_\/2g2+A2 g2 mg -5
_~ (@ : 2 A2 2 A2 8 M8
p: <g2> )}g& A (r+v2g*+A )(r—i— 2g-+A +4w+2w)
2 )
202 4+ A2 & _me dr.
(”L ST e )
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This integral then needs to be split into two integrals so that the powers on the
factors are in the required form

2 fw\ V(1) +A2—1/2g2+A2 2 =S
:—2<—> lim r(r+ 2g2+A2+g——|—%>

g2\ g x—re2 /0 40 2w
2 )
202 4 A2 & _ms d
(r+ & Jr4a) 20 !

2

2 /o) * V(1) +A2—1/2g2+A2 =S
+—2(—2> V287 + A2 lim <r+ 2g2+A2+g—+@)
a\¢g 5= Jo

4o 2w

2 —S
(r—l— 2g2—|—A2+f—w — %) dr.

For ease of calculation the constants would be grouped together and named as
follows. Let,

2 2
k1 = /202 + A2 & ms d = /202 L A2 & _mg
! &+ +4w+2wan l &+ +4w 20

Replacing these constants,

=== lim r(ir+ky) *(r4+ny) dr
gz gz 0 Jo ( 1) ( 1)

2 ® —s \/gz(x+l)+A2—\/2g2+A2
+—z<—2> v2g2+A213n/ (r+ki) " (r+n)dr
8°\8 X Jo

Now the terms inside the integral will be divided and multiplied by k| and n;
respectively in order to make them in the form of (1 + variable)

o) = VEE(H1)+A2—1/2g2+A2 - -
:—2(92) ki~ lim r(l—l—kL) (1+L) dr

B o) ((D)s ‘ \/gz(x+l)+A27\/2g2+A2

g g x— [ 1 ni
2 /o) \/gz(x+l)+A2—\/2g2+A2 —s =
—}——2(—2) V282 + A% k;™°n; ¥ lim (l—l—i> (1—|—L) dr.
8°\8& x—0 J) ki ni
Now let,
_r
p= k.
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Taking the limit and changing the variable,

2 (w\* ° ,S ki
:_2(_2> kl_s+2n1_s/ p(1+p) (HQ) dp
8 \8 0 nj
2 (fo\"* oo _ ki ~°
+—2(—2) 2g2+A2k1S+1nH/ (1+p) S<1+Q) dp.
8 0 ni

8

Comparing these two integrals with the integral form of the gaussian hypergeo-
metric function in equation (5.8) the integrals are equal to, for Re(s) > 1 (since
Re(c) > Re(D))

b= lc)l(;_ 1)2F1(s,2;2s;1—%)+ 2§2_+12F1(s,1;2s;1— %), (5.9)
where,
o = % (%) _Skl 52,
8 \8
2 [0\’ ¢ mg —s+2 . o\
:g_z(g_z) ( 282+ A2+ +%> (\/2g2+A2+E—%) :
c2+ _g% 2g2+A2 (g%)yk —s+1n1—s
2 (o’ @ mg —s+1 2 mg\~
=) vaere(vaaie gt (Ve 00)
and,

2 4A2(D2
m:\/g——4a)a+ 5 +2w2.
4 g

5.3.2 The E,~ eigenvalue part

To recall, the first summand for the E,,~ eigenvalue part is given as follows

) X 1 1/ 5 i
lim (H—_)w_i gHt+1)+A?| dr.
1

X—yo0 2
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Similar to the E,* part, we do a change of variable. Let
2q
q=1/g*(t+1)+A% and dt = —dq.
8

Therefore, the integral can now be written as
2 g (xt+1)+A2 {qza) g No o

== lim
8= x>\ /2021 A2

Again, to factorise this expression, let

2 4A2(O2
m:\/g——4coa+ > +20%
4 g

Note that this m is the same as that in the E,* eigenvalue part. Therefore upon
factorising the integral is

2 /o) g2 (x+1)+A? g2 mg - g2 mg -
=== li - —-—+4+— dg.
Iz (gz) Y Nrxwe q(" 40 2(0) (q 40 Zw) 9
The next change of variable is done to make the lower bound of the integral 0. Let

r=q—/2g*+ A%

The integral becomes

N gz2 (§> _S)}ii?o OX/gz(XHHAz_\/gqu(H 2g2 +A?) (r+ 2g2 + A2 — % a %> :
(r+ 267+ A2~ f + z—g) Car

Splitting the integral in a way similar to the last section,

N gz2 (g) Siii?o OX/gZ(HlHAZ\/ngMZ r(r+ 282+ A % _ %) h

("+ 262+ A7 — 4—+%)_Sdr

" gz2 (g%) 2¢? +A2}1_r>§o R <r+ 282+ A2 — % N ;”L(i) N
(”+ 2¢% + A~ 4 + ﬁ) _Sdr.
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The constants are grouped together and named as follows. Let,

2 2
ko =28+ A =5 4 T8 and iy = 22 A2 - 5 T8
2 &+ 4(o+2wan = &+ 40 20

Replacing these constants we get,

=—(= lim r(ir+mn) *(r+ky)) *dr
g2 g2 i Jo ( 2) ( 2)

2 ) ) \/gZ(x+1)+A2_\/2g2+A2 B B
+—2<—2) \/ 2g2+A2 lgn/ (I’—f-nz) s<r+k2> Sdl".
8°\8 X J0

Now the terms inside the integral will be divided and multiplied by n, and k;
respectively in order to make them in the form of (1 + variable)

2 -5 \/gz(x+1)+A2—\/2g2+A2 —s =5
== (%) Ky ~*my* lim r(l + i) (1 + ki) dr

2 (w)—s \/g2(x+1)+A2—\/2g2+A2

87 \8 X— JQ np 2

o) © —s \/gz(x+l)+A27\/2g2+A2 —s —s
+—2(—2) V221 A2 ky~ny lim/ <1+L> (1+L) dr.

g \g x—e0 /() ny ko

Now let,
pP= k_z

Taking the limit and changing the variable,

2 (o ° o0 N ky\ °
:_2(_2> kz_”znz‘s/ p(1+p) S(1+Q) dp
8 8 0 nyp
—s

2 (o\"* 0 k
+5(5) V2@ Ak i [ (1 p) (14 22) ap.
g*\ g 0 n
As before, we compare these two integrals with the integral form of the gaussian
hypergeometric function in equation (5.8). Therefore, the integrals are equal to,
for Re(s) > 1 (since Re(c) > Re(b))

c1 ko cy ko
= Fi(s,2;2s;1 — — Fi(s,1;2s;1 — —), 5.10
oD@ e Esl =) s Tkl B2s =20, (5.10)
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2/ e\ "’ ,
c1 :g_z(g_z) k> s+2n2 s
2 o —s 2 mg —s+2 g2 mg _
=== V282 + A% — — 202 A2 -2 =2
gz(gz) ( 8+ 4a)+2a)> ( &+ ¥0) 260) ’
2 V2 a2 k s+l —s
g_2 + g2 2 ny
) o 2 mg —s+1 2 mg —s
— = 24 A2 282+ A2 — — 202 +AZ -2 <2
gz (g2> \/g + (\/ 8+ 4a)+2w) <\/ g-+ 4(0 2a)> ,
and,

2 4A2(02
m:\/g——4a)a+ 5 +2w2.
4 g

5.3.3 Analyticity of the hypergeometric functions

To show the analyticity of the first summand of both the E," and E,~ parts we
will use the known results on the analyticity of the hypergeometric function as a
function of its parameters. To do this we first use the following transformation for-
mula to transform the hypergeometric functions so that only one of the parameters
contains the variable s

Flapand = (1-30) F(S 5+ S+ yik/2—oP)

For the hypergeometric function in the E, ™ case (equation 5.9), it transforms as

k k
»F (s,2;2s; 1— —1) —HF (2,s;2s; 1— —1)
ni ni

4,2 31 —ky)?
L — 5 2F1 <1,—;s+—;—<n] ])2>.
(n1+kp) 20 2 (n+k)

Now, we refer to the following Proposition from [3].

Proposition 5.3.1. 1Fj(a,b;c;z0)/I'(c) is an entire analytic function of a,b,c, if
20 is fixed and |zo| < 1.
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According to Proposition 5.3.1, we need to check the condition on |zg|. This

is given by
(1 —kr)?
(n 1+ k1 )2

Replacing the value of n; and k; in terms of g, w, A and m, this is equal to

_V2 AT 30

2 2

< 1.

a >

This condition holds by the condition on a given by equation (4.4). This is because
this is equivalent to
E 1+ +a>0.

For the hypergeometric function involving the E,,~ eigenvalues, the hypergeomet-
ric function transforms as

k k
2 Fi <s,2;25;1 — —2) =,F <2,s;2s; 1-— —2>
no no

4n,2 301 —ky)?
:Lﬂﬂ(L—;H—;M). (5.11)
(ny+ky) 2 2 (ny+ky)

Then the analyticity condition is given by
V282 +A? 3w
>
2 2
This condition also holds by equation (4.4) since this condition is equivalent to

Ei"4+a>0.

The I'(c) mentioned in Proposition 5.3.1 is also included in the expressions 5.9
and 5.10. Now, since we have the analyticity of the hypergeometric functions,
we need to complete the argument for the second summand in equation 5.7. The
second summand could be bounded by

1 o 1 1 —o-l
c(w+1(g2+A2)‘5g2)/1 |:(t+§)a)—§ gz(t-l—l)-i-Az-l-a] dr.

This integral was derived to be the hypergeometric function given by 5.11. There-
fore, for a compact set A in the region Re(s) > 0, and the hypergeometric function
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is defined for any s in that region since it was shown to be analytic for all s in C.
We take 6* = s for s € A such that the value of the hypergeometric function given
by 5.11 is the maximum. The value of the hypergeometric function at o* is the
bound for this function.

5.3.4 Poles and residues

From the expression involving the hypergeometric functions, it seems the poles
of &je(s,a) are at s=5 L and s = 1. To verify this, we first calculate the residue of

Cic(s,a) ats = 2 Putting s = 2 in equation (5.9) gives the following term in the
numerator of 2s — 1

1 k 1 k
AR =212 peyam (=111 =21, (5.12)
2 2 ni 2 ni

Similarly, putting s = % in equation (5.10) gives the following term in the numer-

ator of 2s — 1
c1 1 ki 1 ki
—F 2:1:1 — — F 1;1;1 —— 5.13
52 1(2 n1>+6‘2 2 1(2 n1) (5.13)

The hypergeometric functions at specific values of the parameters were computed
from [ 1] and [22] and are given by

1 1
2k (—,2;1;1—a> = a+2 ;
2 2a3

1 1
F 1;1;1— = —.
? 1(2’ a) Ja

Therefore the term in equation (5.12) becomes (after replacing ki and ny),

—1 g’ 2
—— 2282+ A2+ | + —=1/28% + A%, 5.14
grw( g+ +2w)+g SVt (5.14)

and the term in equation (5.13) becomes

-1 g’ 2
— [ 24/202 4+ A2 2 — /202 + A2, 5.15
gm( &t 2w>+ng &t 615
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Adding equation (5.14) and (5.15) gives the residue at s = % as 0. This implies

that {jc(s,a) does not have a pole at s = %

The residue of {jc(s,a) at s = 1 can also be computed using the following
value of the hypergeometric function

1
2F1 <1,2;2;1—a> = —.
a

Therefore the residue is

This is equal to

(o) () 2 (an) (2) =&

Therefore jc(s,a) has a pole at s = 1 with a residue of %

5.3.5 Analytic continuation of {;c(s,a) to Re(s) >0

In this subsection, the proof for the analytic continuation of {;¢(s,a) to Re(s) > 0
will be discussed by summarizing the techniques discussed in the previous sub-
section of chapter 5.

Proposition 5.3.2. The spectral zeta function of the JC-Hamiltonian, C;c(s,a)
can be analytically continued to Re(s) > 0 except for a simple pole at s = 1.

Proof. We know

X X 1 1
Cic(s,a) = hm [Z o ’;)(En+a)s+(7%>s

where, E,* = (n+ 7)o+ %\/gz(n +1) + (wy — )* and assuming the necessary

conditions on a and @. The terms (=) ", (Eo* +a) " and (Eg~ +a) " are con-
sidered separately as mentioned in subsection 5.2.1.
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Now, the Euler summation formula while applied to the subseries involving
the E, ™ eigenvalues (except for the first term (Eq™ +a) ") gives the following
terms

)}I_IEOZ *—i—a —)}1_1)210[ [ aH——\/ 2(t+1) AZ—I—a} dt
—l—s/lx(t—[t]){(t+§)a)+%\/g2(t+l)+A2+a] o l(a)+ (t+1)+AY) 7 )dt
—l—(x—[x]){(x%—%)w—l—%\/gz(x—l—l)—l—Az—ka} -

Among these terms, the first term evaluates to the hypergeometric functions which
are derived in subsection 5.3.1. These functions are analytic in the whole complex
plane as shown in subsection 5.3.3.

The second integral term can be shown to be uniformly convergent and hence
analytic in the region Re(s) > 0 as elaborated in subsection 5.2.1. The third term
evaluates to 0 upon taking the limit x — oo,

Similarly, applying the Euler summation formula to the subseries involving
the E,~ eigenvalues (except for the first term (Eo~ +a) ) gives the following
terms

o Ly
}1_{902 Er ta) )}1_{1010[ { o — = +1)+A —f—a] dt

—I—s/lx(t—[t]){(H—%)a)—z g r+1)+ A2+a] o 1(@ t+1)+A2) )dt

—S

+(x—[x])[ Z(x+1)+ A2+a}

In this case too the first term evaluates to hypergeometric functions detailed in
subsection 5.3.2. The analyticity of these hypergeometric functions to the entire
complex plane is discussed in subsection 5.3.3.

The second integral can be shown to be uniformly convergent and hence ana-
lytic in the region Re(s) > 0. This is shown in two parts, the first part of which is
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showing that the absolute value of the integral can be bounded by a term as shown
in subsection 5.2.2. This bound is then shown to be equal to a hypergeometric
function which does not depend on s for s belonging to a compact set in the region
Re(s) > 0, as given in subsection 5.3.3. The remaining third term evaluates to 0
after taking the limit x — co.

This concludes the proof of the analytic continuation of {;c(s,a) to Re(s) > 0.
The hypergeometric functions in subsections 5.3.1 and 5.3.2 indicate that {;c(s,a)

might contain poles at s = 1 and s = % Upon calculating the residues (discussed
in subsection5.3.4), we can conclude that {;¢(s,a) has a simple poleats =1. [

5.4 Analytic continuation of ;c(s,a) to whole of C

5.4.1 The Euler-Maclaurin summation formula applied to {;¢(s,a)

To show the analytic continuation of {;c(s,a) to the rest of the complex plane, the
Euler-Maclaurin summation formula is used which is given as follows [Y]

0= [ war L @)+ o)

L B2m

a<k<b

(f(Zm—l)(b> (2m— 1 +/ P2n—|—l 2n+1)(l‘)dt.

Here 1 > 0 is a fixed integer, f(x) € C*"*![a,b], B,, is the m""* Bernoulli number,
and P, is the m™" periodic Bernoulli function defined by P,,(x) = B, (x — [x]),
where B,,(x) is the m'" Bernoulli polynomial defined by

)-

eZ—l

Applying the Euler-Maclaurin summation formula to the subseries

> 1
,;<En++a>s
we have,
1 1 5 5 -
f(l): (t+§)a)+§ g (l+1)+A “+a .
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o 1 1 /30w 1 - = 1 1 -
= [ =42\ /2024 A2 / t+ =)o+ =1/g2(t+1)+A2 dt
; 5 2<2+2 g2+ —I—a) +1 [(+2) +5 g2 (t+1)+ —|—a]

Bom o om . . )
G im 70 )) = () 4 [ P (0O 1)
(5.16)

m=1

The term (Eo* +a) " will be added separately to the sum after this evaluation.
The first term in this sum is a power function of s and is hence analytic for all s
in its domain that is all s € C. The second term gives the hypergeometric function
and is analytic for all s € C.

Now, applying the Euler-Maclaurin summation formula to the subseries

> 1
kgb (Ex~ +a)’

We have,
i 1 1 /3w 1 2—{—A2+ —S+ oo (H—l)a) 1 2(t—|—1)+A2+ _sdt
— == ——= a —)w— = a
& (B +af 22 2V¢ i 2P V8
B2m

Gy im £ 70 (0)) = D (1) + | Pan0> @)t

+
10

Similarly to the E, ™ eigenvalues, the first term is an elementary function of s so
it is analytic for all s in C. Here too, the term (Ey~ +a) ° is added separately
later to the final formula. The second term is the hypergeometric function whose
analyticity for all s € C was shown in section 5.3.3. We discuss the remaining two
terms in the next section.

5.4.2 The Bernoulli number term and the residual term

For the other two terms in the case of E,t, f(") () needs to be estimated. By
induction arguments, the following Proposition can be shown that

Proposition 5.4.1. The n'" derivative of f(t) where

f)= Kz+%)w+% g (t+ 1)—|—A2+a} 73,
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is given by

Here, 1
u(t) = (&°(r+1)+4%) 2,

and, h(u(t)) is a polynomial in u(t) with the highest power of u(t) in h(u(t)) as
2n — 1. The polynomial in the denominator is given by

1 1
g(t) = (I+E)w+§ gz(t—i— 1)+A2+a.

The polynomial h(t) also has g(t) as coefficients with the highest power of g(t) as
n—1.

Proof. Let the induction hypothesis be the same as the Proposition.
For n=1,

d 1 1 -
Wiy = =2 - 2. /g2 2
() dtKH_2)w+2 gH(t+1)+A +a}
1 1 2 2 — 1 2 2 %1 2
=—s|{1+5)o+3y/8 (t+1)+A+a (w+Z(g (t+1)+A%) % g%).

This satisfies the induction hypothesis since this is in the form of

h(uf(t)
(g(e)"*!

Y

-1
where /1 (u(t)) is a polynomial in (g%(t + 1) +A?) 2 with its highest power as 1.
Now for n = k let,
h(u(1))

(g(1)™*

The polynomial h(u(t)) is of degree (2k — 1) has g(z) as coefficients with the
highest power of g(¢) being k — 1.
Now forn =k+1,

)y _ (S5 =R)hu(n) | g)hM (u(r))
! ! (t)_ (g(t))s-l—k-l-l (g(t))s+k+l ’ (5.17)

R =
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We need to check the highest power of u(r) and g(r) in h")(u(r)) in order to
complete the induction argument. For this, it is enough to consider the term in
h(u(t)) with the highest possible power of u(z) and g(7). Now, the term with the
highest possible power of g(¢) and u(t) in h(u(t)) is,

(2k—1)

) u(n)®D = gD+ ) +a%)

Therefore after computing /(") (u(r)) this term will be,

SO AR+ 1)+ 47T (w+l(g2(t+ 1)+A2)2182)

4
(2k—1)
2

_ Qk+D-1)

g g+ 1) +A%)" 2

Multiplying this by g() as in the second term of equation (5.17), this becomes

(2k—1) 1 =1
f0 P80 (@ 420+ 007 )
_ Q*k+1)-1)

2

(2k—1)
2

g (gt +1)+A%)

Therefore, f (k+1) gatisfies the induction hypothesis. This completes the induction
argument.
[

Now for the second last term in equation (5.16), l}im f (zm_l)(b) can be esti-
—»00

mated by finding the order of 7 in f(2”~1)(¢) using Proposition 5.4.1.

The highest power of 7 in the numerator of £~ (¢) is

—M—k(Zm—l—l):m—&
2
and

(lowest power of ¢ in the denominator) —s = 2m — 1.

Therefore,
Fam1) () = it 3+ fi(t)
I fo (1)’
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Here fi(¢) and f>(¢) are polynomials and the degree of fi(¢) is less than m — 3
while deg(f>) — s is higher than 2m — 1. Let deg(f2) —s—2m+1=kand k >0
by the previous assertion.

Now, multiplying the numerator and denominator by ¢ =" +1,

Fem () = 3t ST 4 f5(t) .
Ck+4l‘k+...—f—C4l—|—(,’5

Here, f3(t) is a polynomial and deg( f3) + s is less than —m — 2. Therefore, for the
second last term in (5.16),

1
lim 27 D(b) = lim 252 4 lim f3(b) i .
bglolof ( ) bgrolo fe%) +bgrolof3( )bgr-}o Ck+4tk—|—...—|-C5t+C4
Since the leading term goes to zero for Re(s) > —m —2, and the deg(f3) + s is less
than —m — 2,
lim f3(b) =0

b—ro0
The term multiplied to this second term is,
1 1

lim 7 —
b—oo Cpygb®+ ...+ cs5b+ca  ca

The above is true since k > 0. Therefore,

lim "1 (p) = 0.

b—oo
Evaluating /"~ () at 1,

Mu(1)
(g(1))2"

The only case where this term would not be finite is if

3w 282+ A2
g(l) :7+Cl+gT =0

i) =

This is not possible due to the condition assumed on a in equation (4.4). There-
fore, f(2"~1)(1) is a power function of s that is analytic in C.

Proposition 5.4.2. The integral [{° Py, 11 (t)f "+ (¢)dt converges uniformly and
is analytic for Re(s) > —n.
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Proof. The polynomial
Py () = O(1),

The term f (2n+1) (t) can be approximated using Proposition 5.4.1 as

Flant) () = cit 7"+ (1)
Ck+2lk+...—|-C3t—|—Cz

Where f>(¢) is a polynomial with deg(f>) + s less than (—n — 1). Substituting the
value of f2**1)(z) in the integral gives

* o0 —s—n—1
[ s 0= [ (SO
! 1

Ck+2tk+ .t 3t 4o

Now since Pa,+1(t) = O(1),

(=] —s—n—1 oo 1 oo
‘/1 P2n+](t)( cit +f2(t) >dl" <c_1/1 thldt+c_2/1 |f2(l‘)|dl‘

Ck+21k—l—...+C3t—{—C2 )
(5.18)

Therefore for uniform convergence of the first integral in the bound of (5.18) we
need,

o>-—n

where Re(s) = o. For the other integral in the bound in equation (5.18), since
deg(f2) + s is less than (—n — 1), the uniform convergence of that integral can
also be concluded by the same condition on ©. 0

Therefore for the last term in the Euler-Maclaurin summation of the subseries
given by (5.16), using Proposition 5.4.2, a suitable n is chosen such that

Re(s) > —n.

This concludes the analyticity of equation (5.16) for such suitable 7.
For the E,,~ eigenvalues, the Proposition 5.4.1 stays the same and only the defini-
tion of f(¢) becomes

£1) = [(z%)w-% 2+ 1)+A2+a] N

The rest of the analysis involving the powers of ¢ is the same and the analytic
continuation of {;c(s,a) follows.
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5.4.3 The analytic formula for ;¢ (s,a)

Proposition 5.4.3. The spectral zeta function of the Jaynes-Cummings model can
be given by (using suitable n as in Proposition 5.4.2 and except for the pole at
s=1)

/o 1 = 1/3w 1 -
=4 2 1 A2 | T2 2\ /202 1 A2
Cjc(s,a) 2<2+2 g+ +Cl> +2( 3 +2 g+ —f—a)
 Bon om-1) / > (2n+1)
+ 1)+ P, t t)dt
+ +
Fi(s,2;25;1 — Fi(s,1;2s;1 — —
M TR e LG o vy ELULCREE Ry
/o 1 = 1/3w 1 -
— === 2 1 A2 | 2 2\ /202 1L A2
+2(2 > 8-+ —l—a) +2(2 > 8-+ +a)
I i By, g(2m1)(1)+/°°P2 +1<t)g(2n+1)(t)dt
= (2m)! "
c1 ko (o) ko
Fi(s,2;2s;1 — — Fi(s,1;2s;1 — —
+2(s—1)(2s—1)2 15,225 n2)+2s 1° s 1525 n2)
(5.19)
where

10 =0+ po-Jyfeernead

and,
1 1 5 5 -
g(t) = (t—}-i)a)—?/g (t+1)+A”+a| .
The constants ¢1 ™, ¢, ky,n1,¢1~,¢2~ ko and ny are given by
1.
— —s+2 2 —s
f_2(0\" A2 mg 2 mg
l (g2 g+ Jr4co+2a) g Jr4a) 20)

2
g2
2

—s+1 2 —s
0 Sy m,

4w Zw 40 2w
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2
m
=@ +a+ 5 428

4o 2w
2
/5 A2 mg
A2 __°2
gt +4(1) 20’
0) —s g —S+2 2 mg —S
_ /o2 Az _5 \/ A2 o _ 9
g gz) ( &t 4w+2w) ( g+ 4(0 Zw) ’
) o mg —s5+2 \/7 g2 mg -5
= A2 AZ__ _° 2022 %
o(p) verm(verm L) (Ve )

2
m
kzz'/g2+A2 g_+_g

4(0 20’
g _mg

m = Vg A 40 20
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Chapter 6

Conclusions

The previous chapters conclude the proof of the analytic continuation of the spec-
tral zeta function of the Jaynes-Cummings model. The following topics may be
pursued in the future in this direction:

1. Finding the negative integer values of ;¢ (s,a) in a way similar to that done
for the Riemann zeta function using the Euler-Maclaurin summation for-
mula.

2. The partition function which is given by the inverse Mellin transform of
Crc(s,a) may be explicitly computed.

Incidentally, the recent work of Marcello Malagutti [13] also proves the analytic
continuation of the Jaynes-Cummings spectral zeta function through the devel-
opment and application of another method similar to the method of Ichinose-
Wakayama[7] and Sugiyama[19].
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