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#### Abstract

This thesis attempts to abstract and generalize some key features of the composite fermion (CF) wavefunctions. CF theory successfully explains the experimentally observed fractional quantum Hall effect (FQHE) in the lowest Landau level. We present a short-range strongly interacting model for 2D electron gas in a magnetic field. The model is exactly solvable on the disk, and the eigenstates abstract several key features of the CF wavefunctions. Exact diagonalization of the interaction shows that it produces FQHE at the Jain sequence of filling fractions. Unlike parent Hamiltonians for Laughlin, Moore Read, Read Rezayi, and projected $2 / 5$ states, the model allows exact solutions for all charged excitations, neutral modes, and incompressible states. The model interaction can be extended to other geometries, and the low-energy spectrum shows the same qualitative features you see in the disk. However, the disk eigenfunctions do not generalize to compact geometries like the sphere and torus. Eigenfunctions in these geometries can nevertheless be written for QPs of $1 / m$ state.

In the second half, we study the properties of a generalization of CF states, namely parton states. Parton states are seen as a candidate for many non-Abelian filling fractions in FQHE, which require multiple Landau levels. Specifically, we study the real space entanglement spectra (RSES) of these states using an efficient Monte Carlo method. By computing the RSES of simple non-Abelian parton states, namely $\Phi_{2}^{2}, \Phi_{2}^{3}$ and $\Phi_{3}^{2}$, we verify that the edge-spectra of partons states of kind $\Phi_{n}^{k}$ are indeed given by highest-weight representation of $\widehat{s u}(n)_{k}$ Kac-Moody algebra. Finally, we perform extensive benchmarks of the accuracy of the Monte Carlo technique by comparing the RSESs of $2 / 5$ CF state computed using the efficient Monte Carlo method and brute force methods. We present an approximate projection method that generalizes the Jain-Kamilla projection method, allowing efficient computation of RSES of projected CF states for systems as large as 100 particles.
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## List of Figures

Figure 1.1: Schematic of classical Hall effect
Figure 1.2: In the classical Hall effect, the transverse resistivity $\rho_{x y}$ of the system increases linearly with the strength of magnetic field B . In contrast, the linear resistivity $\rho_{x x}$ remains invariant
Figure 1.3: Quantized resistivity $\rho_{x y}$ increases in steps of $h / e^{2} \nu$ with magnetic field B , where $\nu \in \mathbb{Z}^{+}$(represented in the figure by $i$ ). Between the jumps, $\rho_{x y}$ remains constant for a range of magnetic field strength, forming a plateau or step like structure. In these plateau regions, the longitudinal resistivity $\rho_{x x}$ vanishes and only shows sharp peaks when $\rho_{x y}$ changes value. [1]
Figure 1.4: Schematic showing Landau orbitals (red circles) with their angular momentum indices along the $x$-axis and energies along the $y$-axis.
Figure 1.5: A general torus generated by $\boldsymbol{L}_{1}$ and $\boldsymbol{L}_{2}$. The skewness $L_{\Delta}$ parametrizes the deviation from a rectangular torus.
Figure 1.6: Landau levels have sharp density of states (blue in right panel), with all the states in $n$th LL having exact energy $\hbar \omega_{B}(n+1 / 2)$. Introducing the disorder breaks this degeneracy and spreads the states in each LL into set of bands (shown in red in the left panel).
Figure 1.7: Schematic showing a typical potential $V(x, y)$ where the loops with arrow represent the drift of localized states along the equipotential contours. Direction of drift along the hills (+ve potential) and valleys ( $-v e$ potential) are opposite as expect. Contours shown in bold represent the extended states which are present near the middle of LL band (blue lines in left panel of Fig. 1.6) [2]
Figure 1.8: In larger magnetic field and cleaner sample, transverse resistance $\rho_{x y}$ increases in quantized steps with $B$, such that the values of $\rho_{x y}$ at plateaus is given by $h / e^{2} \nu$ where filling fraction $\nu$ also takes fractional values. [3]

Figure 1.9: Figure shows the map from the IQHE to the FQHE. Panel (a) shows the IQHE with total flux represented by number of pointed arrows. Panel (b) shows conversion of each electron into a composite fermion by attaching $2 p=2$ flux. Finally, spreading out the attached flux gives us the corresponding FQHE state (c) of electron in a higher magnetic field. [4]

Figure 1.10: The Haldane pseudopotentials $V_{m_{\text {rel }}}$ (in the units of $e^{2} / \epsilon \ell_{B}$ ) for Coulomb interaction corresponding to different relative angular momentum $m_{\text {rel }}$ quantum numbers of two-particles in LLL. Pseudopotentials at even $m_{\text {rel }}$ are for bosons. [5]

Figure 2.1: Spectra of the model Hamiltonian for representative systems in the spherical geometry, with $N$ particles in $2 Q$ flux quanta. All nonzero pseudopotentials [Eq. (2.11)] are set to $V_{L}^{n, n^{\prime}}=20 \hbar \omega_{c}$, and the Hilbert space is restricted to the three lowest LLs. The energy $E$ is in units of $\hbar \omega_{c}$, measured relative to the zero point energy $N \hbar \omega_{c} / 2$. $L$ is the total orbital angular momentum. Orange markers show the $\mathcal{V}_{\infty}$ states with zero interaction energy. (Each orange dash may represent many degenerate eigenstates.) Black dashes show eigenstates with nonzero interaction energies; these will be pushed to infinity in the limit $V_{L}^{n, n^{\prime}} / \hbar \omega_{c} \rightarrow \infty$. (a)-(c) Spectra for systems at $\nu=1 / 3,2 / 5$, and $3 / 7$; for $\nu=3 / 7$ the spectrum has no orangecolored excited states, as we have kept only the three lowest LLs in our study. (d)-(f) Spectra for $N$ and $2 Q$ for which the GS is not incompressible. Panel (a) shows only a subset of the higher energy states due to difficulty in diagonalization of Hamiltonians with large degeneracies. The slight broadening of the orange bands is a finite size effect, resulting from the fact that for finite systems in the spherical geometry, the inter-LL gap depends slightly on the LL index.

Figure 2.2: Spectra for our model interaction for different ( $N, 2 Q$ ) systems on the sphere. Orange markers indicate eigenstates with zero interaction energies. $\hbar \omega$ is set to 1 and all non-zero pseudopotentials are set to 20 . The black dashes show eigenstates that have nonzero interaction energy, i.e. are outside the $\mathcal{V}_{\infty}$ sector.

Figure 2.3: Adiabatic connection between the model and Coulomb Hamiltonian at $\nu=2 / 5$. The Hamiltonian is defined by $H=\frac{\beta}{\hbar \omega_{c}} \sum_{j=1}^{N} \frac{\hat{\pi}_{j}^{2}}{2 m_{b}}+(1-$ $\lambda) V+\lambda V_{\text {Coulomb }}$, where all energies are in units of $e^{2} / \epsilon \ell, V$ is our model interaction in which all nonzero pseudopotentials are set to unity, and $V_{\text {Coulomb }}$ is the Coulomb interaction. Panel (a) shows the lowest two energies (green, orange) in the $L=0$ sector in a system with an incompressible GS as the Hamiltonian is varied. On the left side, the interaction Hamiltonian is varied (parametrized by $\lambda$ ) from the model interaction to the Coulomb interaction, keeping $\beta=0.05$. On the right side, the cyclotron energy (parametrized by $\beta$ ) is sent to a large value ( $\beta=2$ ), with the interaction fixed at its Coulomb value. All energies are measured relative to the GS energy. The darker (lighter) shade line shows the data for $N=6$ (8) particles. For $N=8$, evolution in only the initial half was calculated. Panels (b) and (c) correspond to the evolution of a single QP and a single QH state of $2 / 5$ that occur at angular momenta $5 / 2$ and 2 . In all cases, the gap is seen to remain finite throughout. In row (a), at small $\lambda$, the simplest excitation in the $L=0$ corresponds to two particle-hole pairs whose energy above ground state is given by $2 \beta(1+1 / Q)$; the deviation from $2 \beta$ arises because, in the spherical geometry, the LL separation has a finite size deviation from $\hbar \omega_{c}$. The dimensions of the Hilbert space in the relevant $L$ and $L_{z}$ sectors are shown on the figures, denoted $\operatorname{dim}_{L}$ and $\operatorname{dim}_{L_{z}}$, respectively.

Figure 2.4: Demonstration of adiabatic continuity between the ground state and the low energy neutral excitations of the model Hamiltonian and the lowest Landau level Coulomb Hamiltonian for $N=6$ particles at $\nu=2 / 5$.

Figure 2.5: Demonstration of adiabatic connectivity of GS (top), single QH (middle) and single QP (bottom) states of our model Hamiltonian and the those of the LLL Coulomb Hamiltonian for a finite system near $\nu=1 / 3$. The form of Hamiltonian is $\hat{H}=$ $\beta \sum_{j=1}^{N}\left(\hat{\pi}_{j}^{2} / 2 m_{b}\right) /\left(\hbar \omega_{c}\right)+(1-\lambda) \hat{V}+\lambda \hat{V}_{\text {Coulomb }}$. Three LLs were included in the calculation. The left panels show the change in the spectra as $\lambda$ changes from 0 to 1 keeping $\beta=0.05$ and the right panels show the variation as $\beta$ changes from 0.05 to 2 . Note that the single QP and single QH states have an angular momentum of $L=N / 2+1$ and $N / 2$ respectively. All the energies are relative to the GS in the corresponding system.

Figure 2.6: Demonstration of adiabatic connectivity of low energy eigenstates of our model Hamiltonian and the those of the LLL Coulomb Hamiltonian for a six particle system at $\nu=1 / 3$.

Figure 2.7: Low energy spectra of the Hamiltonians $\hat{H}(\beta=0.05, \lambda=0$ ) (top) and $\hat{H}(\beta=2.0, \lambda=1)$ (bottom, dashes) for a systen of $N=6$ particles and $2 Q=15$, at $\nu=1 / 3$. Dots in the bottom figure represent the LLL Coulomb spectrum. For simplicity the subleading $1 / Q$ dependent part of the cylotron energy on the sphere was omitted in the top panel.
Figure 2.8: $\quad$ Spectra for the Trugman-Kivelson interaction for several ( $N, 2 Q$ ) systems (same as in Fig. 2.2) obtained by exact diagonalization. Only two lowest Landau levels are included, which are assumed to be degenerate. Zero energy states are shown in orange. The energy is quoted in arbitrary units (set by the TK interaction), but all four plots are in the same units.

Figure 3.1: (top): The spectrum of $N=8$ non-interacting electrons at flux $2 Q^{*}=3$ in the Hilbert space of three LLs, with the cyclotron energy set to $\hbar \omega=1$. (bottom) The spectrum of the model Hamiltonian for $N=8$ electrons at flux $2 Q=17$ in the Hilbert space of three LLs, with the cyclotron energy set to $\hbar \omega=1$. All interaction pseudopotentials are set to 20 . Orange dashes show $\mathcal{V}_{\infty}$ states, and the black dots show the finite interaction energy states. The numbers next to the orange dashes show the degeneracy of each line. The flux values are related by $2 Q^{*}=2 Q-2(N-1)$. In every case, the degeneracies in the two spectra match.

Figure 3.2: Similar comparison for a system of size $N=7$. Bottom panel shows the spectrum of the model interaction at $2 Q=16$ and the top panel shows the spectrum of non-interacting electrons at $2 Q^{*}=$ $2 Q-2(N-1)=4$.
Figure 3.3: Similar comparison for a system of size $N=6$. Bottom panel shows the spectrum of the model interaction at $2 Q=16$ and the top panel shows the spectrum of non-interacting electrons at $2 Q^{*}=$ $2 Q-2(N-1)=6$.
Figure 3.4: Radial density $\rho(r)$ of exact eigenfunction $\Psi_{1 / 3}^{1-\mathrm{QP}}$ corresponding to 1 QP of $1 / 3$ for different values of $\alpha$ (see Eq. 3.18). The QP is at angular momentum state $m=0$ in LL1.

Figure 3.5: Cumulative charge inside a region defined by angle $\theta$ for a QP and a QH of the $2 / 5 \mathrm{FQH}$ state and for a QP of the $1 / 3 \mathrm{FQH}$ state. The plot shows excess charge near the north pole (measured relative to the density at the south pole) in a system where there is a single $\mathrm{QP} / \mathrm{QH}$ placed in a highest weight $\left(L_{z}=L\right)$ state, corresponding to the $\mathrm{QP} / \mathrm{QH}$ located at the north pole. In all cases we find that the magnitude of the net charge in the around the north pole is $1 /\left(2 p \nu^{*}+1\right)$ in units of the electron charge.

Figure 3.6: Schematic for Berry phase calculation of a quasi-hole (center) and quasi-particle pair on a disk.

Figure 3.7: Berry phase $\gamma(\eta)$ for anstaz eigenfunction (Eq. (5.2)) which contains a coherent state QP at radius $\eta$ and a QH at the center. We see that the $\gamma(\eta)$ saturates to the expected value of $-1 / 3$ as distance $\eta$ of QP is increased from the center.

Figure 4.1: A general torus generated by $\boldsymbol{L}_{1}$ and $\boldsymbol{L}_{2}$. The skewness $L_{\Delta}$ parameterizes the deviation from a rectangular torus.

Figure 4.2: Schematic for center-of-mass (left) and relative (right) many-body translations on torus, represented by $t_{\mathrm{cm}}(\boldsymbol{a})$ and $\tilde{t}_{i}(\boldsymbol{a})$, respectively. While $t_{\mathrm{cm}}(\boldsymbol{a})$ translates all particles by same vector $\boldsymbol{a}$, relative translation $\tilde{t}_{i}(\boldsymbol{a})$ translates $i$ th particle by $\left(N_{e}-1\right) \boldsymbol{a} / N_{e}$ and the rest are translated by $-\boldsymbol{a} / N_{e}$.

Figure 4.3: Schematic of cylinder geometry with period L . . . . . . . . . . . 62

Figure 5.1: Panel ( $a$ ) shows the spectrum for a non-interacting system (IQH) at integer filling factor $\nu^{*}=2$, with $N_{e}=6$ particles in flux $N_{\phi}^{*}=3$. Pair of quantum numbers ( $\tilde{K}_{1}, K_{2}^{I}$ ) label each state along the $x$ axis. Spectrum in each $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sector is represented by a different marker. In addition, different colors are assigned for unique degeneracy patterns along the $y$-axis. Spectra with red and blue markers have degeneracy pattern of $(1,1,2,4,2,1,1)$ and $(1,2,3,2,1)$, respectively. The state with energy $E / \hbar \omega_{B}=3$ represents the incompressible ground state at integer filling factor $\nu^{*}=2$ whereas states with $E / \hbar \omega_{B}=4$ contain a single neutral excitation. Panel (b) shows the spectra for ZIE eigenspace of the model interaction (FQH) for system with $N_{e}=6$ particles in flux $N_{\phi}=15$ at $\nu=p / q=2 / 5$. The states are labeled with quantum numbers $\left(\tilde{K}_{1}, K_{2}\right)$ along the $x$-axis and are represented by the same markers used for the ( $\tilde{K}_{1}, K_{2}^{I}$ )-sector of IQH spectrum if $K_{2}$ and $K_{2}^{I}$ satisfy Eq. (5.37). We see that, apart from the 5 -fold topological degeneracy, the spectra is identical to the IQH spectra. Panel (c) shows the same spectra using a different arrangement of ( $\tilde{K}_{1}, K_{2}$ ) along the $x$-axis where the 1 -to- 5 correspondence with IQH spectra in panel (a) is more evident. Here definitions of $r, q$ are same as in Eq. (5.37). Panels (d) and (e) show maps of IQH spectra (black) in two different ( $\tilde{K}_{1}, K_{2}^{I}$ )-sectors, representing 2 unique degeneracy patterns present in the full spectra. This is juxtaposed with the spectrum of the FQH system at corresponding ( $\tilde{K}_{1}, K_{2}$ )-sectors satisfying Eq. (5.37).

Figure 5.2: Plot showing the IQH-to-FQH mapping in low-energy spectra for IQH system (black) with $\left(N_{\phi}^{*}, N_{e}\right)=(6,6)$, at filling fraction $\nu^{*}=$ 1, to the corresponding FQH spectra (orange) with $\left(N_{\phi}, N_{e}\right)=$ $(18,6)$ at $\nu=1 / 3$. The full IQH spectra consists of four different degeneracy patterns, and each panel shows their mapping to the corresponding $K_{2}$-sectors for FQH system: $(a)$ in $\tilde{K}_{1}=0$ sector, IQH spectra for $K_{2}^{I}=0$ sector maps to those with $K_{2}=0,6,12$ sectors in FQH system. Panels (b) and (c) show similar maps for other unique spectra in given sectors. Panel (d) shows map of spectra which contains zero-energy state corresponding to the incompressible ground state of $\nu=1 / 3$. Full spectrum is shown in
Fig. 5.4.

Figure 5.3: Map for low-energy spectra of non-interacting system (black) for $\left(N_{\phi}^{*}, N_{e}\right)=(2,6)$, at $\nu^{*}=3$ to the corresponding spectra of interacting (blue) system for $\left(N_{\phi}, N_{e}\right)=(14,6)$ at $\nu=3 / 7$. The map clearly shows a 7 -fold degeneracy. Since our calculations are restricted to lowest 3 LLs, only $3 / 7$ ground states are present in the spectra.

Figure 5.4: In panel (a), we show the spectrum of model interaction for system on the torus with the configuration $\left(N_{\phi}, N_{e}\right)=(18,6)$ corresponding to filling fraction $\nu=1 / 3$, where the states are labeled by a pair of quantum numbers ( $\tilde{K}_{1}, K_{2}$ ) along the $x$-axis and the $y$-axis represents their energy which is rescaled such that $\hbar \omega_{B} \rightarrow 1$. In this panel, we see that the spectrum of the interacting system (FQH) has a clear gap, which separates the spectrum of the ZIE eigenspace of the interaction, from the finite interaction energy states. The states with finite interaction energy are higher in the spectra, and only a few of them are visible in the given energy range. These states do not map to the spectra of non-interacting (IQH) system and hence are not of our interest. In panel (b), we show the spectrum of IQH system at $\nu^{*}=1$ for configuration $\left(N_{\phi}^{*}, N_{e}\right)=(6,6)$. The states in a given $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sector of the IQH spectra are color coded for each unique degeneracy pattern. For instance, the eigenfunctions in red have a degeneracy of $(1,6,12,6,1)$ from low to high energy bands. For system with $N_{e} / N_{\phi}=p / q$ where $p, q$ are coprime, each ( $\tilde{K}_{1}, K_{2}^{I}$ )-sector of IQH system is mapped to $q$ different sectors of FQH, such that $\left(\tilde{K}_{1}, K_{2}\right)=\left(\tilde{K}_{1}, K_{2}^{I}+r \times \operatorname{gcd}\left(N_{e}, N_{\phi}\right)\right)$ where $r=0,1, \ldots, q-1$. This 3 -fold multiplicity in FQH spectrum relative to the IQH spectra is demonstrated in the panel (c).

Figure 5.5: Plot shows the maps between IQH specta and FQH spectra for single charged excitations (QP/QH) at fillings $\nu=1 / 3$ and $2 / 5$. Since $\operatorname{gcd}\left(N_{\phi}, N_{e}\right)=1$ for all these cases, FQH spectra shows $q=$ $N_{\phi}$ fold degeneracy. (a) Spectrum for a system hosting a single QP of IQH at $\nu^{*}=1$ for $N_{e}=7$ and flux $N_{\phi}^{*}=6$ maps to the corresponding FQH spectra at $\nu=1 / 3$ with flux $N_{\phi}=20$. The dots (...) along the $x$-axis indicate that the FQH system has identical spectra for all intermediate $K_{2}$ values. Panel b) shows the similar map in system hosting a single QH instead of a QP where IQH spectra for $N_{e}=6$ and flux $N_{\phi}^{*}=7$, at $\nu^{*}=1$, maps to the corresponding FQH spectra at $\nu=1 / 3$ with $N_{\phi}=19$. Panels (c) and ( $d$ ) show similar mapping for a single QP and QH between FQH at $\nu=2 / 5$ with configurations ( $N_{\phi}=17, N_{e}=7$ ) and ( $N_{\phi}=$ $13, N_{e}=5$ ) to the corresponding IQH spectra for configurations ( $N_{\phi}^{*}=3, N_{e}=7$ ) and ( $N_{\phi}^{*}=3, N_{e}=5$ ), respectively.
Figure 5.6: Spectra for the model Hamiltonian in cylinder geometry, for FQH systems at filling $\nu=1 / 3$ (panel (a)) and $2 / 5$ (panel (b)). The $x$ axis labels the $K_{\text {total }}$ quantum number, and energy $E / \hbar \omega_{B}$ is along the $y$-axis. Lowest 3 LLs are used in these calculations. Panel (a) shows the spectrum for system with $N_{\phi}=15$ and $N_{e}=5$. The numbers above states with $E / \hbar \omega_{B}=0$ represent their degeneracy. The state at $K_{\text {total }}=30$ corresponds to the incompressible ground state at filling $\nu=1 / 3$ and other states are its $\mathrm{QH} /$ edge and center-of-mass excitations. States at higher energy correspond to neutral excitations of $1 / 3$. Similarly, panel (b) shows the spectrum for system with $N_{\phi}=15$ and $N_{e}=6$. Here the state at $K_{\text {total }}=36$ with $E / \hbar \omega_{B}=3$ is the ground state for $\nu=2 / 5$.

Figure 6.1: A rotationally symmetric real-space cut on disk geometry dividing the full system into $A$ and $B$ subsystems.

Figure 6.2: Representation of $\widehat{s u}(2)_{2}$ generated from the highest weight state with Dynkin label $[1,1]$ (red dot). Other states in the representation are generated by action of ladder operators $E_{0}$ and $E_{1}$. Action of $E_{0}$ on any state is represented by a diagonal arrow and the horizontal arrows show the action of $E_{1}$. Arrows with same colors are used to illustrate successive application of either ladder operators to form an $s u(2)$ multiplet.

Figure 6.3: Representations of $\widehat{s u}(2)_{2}$ for all three highest weight states given by Dynkin label $[0,2]$ (left), $[2,0]$ (middle) and $[1,1]$. Dynkin labels for each state are labeled along the $x$-axis. The number above each marker shows the multiplicity of the state whereas the number inside the parenthesis shows the multiplicity corresponding to $\widehat{s u}(2)_{2} \times u(1)$.

Figure 6.4: Representations of $\widehat{s u}(2)_{3}$ for all possible highest weight states given by Dynkin label: (a) $[0,3]$, (b) [3, 0], (c) [2, 1] and (d) [1, 2]. Dynkin labels for each state are labeled along the $x$-axis. The number inside the parenthesis shows the multiplicity corresponding to $\widehat{s u}(2)_{3} \times$ $u(1)$.

Figure 6.5: Representation of $\widehat{s u}(3)_{2}$ characterized by the highest weight state with Dynkin label [2, 0, 0]. In each panel, which is labeled by the grade quantum number, action of $E_{1}$ and $E_{2}$ changes the Dynkin label without changing the grade. Highest weight state with Dynkin label $[2,0,0]$ has $\mu^{(1)}, \mu^{(2)}=0$, hence action of $E_{1}$ and $E_{2}$ annihilates the state. Therefore only one state exists for grade $=0$ which is represented by the blue marker in the top left panel. The number above each marker represents the multiplicity of the state whereas the number inside the parentheses corresponds to the same after adding 1 boson. Since $\mu^{(0)}=2, E_{0}$ can act twice to produce states with Dynkin labels $[0,1,1]$ and $[-2,2,2]$ which have grade 1 and 2 respectively. In the top right panel, we get six new Dynkin labels after $E_{1}$ and $E_{2}$ act on $[0,1,1]$. If we think of grade as $L_{z}^{A}$ quantum number in RSES, representation in each panel can be mapped to RSES in different $L_{z}^{A}$ sectors. The arrows give combined multiplicities (with 1 boson) of states spanned by the gray boxes. It turns out that these combined multiplicities are one-to-one mapped with the counting in $\phi_{3}^{2}$ RSES, shown in Fig. 6.12 (middle panel).

Figure 6.6: Representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[0,0,2]$. This representation is identical to that for highest weight state given by Dynkin label $[0,2,0]$, but with a rotation. Each panel shows a particlular slice of the full representation labeled by grade quantum number.

Figure 6.7: Representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[1,1,0]$. This representation is identical to that for highest weight state given by Dynkin label $[1,0,1]$, but with a rotation. Each panel shows a particlular slice of the full representation labeled by the grade quantum number. . . . . . . . . . . . . . . . . . 9

Figure 6.8: Representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[0,1,1]$. Each panel shows a particlular slice of the full representation labeled by the grade quantum number. Action of $E_{1}$ and $E_{2}$ on $[0,1,1]$ state creates large number of states in grade $=0 . \quad .99$

Figure 6.9: RSES of the parton wave function unprojected $\phi_{2}^{2}$. The two different panels show the RSES in two different blocks of $\rho_{A}$ corresponding to $N_{A}=N_{B}=40$ (left) and $N_{A}=41, N_{B}=40$ (right). Entanglement energies $\epsilon$ are the negative logarithm of eigenvalues corresponding to $L_{z}^{A}$-blocks of $\rho_{A}$ in a given $\left(N_{A}, N_{B}\right)$-block. Each marker thus is labeled by its $L_{z}^{A}$ quantum number on $x$-axis which is shifted such that $L_{z, \text { min }}^{A}=0$. The number next to clusters of markers represents the number of eigenvalues in that cluster. Total number of distinct EWFs in any given $L_{z}^{A}$-block is shown just above the top axis.

Figure 6.10: Schematic diagram showing all compact LL configurations for unprojected $\phi_{2}^{2}$ in even and odd $N_{A}$ sectors. Different partons are represented with different colors. For (a) odd $N_{A}$, there is only one configuration with $L_{z, \min }^{A}$ whereas for (b) even $N_{A}$, three distinct LL configurations are possible. We also study RSES for parton states with one quasihole excitation. (c) Shows two possible compact LL configurations for unprojected $\phi_{2}^{2}$ with one quasihole in LLL, when $N_{A}$ is even.

Figure 6.11: RSES of unprojected $\phi_{2}^{3}$ for $N_{A}=N_{B}=30$ (left) and $N_{A}=$ $31, N_{B}=30$ (right) blocks of $\rho_{A}$. Number of distinct EWFs for $L_{z}^{A}$-sectors are much larger than that for $\phi_{2}^{2}$ parton state, and hence spread in clusters in more, partly due to numerical errors.

Figure 6.12: RSES of unprojected $\phi_{3}^{2}$ for three blocks of $\rho_{A}$ corresponding to $N_{A}=N_{B}=29(\mathrm{left}), N_{A}=30, N_{B}=31(\mathrm{mid})$ and $N_{A}=$ $31, N_{B}=31$ (right). As multiple branches emerge in close proximity to each other, we use a vertical (grey) line to show which clusters are clubbed together. Total number of states in these collections are shown next to the vertical lines.
Figure 6.13: RSES of $\phi_{2}^{3}$ (left) and $\phi_{2}^{2}$ (right) where both parton states have a single quasihole placed at $m=0$ angular momentum state of LLL. Both panels show RSES for $N_{A}=N_{B}=30$ block of $\rho_{A}$.
Figure 6.14: RSES of LLL-projected $\left[\phi_{1}^{2} \phi_{2}\right]^{2}$ for two blocks of $\rho_{A}$ corresponding to $N_{A}=N_{B}=30$ (left) and $N_{A}=31, N_{B}=30$ (right). The projection is approximated as described in Sec 6.1.4.
Figure 6.15: Dominant eigenvalues of the overlap matrix $\mathcal{O}$ for two different Landau level occupancies. Left panel shows the spectra when both partons have identical LL occupation $\left(N_{\mathrm{LLL}}, N_{\mathrm{LL} 1}\right)=(10,10)$. The right one is for when LL occupation of one of the partons is ( $N_{\mathrm{LLL}}+$ $\left.1, N_{\mathrm{LL} 1}-1\right)$ and the other one has a configuration $\left(N_{\mathrm{LLL}}, N_{\mathrm{LL} 1}\right)$. The $y$-axis is the negative logarithm of eigenvalues of different $L_{z^{-}}$ blocks of $\mathcal{O}$.

Figure 6.16: Dominant eigenvalues of overlap matrix $\mathcal{O}$ of $\phi_{2}^{3}$ for different Landau level occupancies. Left panel shows spectra for a configuration when all three partons have identical LL occupation ( $N_{\text {LLL }}, N_{\text {LL1 }}$ ). The right one is for a configuration when two partons have same LL occupation ( $N_{\text {LLL }}, N_{\text {LL1 }}$ ) and LL configuraion for the third parton is given by $\left(N_{\text {LLL }}+1, N_{\mathrm{LL} 1}-1\right)$. Two distinct counting we get in these spectra match exactly to those of two distinct branches present in the RSES of $\phi_{2}^{3}$.

Figure 7.1: Azimuthally symmetric cut for the spherical geometry.

Figure 7.2: RSES for the unprojected (left panel) and projected (right panel) $2 / 5 \mathrm{CF}$ state, for $N=8$ and $N_{A}=4$. The left panel compares the RSES computed using methods in Sec. 7.1 which uses ED ground state of TK Hamiltonian (brown) and the Monte Carlo from Sec. 7.2.1 (green), in given $L_{z}^{A}$-sectors. For small $L_{z}^{A}$ values, both methods produce identical RSES (modulo an overall shift). In the right panel, we compare the RSES of the exact projected $2 / 5 \mathrm{CF}$ state computed using method in Sec. 7.2 .2 (red) with that of projected ground state of TK Hamiltonain, which uses method given in Sec. 7.1 (yellow) for $N=8$ and $N_{A}=4$, in given $L_{z}^{A}$-sectors. Both methods produce identical RSES. All RSES are shifted so that the least entanglement energy at $L_{z}^{A}$ is equal to zero.

Figure 7.3: RSES for the unprojected (green) and exactly projected (red) bosonic $2 / 3$ CF state. RSES for unprojected case is computed using Monte Carlo method from Sec. 7.2 whereas for exactly projected case, we use method presented in Sec. 7.2.2. RSES are shifted to make the mean entanglement energy equal to zero in $L_{z}^{A}=0$ sector. (a) and (c) show the RSES for even $N_{A}$ values, given by $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively whereas (b) and (d) show the same for odd $N_{A}$ values, given by $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively. The numbers above the top axis of panel (a) and (b) represent the dimension of EWFs in each $L_{Z^{-}}^{A^{-}}$ sector for even and odd value of $N_{A}$, given the system is sufficiently large. Projected states have larger spread in the RSES for each $L_{z}^{A}$ sectors compared to RSES of unprojected state but the counting remains the same.

Figure 7.4: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. RSES for the exactly projected state is compute using method in Sec. 7.2.2 and method in Sec. 7.2.5 is used for approximately projected state. Since even and odd $N_{A}$ have different RSES pattern, we compare them separately. RSES in all $L_{z}^{A}$-sectors are shifted such that the mean entanglement energy at $L_{z}^{A}=0$ is equal to zero. Panel $(a)$ and $(c)$ show RSES comparison for system sizes $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively. Panels (b) and (d) show similar comparisons for system sizes $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively.

Figure 7.5: RSES for approximately projected (blue) and unprojected (green) bosonic $2 / 3 \mathrm{CF}$ for system sizes $N=90, N_{A}=45$ (left) and $N=100, N_{A}=50$ (right). The RSES are shifted to make the mean entanglement energy in $L_{z}^{A}=0$ sector equal to zero. We see that, except for a larger spread, RSES for the projected state is qualitatively identical to that of the unprojected state for large systems.

Figure 7.6: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. RSES for the exactly projected state is compute using method in Sec. 7.2.2 and method in Sec. 7.2.5 is used for approximately projected state. Since even and odd $N_{A}$ have different RSES pattern, we compare them separately. RSES in all $L_{z}^{A}$-sectors are shifted such that the mean entanglement energy at $L_{z}^{A}=0$ is equal to zero. Panel (a) shows the comparison of RSES for exactly and approximately projected states in $L_{z}^{A}=0$ sector. We see a clear convergence in RSES with $N_{A}$ here. Comparison in $L_{z}^{A}=0$ sector is trivial for odd $N_{A}$ values as there is only one entanglement energy.

Figure 7.7: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. Panel ( $d$ ) and (e) show RSES comparison for system sizes $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively. For same system size, RSES for approximately projected state has more spread compared to RSES of the exactly projected state. Panels (f) and (g) show similar comparisons for system sizes $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively.

Figure 7.8: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. RSES for the exactly projected state is compute using method in Sec. 7.2.2 and method in Sec. 7.2.5 is used for approximately projected state. Panel (a) and (c) show RSES comparison for system sizes $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively. For same system size, RSES for approximately projected state has no clear entanglement gaps and does not look similar to the RSES of the exactly projected state. Panels (b) and (d) show similar comparisons for system sizes $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively. . . . . . . . . . . . . . . . . . . . . 130

## Chapter 1

## Introduction

The physics of complex many-body systems is best described in terms of emergent degrees of freedom that depend on the scale at which we want to understand their behavior. In weakly interacting systems, perturbation theory can typically be used to infer the emergent structures. Quasiparticles of Fermi liquids and Cooper pairs in superconductors are examples of such emergent degrees of freedom. The effective description of phenomena in terms of them is enormously simpler and tractable when compared to the fundamental degrees of freedom.

The fractional quantum Hall effect (FQHE) is a quintessential example of a many-body phenomenon where the only microscopic energy scale in the system comes from the strong interaction; perturbative approaches completely fail in the absence of small parameters. In FQHE, a 2-dimensional system of strongly interacting electrons in a large magnetic field $B$ condenses to a diverse set of gapped quantum liquid ground states called Hall liquids, exhibiting universal features independent of substrate.

Each of the FQH phases occurs near a characteristic electronic filling fraction $\nu$, which is electron density written as a fraction of magnetic flux density. Despite the challenging, strongly interacting nature of the problem, much progress has been made thanks to variational methods that rely on emergent particles. The occurrence of these ground states can be explained in terms of weakly interacting emergent particles, called composite fermions (CFs). These are the bound states of each electron with an even number of vortices of all other electrons. FQHE of electrons is a manifestation of the integer quantum Hall effect (IQHE) of these weakly-interacting composite fermions in a reduced magnetic field $B^{*}$ different from the actual magnetic fields seen by the electrons. The IQH state of these CFs hosts further emergent entities with qualitatively different properties: quasiparticles in the IQH phases of CFs are anyons which, unlike fermions or bosons, follow fractional exchange statistics $[6,7,8,9]$. In addition to IQHE, the CFs can form other phases such as Fermi sea (at $\nu=1 / 2 p$, where $p$ is a positive integer), superconductors (at $\nu=5 / 2$ ) $[10,11,12,13]$ and Wigner crystals $[14,15,16,17,18,19,20]$.

Composite fermions that experience an effective field $B^{*}$ are not merely a theoretical
construct to describe FQHE; they have been experimentally observed by studying the cyclotron orbits of FQH systems [21, 22, 23] where it was found that particles in FQH system at $\nu=1 / 2$ move under an effective magnetic field $B^{*}$. Other signatures, for instance, Fermi sea at half-filled Landau level [24, 25, 21, 22], Shubnikov de Haas oscillations $[26,27]$ and most importantly, the ability to predict the filling fraction $\nu$ at which FQHE occurs to confirm the veracity and usefulness of CF description.

However, CFs are formed from strongly interacting electrons. A microscopic description that starts from the electron will need to deal with the calculational difficulties ubiquitously encountered in the study of all strongly interacting systems. In this thesis, we study an effective simplified model interaction that describes the FQHE of electrons at the Jain sequence of filling fractions given by $\nu=\frac{n}{2 n p+1}$ where $n, p$ are positive integers. Exact solutions are rare in most problems involving strong interactions. Though the model interaction is different from physically relevant Coulomb interaction, it is still an appealing model as its exact eigenfunctions can be written, which share many key properties with the actual CF wavefunctions. We also present refined special numerical methods which allow efficient computation of the key characteristic property called Entanglement Spectra of the CF wavefunctions and the more general parton states. Here, we begin by briefly reviewing the necessary background on the quantum Hall effect.

This chapter is organized as follows. We first review the phenomenon of classical Hall effect in Sec. 1.1. In Sec. 1.2, we introduce the integer quantum Hall effect and discuss some conventional system geometries. In this section, we also explain the importance of disorder in the observed phenomenon. Sec 1.3 introduces the fractional quantum Hall effect and some important variational wavefunctions that successfully explain the effect for different filling fractions. Finally, in Sec. 1.4, the idea of Haldane's pseudopotentials is reviewed, which is used to write the model interaction in Part I of the thesis.

### 1.1 Classical Hall effect

Before embarking on a description of the quantum Hall effect, a quick review of the classical Hall effect will be helpful. The typical setup consists of free electrons in a rectangular sheet in the $x y$-plane (see Fig. 1.1) such that a current $I_{x}$ flows in the $x$-direction. A constant magnetic field $\boldsymbol{B}=B \hat{e}_{z}$ is applied perpendicular to the system. The magnetic field induces a voltage difference $V_{H}$ along the direction perpendicular to the current, which is called the Hall effect. A schematic of the Hall system is given below.


Figure 1.1: Schematic of classical Hall effect

We can use the Drude model of electrons to study the system where elastic collisions of an electron with the hard-core lattice points (which represent heavy ions in the background) are effectively modeled as the addition of a linear dissipative term in the equation of motion. The equation of motion of an electron in the system is thus given by

$$
\begin{equation*}
m \frac{\mathrm{~d} \boldsymbol{v}}{\mathrm{~d} t}=-e(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B})-\frac{m}{\tau} \boldsymbol{v} \tag{1.1}
\end{equation*}
$$

where $m$ is the mass and charge $-e$ is the charge of the electron; $\tau$ is the relaxation time which represents average time between two successive collisions. At equilibrium, we expect a steady current of electrons i.e. $\frac{\mathrm{d} \boldsymbol{v}}{\mathrm{d} t}=0$. The current density is given by $\boldsymbol{J}=-n e \boldsymbol{v}$ where $n$ is the density of electrons. Using Ohm's law i.e. $\boldsymbol{J}=\sigma \boldsymbol{E}$, we get the value for conductivity $\sigma$ at steady current as

$$
\sigma=\frac{\sigma_{\mathrm{dc}}}{1+\omega_{B}^{2} \tau^{2}}\left(\begin{array}{cc}
1 & -\omega_{B} \tau  \tag{1.2}\\
\omega_{B} \tau & 1
\end{array}\right)
$$

where $\sigma_{\mathrm{dc}}=\frac{n e^{2} \tau}{m}$ is the conductivity in absence of a magnetic field. Since resistivity $\rho$ is the inverse of conductivity, it can be checked using Eq. (1.2) that the transverse resistivity in classical Hall system is linearly proportional to the magnetic field strength, given by

$$
\begin{equation*}
\rho_{x y}=R_{H} B \tag{1.3}
\end{equation*}
$$

where coefficient of proportionality $R_{H}=1 / n e$ is called the Hall coefficient. In materials with multiple carriers, the $R_{H}$ is modified systematically such that it can be used to understand the carrier type and their densities [28, Ch. 6]. The linear resistivity remains constant with $B$ as shown in Fig. 1.4.

Moreover, advances in material synthesis methods allowed the construction of almost twodimensional samples, particularly in $\mathrm{GaAs}-\mathrm{AlGaAs}$ heterostructures and, more recently, in graphene. Access to extremely low temperatures and very large magnetic fields allowed the quantum effects to appear in the picture. As we will see next, this results in the integer quantum Hall effect (IQHE) phenomenon.


Figure 1.2: In the classical Hall effect, the transverse resistivity $\rho_{x y}$ of the system increases linearly with the strength of magnetic field B. In contrast, the linear resistivity $\rho_{x x}$ remains invariant.

### 1.2 Quantum Hall effect

In 1980, von Klitzing used the high mobility GaAs-AlGaAs sample prepared by Dorda and Pepper, to study the Hall effect in quantum regime [1]. The Metal-Oxide-Silicon device used in the experiment was $400 \mu \mathrm{~m}$ long and $50 \mu \mathrm{~m}$ wide, under a magnetic field of $B=18$ T and temperature around 1.8 K . In a thin sample, quantum effects become important at low-temperature and high magnetic field. He found that, instead of increasing linearly, the transverse resistivity $\rho_{x y}$ increases in steps as magnetic field strength is increased. Between the jumps, $\rho_{x y}$ remains constant, as shown in the following figure,


Figure 1.3: Quantized resistivity $\rho_{x y}$ increases in steps of $h / e^{2} \nu$ with magnetic field B , where $\nu \in \mathbb{Z}^{+}$(represented in the figure by $i$ ). Between the jumps, $\rho_{x y}$ remains constant for a range of magnetic field strength, forming a plateau or step like structure. In these plateau regions, the longitudinal resistivity $\rho_{x x}$ vanishes and only shows sharp peaks when $\rho_{x y}$ changes value. [1]

This phenomenon of the quantized increment in the transverse resistivity $\rho_{x y}$ with magnetic field in steps of $h / e^{2} \nu$ where $\nu \in \mathbb{Z}^{+}$, is called the integer quantum Hall effect (IQHE). As the name suggest, it is a purely quantum phenomena which cannot be explained using classical picture. Also, the effect is universal and independent of the microscopic details of the system. Quantization of the Hall plateaus is accurate up to few parts in $10^{9}$ [29]. This phenomenon can be fully understood as a combined effect of:

1. Formation of Landau levels : In quantum limit, the kinetic energy of free electrons in the presence of a magnetic field gets quantized into discrete energy levels which are highly degenerate. These are called Landau levels.
2. Presence of disorder : Experimental samples always contain random disorder. Counter intuitively, it is the disorder which ensures that the plateaus are quantized to such high precision.

The quantization of Hall conductivity can also be understood from topological point of view: the transverse conductance is given by $\sigma_{x y}=-\frac{e^{2}}{h} C$, where $C$ is called the Chern number [30]. This Chern number is a topological quantum number and always takes an integer value. Topological quantum numbers remain invariant under small changes in the Hamiltonian, which makes the edge modes carrying the current topologically protected to small disorders in the system.

### 1.2.1 Landau Quantization

Before we study the quantum picture of an electron in a magnetic field, let us remind ourselves how a classically charged particle behaves in a magnetic field. The Lagrangian of a free electron with charge $-e$ and mass $m$, in presence of a magnetic field $\boldsymbol{B}=\nabla \times \boldsymbol{A}(\boldsymbol{r})$, is given by

$$
\begin{equation*}
\mathcal{L}=\frac{m \dot{\boldsymbol{r}}^{2}}{2}-e \dot{\boldsymbol{r}} \cdot \boldsymbol{A} \tag{1.4}
\end{equation*}
$$

where $\boldsymbol{r}$ is the position vector of electron and $\boldsymbol{A} \equiv \boldsymbol{A}(\boldsymbol{r})$. We can write the corresponding Hamiltonian using the Legendre transformation, which is given by

$$
\begin{equation*}
\mathcal{H}=\dot{\boldsymbol{r}} \cdot \boldsymbol{p}-\mathcal{L}=\frac{1}{2 m}(\boldsymbol{p}+e \boldsymbol{A})^{2} \tag{1.5}
\end{equation*}
$$

where $\boldsymbol{p}=m \dot{\boldsymbol{r}}-e \boldsymbol{A}$ is the canonical momenta of the electron. Notice, in the presence of magnetic field, canonical momentum $\boldsymbol{p}$ and mechanical momentum are related by $m \dot{\boldsymbol{r}}=$ $\boldsymbol{p}+e \boldsymbol{A}$ and hence, are not equal. Poisson bracket for the components of this mechanical momentum is given by

$$
\begin{equation*}
\left\{m \dot{r}_{i}, m \dot{r}_{j}\right\}=-e\left(\frac{\partial A_{j}}{\partial r_{i}}-\frac{\partial A_{i}}{\partial r_{j}}\right)=-e \epsilon_{i j k} B_{k} \tag{1.6}
\end{equation*}
$$

The Hamiltonian in Eq. (1.5) is converted to quantum mechanical picture by replacing physical variables by corresponding operators:

$$
\begin{equation*}
\hat{\mathcal{H}}=\frac{1}{2 m}(\hat{\boldsymbol{p}}+e \hat{\boldsymbol{A}})^{2} \tag{1.7}
\end{equation*}
$$

where symbols with ^ represent the corresponding operators. System consists of a twodimensional plane where $\boldsymbol{r}=(x, y)$ with a magnetic field passing perpendicular to the $(x, y)$-plane, given by $\nabla \times \boldsymbol{A}=B \hat{e}_{z}$. For simplicity, we will assume the the spin degree
of freedom of electrons are frozen. Using Eq. (1.6), we can get the commutation relations between the components of mechanical momentum $\hat{\boldsymbol{\pi}}=\hat{\boldsymbol{p}}+e \hat{\boldsymbol{A}}$, given by

$$
\begin{equation*}
\left[\hat{\pi}_{x}, \hat{\pi}_{y}\right]=-i e \hbar B \tag{1.8}
\end{equation*}
$$

We construct following ladder operators

$$
\begin{align*}
\hat{a} & =\frac{1}{\sqrt{2 e \hbar B}}\left(\hat{\pi}_{x}-i \hat{\pi}_{y}\right) \\
\hat{a}^{\dagger} & =\frac{1}{\sqrt{2 e \hbar B}}\left(\hat{\pi}_{x}+i \hat{\pi}_{y}\right) \tag{1.9}
\end{align*}
$$

which follow $\left[a, a^{\dagger}\right]=1$. The Hamiltonian can be written in terms of these ladder operators as

$$
\begin{equation*}
\hat{\mathcal{H}}=\frac{\hat{\boldsymbol{\pi}}^{2}}{2 m}=\hbar \omega_{B}\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right) \tag{1.10}
\end{equation*}
$$

where $\omega_{B}=\frac{e B}{m}$ is the cyclotron frequency.
Similar to the case of simple harmonic oscillator, we first define a vacuum state $|0\rangle$ which obeys $\hat{a}|0\rangle=0$. All other eigenstates $|n\rangle$ for $n=0,1,2, \ldots$ can be generated using the ladder operators.

$$
\begin{equation*}
\hat{a}^{\dagger}|n\rangle=\sqrt{n+1}|n+1\rangle \tag{1.11}
\end{equation*}
$$

The state $|n\rangle$ has energy

$$
\begin{equation*}
E_{n}=\hat{\mathcal{H}}|n\rangle=\hbar \omega_{B}\left(n+\frac{1}{2}\right) \tag{1.12}
\end{equation*}
$$

where $n=0,1,2, \ldots$ labels the energy levels. Notice that the gap between the levels is proportional to magnetic field strength $B$. These energy levels are called Landau levels. We will see next that unlike simple harmonic oscillator, each Landau level is highly degenerate.

We can define a gauge-dependent operator $\tilde{\boldsymbol{\pi}}=\boldsymbol{p}-e \boldsymbol{A}$. The new operator follows

$$
\begin{equation*}
\left[\tilde{\pi}_{x}, \tilde{\pi}_{y}\right]=i e \hbar B \tag{1.13}
\end{equation*}
$$

and its commutation with mechanical momentum is given by

$$
\begin{equation*}
\left[\pi_{x}, \tilde{\pi}_{y}\right]=\left[\pi_{y}, \tilde{\pi}_{x}\right]=i e \hbar\left(\frac{\partial A_{x}}{\partial y}+\frac{\partial A_{y}}{\partial x}\right) \tag{1.14}
\end{equation*}
$$

In the RHS of Eq. (1.14), the terms inside the parenthesis cancel each other if we use symmetric gauge i.e. $\boldsymbol{A}=-\frac{1}{2}(\boldsymbol{r} \times \boldsymbol{B})$. Hence, in symmetric gauge, the operator $\tilde{\boldsymbol{\pi}}$ commutes with the Hamiltonian. We construct new ladder operators which are given by

$$
\begin{align*}
\hat{b} & =\frac{1}{\sqrt{2 e \hbar B}}\left(\tilde{\pi}_{x}+i \tilde{\pi}_{y}\right) \\
\hat{b}^{\dagger} & =\frac{1}{\sqrt{2 e \hbar B}}\left(\tilde{\pi}_{x}-i \tilde{\pi}_{y}\right) \tag{1.15}
\end{align*}
$$

which satisfy $\left[\hat{b}, \hat{b}^{\dagger}\right]=1$. The complete Hilbert space is generated by repeated action of $a^{\dagger}$ and $b^{\dagger}$ on the vacuum. If we define the ground state as $|0,0\rangle$ which satisfies $\hat{a}|0,0\rangle=$ $\hat{b}|0,0\rangle=0$, the general state in the Hilbert space is $|n, m\rangle$ defined by

$$
\begin{equation*}
\phi_{n, m} \equiv|n, m\rangle=\frac{\left(\hat{b}^{\dagger}\right)^{m+n}\left(\hat{a}^{\dagger}\right)^{n}}{\sqrt{n!m!}}|0,0\rangle \tag{1.16}
\end{equation*}
$$

where $m=-n,-n+1, \ldots, 0,1, \ldots$ and $n=0,1, \ldots$.


Figure 1.4: Schematic showing Landau orbitals (red circles) with their angular momentum indices along the $x$-axis and energies along the $y$-axis.

As the ladder operator $\hat{b}$ commutes with the Hamiltonian, energy of the system is independent of index $m$. Thus, for $n$th Landau level, states $|n, m\rangle$ are degenerate for all possible values of $m$. The value of degeneracy is fixed by system size.

Let us take a rectangular system with sides of lengths $L_{x}$ and $L_{y}$. We choose to work in Landau gauge i.e. $\boldsymbol{A}=x B \hat{e}_{y}$ ( $\hat{e}_{y}$ is the unit vector along $y$-axis) for which the Hamiltonian in Eq. (1.7) is given by

$$
\begin{equation*}
\hat{\mathcal{H}}=\frac{1}{2 m}\left(\hat{p}_{x}^{2}+\left(\hat{p}_{y}+e \hat{x} B\right)^{2}\right) \tag{1.17}
\end{equation*}
$$

In this gauge, Hamiltonian remains invariant under translation in the $y$-direction. Thus, the eigenfunctions for the Hamiltonian are labeled by the $y$-momentum $\hbar k$ and can be written as $\psi_{k}(x, y)=e^{\iota k y} f_{k}(x)$. The function $f_{k}(x)$ satisfies $h_{k} f_{k}(x)=\epsilon_{k} f_{k}(x)$ where

$$
\begin{equation*}
h_{k}=\frac{p_{x}^{2}}{2 m}+\frac{1}{2 m}(\hbar k+e x B)^{2} \tag{1.18}
\end{equation*}
$$

which can be rewritten as a displaced simple harmonic oscillator (SHO) as shown below

$$
\begin{equation*}
h_{k}=\frac{p_{x}^{2}}{2 m}+\frac{1}{2} m \omega_{B}^{2}\left(x+k \ell^{2}\right)^{2} \tag{1.19}
\end{equation*}
$$

where $\ell=\sqrt{\hbar / e B}$ is called magnetic length which is the characteristic length scale of the
system. Eq. (1.19) resembles a quantum SHO centered at $X_{k}=-k \ell^{2}$ and for each value of $y$-momentum quantum number $k$, energy of the eigenstates is given by $\epsilon_{n k}=\hbar \omega_{B}\left(n+\frac{1}{2}\right)$ which does not depend on the value of $k . \quad f(x)$ are the known eigenfunctions of the displaced SHO problem. The complete eigenfunctions (unnormalized) $\psi_{n k}(x, y)$ for the system are given by

$$
\begin{equation*}
\psi_{n k}(x, y)=e^{\iota k y} H_{n}\left(x+k \ell^{2}\right) e^{-\frac{1}{2 \ell^{2}}\left(x+k \ell^{2}\right)^{2}} \tag{1.20}
\end{equation*}
$$

where $H_{n}(x)$ is the $n$th Hermite polynomial and $\psi_{n k}(x, y)$ is the Landau orbital for electron in $n$th LL with $k$ th $y$-momentum state. The Gaussian factor implies the particle remains localized in the $x$-direction around the mean position given by $X_{k}=-k \ell^{2}$. If we assume a periodic boundary condition along $y$-direction, which converts the rectangle into cylinder, the allowed values of $y$-momentum gets constrained such that $k=\frac{2 \pi n}{L_{y}}$, where $n$ takes integer values.

Conventionally, for the study of any QH system, a few geometries are preferred. Geometries with open boundaries like disk and cylinder are useful for the study of edge physics whereas compact geometries like sphere and torus are better for the bulk study. A quick review of these geometries and form of Landau orbitals is given below:

Spherical geometry : Unlike disk geometry, the sphere is a closed manifold; absence of any edge makes it suitable for the study of bulk properties [31]. Perpendicular magnetic field with $2 Q$ flux quanta $(\hbar / e)$ is generated by placing a Dirac magnetic monopole of strength $Q$ at the center of sphere. The electronic wavefunction is only well-defined for integer values of $2 Q$. Due to rotational symmetry, angular momentum $l$ and its $z$-component $m$ are good quantum numbers. Their allows values are

$$
\begin{gather*}
l=|Q|,|Q|-1, \ldots  \tag{1.21}\\
m=-l,-l+1, \ldots, l-1, l \tag{1.22}
\end{gather*}
$$

Different angular momentum sectors corresponding to quantum number $l$ are different Landau levels, with $l=|Q|$ representing the LLL. The degeneracy of each LL is independent of system size in spherical geometry, which is equal to $2|Q|+n+1$ for $n$th LL. In spherical geometry, Landau orbitals are given by monopole harmonics $Y_{Q l m}(\boldsymbol{\Omega})$ where $\boldsymbol{\Omega} \equiv(\phi, \theta)$ $[32,33]$. Conventionally, coordinates of the particle are written in spinor variable $(u, v)$ given by

$$
\begin{align*}
& u=\cos (\theta / 2) e^{\iota \phi / 2}  \tag{1.23}\\
& v=\sin (\theta / 2) e^{-\iota \phi / 2} \tag{1.24}
\end{align*}
$$

and the form of $Y_{Q l m}[31,4]$ is given by

$$
\begin{align*}
Y_{Q l m}= & N_{Q l m}(-1)^{l-m} v^{Q-m} u^{Q+m} \times \\
& \sum_{s=0}^{l-Q}(-1)^{s}\binom{l-Q}{s}\binom{l+Q}{l-m-s}\left(v^{*} v\right)^{l-Q-s}\left(u^{*} u\right)^{s} \tag{1.25}
\end{align*}
$$

where $\binom{j}{k}$ is zero if either $k<0$ or $k<j$ and the normalization factor $N_{Q l m}$ is given by

$$
\begin{equation*}
N_{Q l m}=\frac{(2 l+1)(l-m)!(l+m)!^{1 / 2}}{4 \pi(l-Q)!(l+Q)!} \tag{1.26}
\end{equation*}
$$

## Disk geometry :

In disk geometry, for symmetric gauge $\boldsymbol{A}=\frac{1}{2} \boldsymbol{B} \times \boldsymbol{r}$, unnormalized Landau orbitals are given by

$$
\begin{equation*}
\phi_{n m}(\boldsymbol{r})=\frac{(-1)^{n}}{\sqrt{2 \pi}} \sqrt{\frac{n!}{2^{m}(n+m)!}} e^{-\frac{r^{2}}{4 \ell_{B}^{2}}}\left(\frac{z}{\ell_{B}}\right)^{m} L_{n}^{m}\left(\frac{r^{2}}{2 \ell_{B}^{2}}\right) \tag{1.27}
\end{equation*}
$$

where $n=0,1,2, \ldots$ labels the Landau level and $m=-n,-n+1, \ldots, 0,1, \ldots$ is the angular momentum quantum number of the electron in $n$th LL; $L_{n}^{m}(x)$ represents associated Laguerre polynomial.

Torus geometry : Torus geometry is another example of a compact geometry, which can be constructed if we enforce periodicity along the length of cylinder [34]. Thus, any planar system with periodicity along two directions can be thought as a torus.


Figure 1.5: A general torus generated by $\boldsymbol{L}_{1}$ and $\boldsymbol{L}_{2}$. The skewness $L_{\Delta}$ parametrizes the deviation from a rectangular torus.

For symmetric gauge $\boldsymbol{A}=\frac{1}{2} \boldsymbol{B} \times \boldsymbol{r}$, unnormalized Landau orbitals [34, 35] for torus in the Figure below are given by

$$
\phi_{n, k}(z, \bar{z})=e^{-\frac{z^{2}+|z|^{2}}{2 \ell^{2}}} \frac{\left(a_{f}^{\dagger}\right)^{n}}{\sqrt{n}!}\left[\vartheta\left[\begin{array}{c}
\frac{k}{N_{\phi}}+\frac{\theta_{2}}{2 \pi N_{\phi}}  \tag{1.28}\\
\frac{\theta_{1}}{2 \pi}
\end{array}\right]\left(\left.\frac{N_{\phi} z}{L_{2}} \right\rvert\, N_{\phi} \tau\right)\right]
$$

where $0 \leq k<N_{\phi}$ is a $y$-momentum and $n=0,1, \ldots$ is the LL-index. Here $z=x+\iota y$ is the complex position vector (assuming $\left.\boldsymbol{B}=-B \hat{e}_{z}\right), \tau=-L_{1} / L_{2}$ and $a_{f}^{\dagger}=\sqrt{2} \ell\left(\frac{\bar{z}+z}{2 \ell^{2}}-\partial_{z}\right)$ is the ladder operator for LL index such that its action of the exponential pre-factor is
already taken into account. For given complex numbers $z$ and $\tau$, Jacobi theta function [36] is defined as

$$
\vartheta\left[\begin{array}{l}
a  \tag{1.29}\\
b
\end{array}\right](z \mid \tau)=\sum_{j=-\infty}^{\infty} e^{i \pi(j+a)^{2} \tau} e^{i 2 \pi(j+a)(z+b)}
$$

where $a, b$ are rational numbers and $j$ is an integer.

Now that we understand the quantum mechanical picture of free electron in a magnetic field, we add an electric field to make it a Hall system. Specifically, we add a uniform electric field $\boldsymbol{E}=E \hat{e}_{x}$ in $x$-direction which gives us the following Hamiltonian

$$
\begin{equation*}
\hat{\mathcal{H}}=\frac{1}{2 m}\left(\hat{p}_{x}^{2}+\left(\hat{p}_{y}+e \hat{x} B\right)^{2}\right)+e E x \tag{1.30}
\end{equation*}
$$

Solving it by completing the square gives us another SHO which is centered now at $X_{k}=$ $-k \ell^{2}-e E / m \omega_{B}^{2}$ and the eigenvalues now depend on the $k$ quantum number. For instance, energies for LLL i.e. $n=0$ are given by

$$
\begin{equation*}
\epsilon_{k}=\frac{1}{2} \hbar \omega_{B}+e E X_{k}+\frac{1}{2} m\left(\frac{E}{B}\right)^{2} \tag{1.31}
\end{equation*}
$$

As we see, eigenvalues depend linearly on $k$ quantum number, which will tilt the Landau levels. It can be checked that there is a net current in $y$-direction given by $\left\langle J_{y}\right\rangle=e E / B$.

Physically, the tilt in LLs is small. Hence fine tuning of chemical potential to keep it between two LLs is not possible because as chemical potential reaches $\hbar \omega_{B}\left(n+\frac{1}{2}\right)$, when $n$th LL is filled completely. If we add one extra electron it has to go to $(n+1)$ th LL and the chemical potential will sharply jump to $\hbar \omega_{B}\left(n+1+\frac{1}{2}\right)$. Thus, the LLs alone do not explain the formation of plateaus and the quantized values of $\rho_{x y}$ in the IQHE (see Fig. 1.3). This is explained by the disorder in the system which localizes all the Landau orbitals except one state (per LL), which is extended along the system. Next section gives a sketch of the underlying physics.

### 1.2.2 Importance of disorder

In order to explain the formation of plateaus in the $\rho_{x y}$, some amount of local disorder $V(\boldsymbol{r})$ is required. Presence of disorder breaks the degeneracy in the LL and the divergent density of states in each LL broadens into finite width peaks, as shown in Fig. 1.6. Out of all the orbitals in band of each LL, only one state (in the thermodynamic limit) can transport current through the sample and all others are localized. States localize around the local disorder which can be imagined as slow varying $\left(\nabla V(\boldsymbol{r}) \ll \frac{\hbar \omega_{B}}{\ell_{B}}\right)$ forming hills or valleys. States in the band drift along the equipotential lines of $V$, which form closed loops as shown in Fig. 1.7.


Figure 1.6: Landau levels have sharp density of states (blue in right panel), with all the states in $n$th LL having exact energy $\hbar \omega_{B}(n+1 / 2)$. Introducing the disorder breaks this degeneracy and spreads the states in each LL into set of bands (shown in red in the left panel).


Figure 1.7: Schematic showing a typical potential $V(x, y)$ where the loops with arrow represent the drift of localized states along the equipotential contours. Direction of drift along the hills (+ve potential) and valleys ( $-v e$ potential) are opposite as expect. Contours shown in bold represent the extended states which are present near the middle of LL band (blue lines in left panel of Fig. 1.6) [2]

Somewhere in the middle of each LL band, one conducting state which is extended along the sample contributes to the current [37]. The existence of this extend state can be understood using a percolation picture [2]. As we fill electrons in the system, states at the lower end of the LL band are filled, which get localized on equipotential cureves around the minima or valleys of the potential. As Fermi energy reaches center of the band, the equipotential lines extend across the sample, transporting current. As we further increase the energy, states are localized in equipotential contours around maxima or hills of the potential. As long as the electrons at the fermi energy fill these localized states, the Hall resistance remains fixed forming plateaus. Only when an electron is removed from the extended state, we see a jump in the Hall resistance which explains the IQHE.

### 1.3 Fractional quantum Hall effect

In 1981, Tsui, Stormer and Gossard found additional plateaus at a set of fractional values of filling fraction $\nu$ by studying GaAs-AlGaAs heterojunctions with electron densities


Figure 1.8: In larger magnetic field and cleaner sample, transverse resistance $\rho_{x y}$ increases in quantized steps with $B$, such that the values of $\rho_{x y}$ at plateaus is given by $h / e^{2} \nu$ where filling fraction $\nu$ also takes fractional values. [3]
$n=1.1 \times 10^{11}$ to $1.4 \times 10^{11} \mathrm{~cm}^{2}$ and mobility $\mu=8 \times 10^{4}$ to $10 \times 10^{4} \mathrm{~cm}^{2} / \mathrm{V}$. The study was conducted in higher magnetic field $(\sim 20 \mathrm{~T})$ and much lower temperatures (around 0.42 K ) and at filling fraction $\nu<1$. This novel phenomena, where an excitation gap seems to appear even at rational filling, is known as fractional Hall effect (FQHE) (see Fig. 1.8). It appears that as electrons come close to each other due to large magnetic field, gaps open up inside otherwise gapless Landau bands at a set of fractional fillings. Opening of these gaps is attributed to Coulomb interaction between electrons. The Coulomb interaction between two electrons is given by

$$
\begin{equation*}
V_{\text {Coulomb }}=\frac{e^{2}}{4 \pi\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|} \tag{1.32}
\end{equation*}
$$

This makes the system strongly-correlated and convetional methods like perturbation theory cannot be used to study the model. Instead, as we shall see in the next section, an indirect approach is taken to study the FQHE.

### 1.3.1 Laughlin's states

In 1983, based on educated guesswork, Laughlin directly wrote trial wavefunctions representing the ground states at filling fraction of form $\nu=1 / m$, where $m$ is an odd integer [38]. Although Laughlin states are not exact eigenfunctions of the FQHE Hamiltonian given by

$$
\begin{equation*}
\mathcal{H}_{\mathrm{FQHE}}=\sum_{i}^{N_{e}} \frac{\hat{\boldsymbol{\pi}}_{i}^{2}}{2 m}+\hat{V}_{\text {Coulomb }} \tag{1.33}
\end{equation*}
$$

but, for small number of particles, the Laughlin state has large overlaps with the exact ground states of $\mathcal{H}_{\mathrm{FQHE}}$ at that electron density.

Coulomb interaction is central which implies $V_{\text {Coulomb }}\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)=V_{\text {Coulomb }}\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|\right)$. Since it is rotationally symmetric, it shares its eigenstates with angular momentum operator. Using symmetric gauge i.e. $\boldsymbol{A}=\frac{1}{2} \boldsymbol{B} \times \boldsymbol{r}$ makes the FQHE Hamiltonian rotationally symmetric. It can be checked that in symmetric gauge, Landau orbitals in the lowest Landau level (LLL) have following form (see Eq. (1.27))

$$
\begin{equation*}
\psi_{m}(z) \sim z^{m} e^{-|z|^{2} / 4 \ell_{B}^{2}} \tag{1.34}
\end{equation*}
$$

where $m$ is the angular momentum of the state and $z=x-\iota y$ is coordinate of the particle in complex form. Using the rotational symmetry of $\mathcal{H}_{\text {FQHE }}$, we can write a general twoparticle solution for it as

$$
\begin{equation*}
\psi(z) \sim\left(z_{1}+z_{2}\right)^{M}\left(z_{1}-z_{2}\right)^{m_{\mathrm{rel}}} e^{\left(-\left|z_{1}\right|^{2}-\left|z_{2}\right|^{2}\right) / 4 \ell_{B}^{2}} \tag{1.35}
\end{equation*}
$$

where $M$ and $m_{\text {rel }}$ represent the center-of-mass and relative angular momentum of the pair of particles, respectively.

Laughlin proposed that ground state at filling fraction $1 / m$ is given by

$$
\begin{equation*}
\psi_{1 / m}(z)=\prod_{i<j}^{N}\left(z_{i}-z_{j}\right)^{m} e^{-\sum_{i}\left|z_{i}\right|^{2} / 4 \ell_{B}^{2}} \tag{1.36}
\end{equation*}
$$

The wavefunction is anti-symmetric for odd values of $m$ which is consistent for electrons (fermions). It can be checked that the wavefunction returns correct filling fraction. More impressively, the wavefunction has around $99 \%$ overlap with exact ground state for small number of particles. It starts decreasing as number of particles are increased in the system. Hence, instead of looking at these wavefunction as candidate for exact solutions, we should think of them as describing the 'universality' class, which implies that Laughlin states have same long wavelength properties of the excitations and topological order as that of the exact ground state.

### 1.3.2 Composite Fermion wavefunctions



Figure 1.9: Figure shows the map from the IQHE to the FQHE. Panel ( $a$ ) shows the IQHE with total flux represented by number of pointed arrows. Panel (b) shows conversion of each electron into a composite fermion by attaching $2 p=2$ flux. Finally, spreading out the attached flux gives us the corresponding FQHE state (c) of electron in a higher magnetic field. [4]

Jain's composite fermion (CF) [39] wavefunctions describe FQHE of electrons at sequence of filling fractions given by $\nu=n /(2 p n+1)$, where $n$ and $p$ are positive integers, using a picture of weakly interacting emergent particles. The emergent particle called composite fermion is understood as a bound state of an electron and $2 p$ flux quanta. Using CF construction, FQHE for $N_{e}$ electrons in flux $N_{\phi}$ at filling fraction $\nu=n /(2 p n+1)$ can be mapped to the integer quantum Hall effect (IQHE) of CFs in a reduced flux $N_{\phi}^{*}=$ $N_{\phi}-2 p N_{e}$ at $\nu^{*}=n$. This IQHE-to-FQHE map for $2 p=2$ is schematically shown in Fig. 1.9.

In disk geometry, the CF wavefunction for the electrons is obtained by multiplying the IQHE state of CFs at filling fraction $\nu^{*}$-represented by a Slater determinant $\Phi_{\nu^{*}}$-by the Jastrow factor $\mathcal{J}^{2 p}=\prod_{j<k}^{N}\left(z_{j}-z_{k}\right)^{2 p}$, which attaches $2 p$ vortices to each particle. The CFs inside the Slater determinant see a reduced magnetic field $B^{*}=B-2 p \rho \phi_{0}$. The second term can be understood as the average berry phase arising from the vortices on the other particles. The Jastrow factor also increases the relative angular momentum of each pair of particles in the Slater determinant, denoted by $m$, by $2 p$ units. The CF wavefunction is given by

$$
\begin{equation*}
\Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}}=\mathcal{P}_{\mathrm{LLL}} \Phi_{\nu^{*}} \prod_{j<k}\left(z_{j}-z_{k}\right)^{2 p} \tag{1.37}
\end{equation*}
$$

where $\mathcal{P}_{\text {LLL }}$ denotes projection into the lowest Landau level. The Jastrow factor $\mathcal{J}^{2 p}$ suppresses the probability of 2 particles being too close to each other resulting in a screened effective interaction. The operation of projection is motivated from the fact that in a high magnetic field regime i.e. $|B| \rightarrow \infty$, most of the particles will be in the LLL. It can be verified that, for $2 p=m-1$ and $\nu^{*}=1$, CF state returns Laughlin wavefunction for $\nu=1 / m$.

## CF wavefunction in different geometries:

Spherical geometry : Composite fermion wavefunction generalizes to spherical geometry as follows

$$
\begin{equation*}
\Psi_{Q}=\mathcal{P}_{\mathrm{LLL}} \Phi_{Q^{*}} \Phi_{1}^{2 p} \tag{1.38}
\end{equation*}
$$

where the Slater determinant $\Phi_{Q^{*}}$ corresponds to IQH state of CFs in a reduced magnetic flux of $2 Q^{*}$ and the Jastrow factor is given by

$$
\begin{equation*}
\Phi_{1}^{2 p}=\prod_{j<k}\left(u_{i} v_{j}-v_{j} u_{k}\right)^{2 p} \tag{1.39}
\end{equation*}
$$

and reduced flux is related to actual flux via $2 Q^{*}=2 Q-2 p(N-1)$.
Cylinder geometry : Composite fermion wavefunction in cylinder geometry is given by

$$
\begin{equation*}
\Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}}=\mathcal{P}_{\mathrm{LLL}} \prod_{i<j}\left(e^{\frac{2 \pi z_{i}}{L}}-e^{\frac{2 \pi z_{j}}{L}}\right)^{2 p} \Phi_{\nu^{*}} \tag{1.40}
\end{equation*}
$$

where the Slater determinant $\Phi_{\nu^{*}}$ corresponds to IQH state of CFs in a filling fraction $\nu^{*}$. The number of orbitals in each LL are fixed by $N_{\phi}$ which is equivalent to fixing the length of cylinder along the non-periodic direction.

Torus geometry : Composite fermion wavefunction on torus [40] is given by

$$
\begin{equation*}
\Psi_{\nu=\frac{\nu^{*}}{2 p \nu^{*}+1}}=\mathcal{P}_{\mathrm{LLL}}\left[F_{1}\left(Z_{\mathrm{cm}}\right)\right]^{2 p} \mathcal{J}^{2 p} e^{-\sum_{i} \frac{z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \Phi_{\nu^{*}} \tag{1.41}
\end{equation*}
$$

where $Z_{\mathrm{cm}}=\sum_{i} z_{i}$ and the Jastrow factor is given by

$$
\mathcal{J}(\{z\})=\prod_{i<j} \vartheta\left[\begin{array}{l}
1 / 2  \tag{1.42}\\
1 / 2
\end{array}\right]\left(\left.\frac{z_{i}-z_{j}}{L_{2}} \right\rvert\, \tau\right)
$$

where the Jacobi theta functions [36] are defined as

$$
\vartheta\left[\begin{array}{l}
a  \tag{1.43}\\
b
\end{array}\right](z \mid \tau)=\sum_{j=-\infty}^{\infty} e^{i \pi(j+a)^{2} \tau} e^{i 2 \pi(j+a)(z+b)}
$$

such that $a, b$ are rational numbers and $j$ is an integer. For the torus in Fig. 1.5, we have $\tau=-L_{1} / L_{2} . F_{1}\left(Z_{\mathrm{cm}}\right)$ represents the center-of-mass dependent part of the filled lowest Landau level [34], given by

$$
F_{1}\left(Z_{\mathrm{cm}}\right)=\vartheta\left[\begin{array}{c}
\frac{\theta_{2}}{2 \pi}+\frac{N_{e}-1}{2}  \tag{1.44}\\
\frac{\theta_{1}}{2 \pi}+\frac{N_{e}-1}{2}
\end{array}\right]\left(\left.\frac{Z_{\mathrm{cm}}}{L_{2}} \right\rvert\, \tau\right)
$$

where $\theta_{1}$ and $\theta_{2}$ determine the Hilbert space representations of translations along the
periodic directions $\boldsymbol{L}_{1}$ and $\boldsymbol{L}_{2}$, respectively.

### 1.3.3 Parton wavefunctions

Parton theory of FQHE was introduced by Jain as a generalization to the idea of composite fermion [41]. In this theory, we imagine that each electron can be divided into $k$ different fictitious particles called partons. The final wavefunction is constructed by placing each parton in an IQHE state $n_{\beta}$ where $\beta=1,2, \ldots, k$, given by

$$
\begin{equation*}
\Psi_{\nu}^{n_{1} n_{2} n_{3} \ldots}=\mathcal{P}_{\mathrm{LLL}} \prod_{\beta=1}^{k} \Phi_{n_{\beta}}\left(z_{i}\right) \tag{1.45}
\end{equation*}
$$

Shorthand for a parton state can be denoted by a string $\left(n_{1} n_{2} n_{3} \ldots\right)$. Partons can see an effective field that is antiparallel to that experienced by the electrons, in which case the corresponding Slater state is denoted by $\Phi_{\bar{n}}=\Phi_{-n}=\Phi_{n}^{*}$.

All $k$ partons share the same coordinates as that of electrons i.e. $z_{i}^{\beta}=z_{i}$ for all $\beta$. Charge of at excitation of each parton is related to charge of electron by $e_{\beta}=-\nu e / n_{\beta}$ and the net electronic filling fraction is given by $\nu=\left[\sum_{\beta=1}^{k} n_{\beta}^{-1}\right]^{-1}$ in terms of the parton fillings. As an example, $2 / 5 \mathrm{CF}$ state can written as (211) parton state as $\Psi_{2 / 5}^{C F}=\Psi_{2 / 5}^{211}=\mathcal{P}_{\mathrm{LLL}} \Phi_{2} \Phi_{1}^{2}$.

### 1.4 Haldane's pseudopotentials

Any interaction of $V\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|\right)$ in a rotationally symmetric system can be written in angular momentum basis. In the disk, we denote the state of two electrons that occupy the $n_{1}$ th and $n_{2}$ th LLs and have a relative angular momentum $m_{\text {rel }}$ and center of mass angular momentum $M$ by $\left|n_{1} n_{2} ; M m_{\text {rel }}\right\rangle$. It is evident that the state labeled by these quantum numbers, if allowed by symmetry, is unique. It can be generated by exact diagonalization of a rotationally invariant interaction in the appropriate Hilbert space. In fact, given the wave function for the minimum relative angular momentum pair for a given $n_{1}$ and $n_{2}$, the states may be generated by repeated application of $\left(\hat{z}_{1} \pm \hat{z}_{2}\right)$. More specifically, we write

$$
\begin{equation*}
\left|n_{1} n_{2} ; M m_{\mathrm{rel}}\right\rangle \equiv\left(\hat{z}_{1}+\hat{z}_{2}\right)^{M}\left(\hat{z}_{1}-\hat{z}_{2}\right)^{m_{\mathrm{rel}}}\left|\left(n_{1},-n_{1}\right)\left(n_{2},-n_{2}+\delta_{n_{1} n_{2}}\right)\right\rangle \tag{1.46}
\end{equation*}
$$

where $\hat{z}_{i}$ represents the position operator of $i$ th particle and $\left|\left(n_{1},-n_{1}\right)\left(n_{2},-n_{2}+\delta_{n_{1} n_{2}}\right)\right\rangle=$ $\left|n_{1},-n_{1}\right\rangle \otimes\left|n_{2},-n_{2}+\delta_{n_{1} n_{2}}\right\rangle$ is the two-particle state (see Eq. 1.16) with the minimum relative angular momentum and zero center of mass momentum.

Any rotationally symmetric interaction $\hat{V}\left(\left|\vec{r}_{1}-\vec{r}_{2}\right|\right)$ can be characterized by the generalized Haldane's pseudopotentials [31], given by

$$
\begin{equation*}
V_{m_{\mathrm{rel}}}^{n_{1} n_{2} ; n_{1}^{\prime} n_{2}^{\prime}}=\left\langle n_{1}^{\prime} n_{2}^{\prime} ; M m_{\mathrm{rel}}\right| \hat{V}\left(\left|\vec{r}_{1}-\vec{r}_{2}\right|\right)\left|n_{1} n_{2} ; M m_{\mathrm{rel}}\right\rangle \tag{1.47}
\end{equation*}
$$

The pseudopotential does not depend on $M$, but, in general, has matrix elements involving LL transitions. Relative angular momentum $m_{\text {rel }}$ takes even and odd values for bosons and fermions, respectively. In LLL, eigenvalues of $V\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|\right)$ in this basis are given by

$$
\begin{equation*}
V_{m_{\mathrm{rel}}}=\frac{\left\langle M, m_{\mathrm{rel}}\right| V\left|M, m_{\mathrm{rel}}\right\rangle}{\left\langle M, m_{\mathrm{rel}} \mid M, m_{\mathrm{rel}}\right\rangle} \tag{1.48}
\end{equation*}
$$

Any two-particle central potential can be written in terms of pseudopotentials as

$$
\begin{equation*}
V=\sum_{m_{\mathrm{rel}}^{\prime}} V_{m_{\mathrm{rel}}^{\prime}} \mathcal{P}_{m_{\mathrm{rel}}^{\prime}} \tag{1.49}
\end{equation*}
$$

where $\mathcal{P}_{m_{\text {rel }}^{\prime}}=\left|m_{\text {rel }}^{\prime}\right\rangle\left\langle m_{\text {rel }}^{\prime}\right| \otimes \mathbb{I}_{\text {COM }}$ is the projector in $m_{\text {rel }}^{\prime}$ th relative angular momentum. The following figure shows the pseudopotentials of Coulomb interaction in LLL for a few small relative angular momentum values.


Figure 1.10: The Haldane pseudopotentials $V_{m_{\text {rel }}}$ (in the units of $e^{2} / \epsilon \ell_{B}$ ) for Coulomb interaction corresponding to different relative angular momentum $m_{\text {rel }}$ quantum numbers of two-particles in LLL. Pseudopotentials at even $m_{\text {rel }}$ are for bosons. [5]

We can design a general interaction by tuning the values of these pseudopotentials [31]. The $V(r)$ corresponding to such toy interactions is rarely physical. This idea can be generalized to $n$-body interactions with rotational symmetry [42].

On the spherical geometry, the rotational and translation symmetry maps to full $S O(3)$ rotational symmetry. Here $\left|l_{1}, l_{2}, L, L_{z}\right\rangle$ is the unique two-particle state of total angular momentum quantum number $L$ and $z$-component angular momentum $L_{z}$, constructed from two particles in LL given by $n_{1}=l_{1}-Q$ and $n_{2}=l_{2}-Q$ LLs. With this, the matrix element of interactin $V$ between the two-particle states $\left|\left(l_{1}^{\prime}, m_{1}^{\prime}\right),\left(l_{2}^{\prime}, m_{2}^{\prime}\right)\right\rangle$ and $\left|\left(l_{1}, m_{1}\right),\left(l_{2}, m_{2}\right)\right\rangle$ is given by

$$
\begin{equation*}
\delta_{\left(l_{1}, l_{2}\right)\left(l_{1}^{\prime}, l_{2}\right)} V_{L}^{l_{1}, l_{2}} C_{\left(l_{1}, m_{1}\right)\left(l_{2}, m_{2}\right)}^{L, L_{z}} C_{\left(l_{1}, m_{1}^{\prime}\right)\left(l_{2}, m_{2}^{\prime}\right)}^{\left.L, L_{z}\right)} \tag{1.50}
\end{equation*}
$$

where $C_{\left(l_{1}, m_{1}\right)\left(l_{2}, m_{2}\right)}^{L, L_{z}}$ is the Clebsch Gordan coefficient and pseudopotentials $V_{L}^{l_{1}, l_{2}}$ are given
by

$$
\begin{equation*}
V_{L}^{l_{1}, l_{2}}=\frac{\left\langle l_{1}, l_{2} ; L, L_{z}\right| V\left|l_{1}, l_{2} ; L, L_{z}\right\rangle}{\left\langle l_{1}, l_{2} ; L, L_{z} \mid l_{1}, l_{2} ; L, L_{z}\right\rangle} \tag{1.51}
\end{equation*}
$$

By carefully inspecting the Laughlin wavefunction for filling fraction $1 / m$, Haldane realized that all two particles in the wavefunction have relative angular momentum $m_{\text {rel }} \geq m$. Based on this, he constructed a toy interaction with pseudopotentials where

$$
v_{m_{\mathrm{rel}}}= \begin{cases}1 & m_{\mathrm{rel}}<m  \tag{1.52}\\ 0 & m_{\mathrm{rel}} \geq m\end{cases}
$$

This implies that only those pairs of particles are penalized with energy cost with relative angular momentum $m_{\text {rel }}<m$. Since these angular momentum modes are missing in the Laughlin state by construction, it becomes a unique zero-energy eigenstate of this toy interaction. Similarly, the idea of pseudopotential has been generalized to write Parent Hamiltonians for other variational wavefunctions.

### 1.5 Structure of the thesis

The thesis is structured as follows. In Chapter 2, we introduce the strong short-range model interaction for rotationally symmetric systems, namely disk, and sphere. We present the low-energy spectra of the model Hamiltonian for spherical geometry, which looks identical to the spectra of the non-interacting system. We also show that the ground state corresponding to different species of FQHE adiabatically connects to the ground state of LLL projected Coulomb interaction. Chapter 3 introduces the exact eigenfunction of the model interaction for the disk geometry. Although disk eigenfunction cannot be directly generalized for spherical geometry, a simplification of eigenfunctions for QPs (quasi-particles) of $1 / 3$ can be written. We numerically verify that these exactly match the ED ground state. The explicit form of the eigenfunction allows us to study various properties of the excitations, like fractional charge and exchange statistics.

In the next two chapters, we present the study of this model interaction in torus and cylinder geometries which are not rotationally symmetric. We introduce notations and symmetries associated with the torus geometry in Chapter 4. The calculation of matrixelement for torus and cylinder is also discussed. Chapter 5 explains how model interaction written for rotationally symmetric geometry can be extended to torus and cylinder. We present the low-energy spectra of the model interaction for both torus and cylinder geometry. Apart from the characteristic topological degeneracy in torus spectra, the low-energy spectra in both geometries come out to be identical to spectra of non-interacting systems. We generalize the exact eigenfunctions for the case of the cylinder. Eigenfunctions could not be directly generalized for the case of a torus, but similar to the spherical case, we
could write eigenfunctions for the QPs of the $1 / 3$ state.
In Chapter 6, we study an efficient numerical method based on Monte Carlo techniques for the computation of the real-space entanglement spectra of a class of FQHE wavefunctions. This method allows us to study systems as large as $\sim 100$ particles in a much shorter time than the direct methods. We use this method to efficiently compute the RSES of a set of simple parton states, namely $\phi_{2}^{2}, \phi_{3}^{2}$ and $\phi_{2}^{3}$, which show non-Abelian excitations. Using the RSES of these parton states, we verify that the RSES of parton states of type $\phi_{n}^{k}$ has a one-to-one correspondence with highest weight representations of $\widehat{s u}(n)_{k}$ affine Lie algebra. To verify that this efficient method produces correct entanglement spectra, in Chapter 7, we compare the RSES of projected and unprojected $2 / 5$ CF state for small system sizes. We verify that the efficient method based on the Monte-Carlo technique produces correct spectra. Analytically, it becomes cumbersome to find the exact LLL projection of FQHE states for a large number of particles, limiting the usage of this method to smaller systems only. We circumvent this problem by introducing an efficient approximate LLL projection method based on the Jain-Kamilla projection of CF states. We show that the RSES computed using this approximation for the case of projected $2 / 3 \mathrm{CF}$ state has identical counting to the RSES of the exactly projected state. Since this approximation allows the usage of the Monte Carlo method, RSES of the projected CF state for a much larger system size can be computed in a time which are orders of magnitude faster.

Finally, we list down the conclusion of our study and provide possible directions for further studies in the Conclusion Chapter.

## Part I

## A Model Interaction for FQHE

## Chapter 2

## An Exactly Solvable Model (I) : Exact diagonalization

Strong correlations give rise to exciting phenomena of fundamental interest in all areas of physics. One such phenomenon is the topological phases of matter with exotic emergent properties. Hence, models of strongly correlated systems that can be exactly solved are of particular importance. In this thesis, we consider the phenomenon of fractional quantum Hall effect (FQHE) [43], namely quantization of Hall resistance at $R_{H}=h / f e^{2}$ where $f$ is a fraction, that occurs when two-dimensional (2D) electrons are subject to a strong magnetic field. Close to a hundred fractions have been experimentally observed in various 2D electron systems in semiconductor quantum wells and graphene. Several themes in contemporary condensed matter physics, such as fractional charge [38] and fractional statistics [44], composite fermions [39], non-Fermi liquids [45], topological superconductivity with Majorana particles [10, 46], and proposals for topological quantum computation [7], have originated in the context of FQHE.

Theoretical investigations of FQHE begin with the Hamiltonian of 2D electrons in a magnetic field:

$$
\begin{equation*}
\hat{H}=\sum_{j=1}^{N} \frac{\hat{\pi}_{j}^{2}}{2 m_{b}}+\sum_{j<k=1}^{N} \hat{V}\left(\left|\vec{r}_{j}-\vec{r}_{k}\right|\right), \tag{2.1}
\end{equation*}
$$

where $\hat{\boldsymbol{\pi}}_{j}=\hat{\mathbf{p}}_{j}+\frac{e}{c} \vec{A}\left(\hat{\mathbf{r}}_{j}\right)$ is the kinetic momentum, $\vec{A}(\vec{r})=(B / 2)(-y, x, 0)$ is the vector potential producing a magnetic field $B$ in the $+z$ direction, $m_{b}$ is the electron band mass, $N$ is the number of electrons, and $\hat{V}$ is the interaction between the electrons. The traditional practice since the early works $[38,31]$ has been to consider the limit where the interaction energy is weak compared to the cyclotron energy, i.e., $\kappa \equiv V_{C} / \hbar \omega_{c} \rightarrow 0$, where $V_{C}=e^{2} / \epsilon \ell$ is the Coulomb interaction scale, $\epsilon$ being the dielectric constant of the host material. The reason the system becomes strongly correlated is that, in this limit, electrons are confined to the lowest LL (LLL), leaving the interaction as the only energy scale in the problem. The problem with Coulomb interaction is not exactly solvable. Haldane introduced [31] a model interaction that obtains the Laughlin wave function at $\nu=1 / 3$ as the exact
ground state (GS). Other model interactions have been designed for several known trial wave functions [ $47,48,49,50,51,52,53,54,55,56]$. These models, however, are not fully solvable, in that each model produces incompressibility only at one fraction, and only the zero energy solutions are known.

In this chapter, we introduce a model interaction that can be solved exactly for all eigenstates at arbitrary filling factors $\nu<1 / 2 p$ and yields FQHE at all fractions of the form $n /(2 p n+1)$, where $n$ and $p$ are integers. Specifically, we will discuss the construction of matrix elements of the model interaction and its exact diagonalization spectrum in the current chapter. We will also discuss interesting topological features of exact diagonalization ground states of the model interaction. We will keep the discussion of its exact eigenfunctions for the next chapter.

A fundamental departure from the previous approaches is that we consider the opposite limit where the interaction is infinitely strong compared to the cyclotron energy, leaving the cyclotron energy as the only energy scale in the problem. The role of the interaction is to impose a nontrivial constraint on the allowed (finite energy) space of many-particle wave functions, which is responsible for FQHE within our model.

This chapter is organized as follows. We first introduce the model interaction on disk geometry in Sec. 2.1. In Sec. 2.2, we discuss the matrix element calculation of the Coulomb and the model interaction on a spherical geometry. We present exact diagonalization spectra of the model interaction for various systems in Sec 2.3. In Sec. 2.4, we present the study of adiabatic connection between the exact diagonalization ground states of model interaction and the ground of (lowest Landau level projected) Coulomb interaction. We compare the model interaction with Trugman-Kivelson Hamiltonian, that is another important short-range interaction in FQHE, in Sec. 2.5. Finally, we conclude our results in Sec. 2.6.

### 2.1 The Model Hamiltonian

In this section, we will introduce a model interaction that is motivated by the composite fermion (CF) wavefunctions (see Sec. 1.3.2). Constructing a model interaction $\hat{V}$ so that the CF wavefunctions are zero-interaction energy eigenstates of Hamiltonian $H=H_{\mathrm{KE}}+\hat{V}$ is challenging due to several reasons, one of which is that multiplication with the Jastrow factor scatters particles in different LLs. Although LL occupation of the CF wavefunction after the multiplication of Jastrow factor cannot be known, we know that the Jastrow factor increases the relative angular momentum of each pair of particles by $2 p$. We use this information to write a strong short-range interaction in terms of pseudopotentials such that its zero-energy eigenfunctions, which are very similar to CF wavefunctions in construction, can be written on disk geometry. We assume fully spin-polarized electrons in the disk geometry; generalization to spinful electrons or bosons is straightforward. Next, we will describe how the interaction is constructed.

In the disk geometry, for two electrons in the $n$th and $n^{\prime}$ th LLs, the smallest value of $m_{\text {rel }}$ is $-n-n^{\prime}+\delta_{n, n^{\prime}}$. We increase $m_{\text {rel }}$ of each pair by $2 p$, motivated by the Jastrow factor in CF wavefunction, but in a manner that preserves their $L L$ indices. In the resulting state, the smallest $m_{\text {rel }}$ for a pair with one electron in the $n$th and the other in $n^{\prime}$ th LLs is $-n-n^{\prime}+\delta_{n, n^{\prime}}+2 p$. In other words, pairs with $-n-n^{\prime}+\delta_{n, n^{\prime}} \leq m_{\text {rel }}<-n-n^{\prime}+\delta_{n, n^{\prime}}+2 p$ will be absent. This information motivates us to construct an interaction that imposes an energy penalty on these pairs:

$$
\begin{equation*}
\hat{V}=\sum_{n \leq n^{\prime}=0}^{\infty} \sum_{m_{\mathrm{rel}}=-n-n^{\prime}+\delta_{n, n^{\prime}}}^{-n-n^{\prime}+\delta_{n, n^{\prime}}+2 p-1} V_{m_{\mathrm{rel}}}^{n, n^{\prime}}\left|n, n^{\prime} ; m_{\mathrm{rel}}\right\rangle\left\langle n, n^{\prime} ; m_{\mathrm{rel}}\right| . \tag{2.2}
\end{equation*}
$$

Here $\left|n, n^{\prime} ; m_{\text {rel }}\right\rangle$ represents the state of a pair of electrons from the $n$th and $n^{\prime}$ th LLs, with relative angular momentum $m_{\text {rel }} . V_{m_{\text {rel }}}^{n, n^{\prime}}=\left\langle n, n^{\prime} ; m_{\text {rel }}\right| \hat{V}\left|n, n^{\prime} ; m_{\text {rel }}\right\rangle$ is the interaction energy of this pair, a generalization of the Haldane pseudopotentials including intra- as well as inter-LL pairs. Our model interaction preserves LLs, and thus keeps only the diagonal pseudopotentials $V_{m_{\text {rel }}}^{n_{1} n_{2} ; n_{1} n_{2}} \equiv V_{m_{\text {rel }}}^{n_{1} n_{2}}$. (Note that pairs with certain $m_{\text {rel }}$ 's may not be allowed due to exchange symmetry; the corresponding terms are automatically absent in the Hamiltonian. For ease of notation, we have suppressed the center-of-mass degree of freedom, which does not affect the pseudopotentials.) The above interaction conserves the number of electrons in each LL (denoted $N_{n}$ for the $n$th LL) and therefore, kinetic energy. Each eigenstate is labeled by the total angular momentum $m_{\text {total }}=\sum_{j} m_{j}$, and LL occupation ( $N_{0}, N_{1}, N_{2}, \ldots$ ). To describe the low-energy physics of a given fraction at $\nu=\nu^{*} /\left(2 p \nu^{*}+1\right)$, terms containing only a finite number of LLs need to be kept in the above summation; this restricted interaction is thus local.

Although the interaction given in Eq. (2.2) is for the disk geometry, we can also write it for the sphere. Since exact diagonalization is more straightforward in spherical geometry due to its compactness, we describe the construction of interaction matrix elements on a sphere in the next section.

### 2.2 Matrix elements in the spherical geometry

A general two-particle interaction between particles on a sphere can be written as follows

$$
\begin{equation*}
\sum_{l_{1}, l_{2}=|Q|}^{\infty} \sum_{m_{1}=-l_{1}}^{l_{1}} \sum_{m_{2}=-l_{2}}^{l_{2}} c_{l_{1} m_{1}}^{\dagger} c_{l_{2} m_{2}}^{\dagger} V_{12 ; 1^{\prime} 2^{\prime}} c_{l_{2}^{\prime} m_{2}^{\prime}} c_{l_{1}^{\prime} m_{1}^{\prime}} \tag{2.3}
\end{equation*}
$$

where $V_{12 ; 1^{\prime} 2^{\prime}}$ is a shorthand for the matrix element of the interactions between two-particle states ie

$$
\begin{equation*}
V_{12 ; 1^{\prime} 2^{\prime}} \equiv\left\langle\left(l_{1}, m_{1}\right),\left(l_{2}, m_{2}\right)\right| \hat{V}\left|\left(l_{1}^{\prime}, m_{1}^{\prime}\right),\left(l_{2}^{\prime}, m_{2}^{\prime}\right)\right\rangle \tag{2.4}
\end{equation*}
$$

where $\left|\left(l_{1}, m_{1}\right),\left(l_{2}, m_{2}\right)\right\rangle$ is a two-particle state on sphere with particles occupying $m_{1}$ and $m_{2}$ angular momentum states in the LLs $l_{1}$ and $l_{2}$ respectively.

We can fully characterize any two-particle interaction by its matrix elements. In the remainder of this section, we first describe the calculation of the matrix elements for the Coulomb interaction [57], as well as for our model interaction for electrons residing on the surface of a sphere.

### 2.2.1 Coulomb interaction

The Coulomb interaction between particles on the surface of a sphere is $1 / r$ where $r$ is the chord distance $\left|\mathbf{r}_{a}-\mathbf{r}_{b}\right|$ between the positions $\mathbf{r}_{a} \equiv\left(\theta_{a}, \phi_{a}\right)$ and $\mathbf{r}_{2} \equiv\left(\theta_{b}, \phi_{b}\right)$. The radius of the sphere is $R=\sqrt{Q}$ in units of the magnetic length $\ell=\sqrt{\hbar c / e B}, B=2 Q \Phi_{0} / 4 \pi R^{2}$ is the field strength on the surface of the sphere, and $2 Q$ is the (integer) number of flux quanta emanating from a monopole placed at the center of the sphere. Eigenstates of the single particle Hamiltonian $\hat{\boldsymbol{\pi}}^{2} / 2 m_{b}$ in this geometry are called the monopole spherical harmonics $Y_{Q l m}[32,33]$. The quantity $l=|Q|+n$ is the angular momentum of the orbitals in the $n$th LL $(n=0,1, \ldots)$ and $m=-l,-l+1, \ldots l$ labels the degenerate states in the $n$th LL.

The Coulomb potential can be expanded in terms of the Legendre polynomials as

$$
\frac{1}{r}=\frac{1}{\sqrt{Q}} \sum_{l=0}^{\infty} P_{l}(\cos \theta)
$$

where $\theta$ is the angle subtended by $\mathbf{r}_{a}$ and $\mathbf{r}_{b}$ at the origin. The Legendre Polynomial can be expressed in terms of the monopole spherical harmonics (Eq. 14.30.9 of Ref. [58]) resulting in the expression

$$
\begin{equation*}
\frac{1}{r}=\frac{1}{\sqrt{Q}} \sum_{l=0}^{\infty} \frac{4 \pi}{2 l+1} \sum_{m=-l}^{l} Y_{0 l m}^{*}(a) Y_{0 l m}(b) . \tag{2.5}
\end{equation*}
$$

Here the arguments $a$ and $b$ of the monopole Harmonics are a short-hand notation to represent the coordinates $\left(\theta_{a}, \phi_{a}\right)$ and $\left(\theta_{b}, \phi_{b}\right)$. The matrix element (Eq. 2.4) of the Coulomb interaction between a pair of (antisymmetrized) two-particle fermionic states $\left|\left(l_{1}, m_{1}\right)\left(l_{2}, m_{2}\right)\right\rangle$ and $\left|\left(l_{1}^{\prime}, m_{1}^{\prime}\right)\left(l_{2}^{\prime}, m_{2}^{\prime}\right)\right\rangle$ is given by

$$
\begin{equation*}
V_{12 ; 1^{\prime} 2^{\prime}} \equiv V_{\left(l_{1} m_{1}\right)\left(l_{2} m_{2}\right)}^{\left(l_{1}^{\prime} m_{1}^{\prime}\right)\left(l_{2}^{\prime} m_{2}^{\prime}\right)}-V_{\left(l_{1} m_{1}\right)\left(l_{2} m_{2}\right)}^{\left(l_{2}^{\prime} m_{2}^{\prime}\right)\left(l_{1}^{\prime} m_{1}^{\prime}\right)}+V_{\left(l_{2} m_{2}\right)\left(l_{1} m_{1}\right)}^{\left(l_{2}^{\prime} m_{2}^{\prime}\right)\left(l_{1}^{\prime} m_{1}^{\prime}\right)}-V_{\left(l_{2} m_{2}\right)\left(l_{1} m_{1}\right)}^{\left(l_{1}^{\prime} m_{1}^{\prime}\right)\left(l_{2}^{\prime} m_{2}^{\prime}\right)} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\left(l_{1} m_{1}\right)\left(l_{2} m_{2}\right)}^{\left(l_{1}^{\prime} m_{2}^{\prime}\right)\left(l_{2}^{\prime} m_{2}^{\prime}\right)}=\int Y_{Q l_{1} m_{1}}^{*}(a) Y_{Q l_{2} m_{2}}^{*}(b) V(r) Y_{Q l_{1}^{\prime} m_{1}^{\prime}}(a) Y_{Q l_{2}^{\prime} m_{2}^{\prime}}(b) d \Omega_{a} d \Omega_{b} . \tag{2.7}
\end{equation*}
$$

Theorems 1 and 3 from Ref [33] can be used to evaluate the integrals involved in terms of Wigner 3 j symbols, yielding the following expression for $V_{\left(l_{1} m_{1}\right)\left(l_{2} m_{2}\right)}^{\left(l_{1}^{\prime} m_{1}^{\prime}\right)\left(l_{2}^{\prime} m_{2}^{\prime}\right)}$ :

$$
\begin{align*}
& \sum_{l=0}^{\infty} \nu_{l} \sum_{m=-l}^{l} \sqrt{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)\left(2 l_{1}^{\prime}+1\right)\left(2 l_{2}^{\prime}+1\right)}(-1)^{2 Q+m_{1}+m_{2}+l_{1}+l_{2}+l_{1}^{\prime}+l_{2}^{\prime}} \\
&\left(\begin{array}{ccc}
l_{1} & l & l_{1}^{\prime} \\
-m_{1} & -m & m_{1}
\end{array}\right)\left(\begin{array}{ccc}
l_{2} & l & l_{2}^{\prime} \\
-m_{2} & m & m_{2}
\end{array}\right)\left(\begin{array}{ccc}
l_{1} & l & l_{1}^{\prime} \\
-Q & 0 & Q
\end{array}\right)\left(\begin{array}{ccc}
l_{2} & l & l_{2}^{\prime} \\
-Q & 0 & Q
\end{array}\right) \tag{2.8}
\end{align*}
$$

where $\nu_{l}=1 / \sqrt{Q}$. The series can be summed numerically to obtain the Coulomb matrix elements. The series terminates at sufficiently large $l$ as the Wigner 3j-symbols are nonzero only for those arguments that satisfy certain constraints (Sec 34.2 of Ref [58]).

### 2.2.2 Model interaction

We obtain the matrix elements (Eq. 2.4) of the model interaction introduced in this chapter by sandwiching the interaction shown in Eq. (2.2) between two-particle states. For convenience, we reproduce full details of the interaction here

$$
\begin{equation*}
\hat{V}=\sum_{l_{1}<l_{2}=0}^{\infty} \sum_{L=2 Q+l_{1}+l_{2}-\delta_{l_{1} l_{2}-2 p+1}}^{2 Q+l_{1}+l_{2}-\delta_{l_{1} l_{2}}} \sum_{L_{z}=-L}^{L} V_{L}^{l_{1}, l_{2}} \times\left|l_{1}, l_{2}, L, L_{z}\right\rangle\left\langle l_{1}, l_{2}, L, L_{z}\right| \tag{2.9}
\end{equation*}
$$

Here $\left|l_{1}, l_{2}, L, L_{z}\right\rangle$ is the unique two-particle state of total angular momentum quantum number $L$ and $z$-component angular momentum $L_{z}$, constructed from two particles in LLs indexed by $n_{1}=l_{1}-Q$ and $n_{2}=l_{2}-Q$. With this, the matrix element (Eq. 2.4) between the two-particle states $\left|\left(l_{1}^{\prime}, m_{1}^{\prime}\right),\left(l_{2}^{\prime}, m_{2}^{\prime}\right)\right\rangle$ and $\left|\left(l_{1}, m_{1}\right),\left(l_{2}, m_{2}\right)\right\rangle$ is given by

$$
\begin{equation*}
\delta_{\left(l_{1}, l_{2}\right)\left(l_{1}^{\prime}, l_{2}^{\prime}\right)} V_{L}^{l_{1}, l_{2}} C_{\left(l_{1}, m_{1}\right)\left(l_{2}, m_{2}\right)}^{L, L_{z}} C_{\left(l_{1}, m_{1}^{\prime}\right)\left(l_{2}, m_{2}^{\prime}\right)}^{L, L_{z}} \tag{2.10}
\end{equation*}
$$

where $C_{\left(l_{1}, m_{1}\right)\left(l_{2}, m_{2}\right)}^{L, L_{z}}$ is the Clebsch Gordan coefficient.

### 2.3 Exact spectrum of Model interaction on sphere

For diagonalization studies, we find it convenient to employ Haldane's spherical geometry [31], where $N$ electrons move on a sphere with a total radial magnetic flux of $2 Q \phi_{0}$, where $2 Q$ is an integer. The single-particle orbitals in the $n$th LL have angular momentum $l=|Q|+n$. The eigenstates are labeled by the total angular momentum $L$. The relative pair angular momentum $M$ of the disk geometry corresponds to pair angular momentum $L=2 Q-M$ on the sphere. The interaction [Eq.(2.2)] therefore translates to

$$
\begin{equation*}
\hat{V}=\sum_{n \leq n^{\prime}=0}^{\infty} \sum_{L=2 Q+n+n^{\prime}-\delta_{n, n^{\prime}}-2 p+1}^{2 Q+n+n^{\prime}-\delta_{n, n^{\prime}}} V_{L}^{n, n^{\prime}}\left|n, n^{\prime} ; L\right\rangle\left\langle n, n^{\prime}: L\right| . \tag{2.11}
\end{equation*}
$$

According to the standard CF theory the interacting system $(N, 2 Q)$ of electrons relates to a noninteracting system $\left(N, 2 Q^{*}\right)$ of CFs with $Q^{*}=Q-p(N-1)$. We specialize to $2 p=2$ below. We will now consider the strong interaction limit $V_{m}^{n, n^{\prime}} / \hbar \omega_{c} \rightarrow \infty$, so all eigenstates with nonzero interaction energy are projected out. The collection of wave functions that (i) have zero interaction energy and (ii) are eigenstates of the kinetic energy will be referred to as the $\mathcal{V}_{\infty}$ wave functions.


Figure 2.1: Spectra of the model Hamiltonian for representative systems in the spherical geometry, with $N$ particles in $2 Q$ flux quanta. All nonzero pseudopotentials [Eq. (2.11)] are set to $V_{L}^{n, n^{\prime}}=20 \hbar \omega_{c}$, and the Hilbert space is restricted to the three lowest LLs. The energy $E$ is in units of $\hbar \omega_{c}$, measured relative to the zero point energy $N \hbar \omega_{c} / 2$. $L$ is the total orbital angular momentum. Orange markers show the $\mathcal{V}_{\infty}$ states with zero interaction energy. (Each orange dash may represent many degenerate eigenstates.) Black dashes show eigenstates with nonzero interaction energies; these will be pushed to infinity in the limit $V_{L}^{n, n^{\prime}} / \hbar \omega_{c} \rightarrow \infty$. (a)-(c) Spectra for systems at $\nu=1 / 3,2 / 5$, and $3 / 7$; for $\nu=3 / 7$ the spectrum has no orange-colored excited states, as we have kept only the three lowest LLs in our study. (d)-(f) Spectra for $N$ and $2 Q$ for which the GS is not incompressible. Panel (a) shows only a subset of the higher energy states due to difficulty in diagonalization of Hamiltonians with large degeneracies. The slight broadening of the orange bands is a finite size effect, resulting from the fact that for finite systems in the spherical geometry, the inter-LL gap depends slightly on the LL index.

We have performed exact diagonalization of this Hamiltonian for many systems $(N, 2 Q)=$ $(5,12),(5,11),(6,11),(6,12),(6,15),(6,16),(7,16),(8,16),(9,16),(8,17)$, and $(7,18)$ in the Hilbert space restricted to the three lowest LLs. In many cases the full Hilbert space is too large to perform efficient numerical calculations, but the calculation is possible because diagonalization can be performed in each ( $N_{0}, N_{1}, N_{2}$ ) sector separately. The resulting spectra are shown in Fig. 2.1. In our calculations, we have set all nonzero pseudopotentials to unity and $\hbar \omega_{c}=0.05$. The states with zero interaction energy (in the
$\mathcal{V}_{\infty}$-sector) are highlighted in orange. The high-energy parts of the spectra in Fig. 2.1 also show states outside the $\mathcal{V}_{\infty}$-sector (black dashes), which will be pushed to infinity in the strong interaction limit i.e. $V_{m}^{n, n^{\prime}} / \hbar \omega_{c} \rightarrow \infty$.

The states in the $\mathcal{V}_{\infty}$-sector display IQHE-like structure of bands of states separated by $\sim \hbar \omega_{c}$ ( $\sim$ is needed because the LL spacing in the spherical geometry is not exactly $\hbar \omega_{c}$ for finite systems [59]). In fact, for each case, including those shown in Fig. 2.1, the spectrum is identical to that for $N$ noninteracting electrons at flux $Q^{*}=Q-p(N-1)$. The restriction to three LLs is purely for feasibility of numerics and is not a limitation for the ansatz solutions. We have tested close to 200 different ( $N_{0}, N_{1}, N_{2}, 2 Q$ ) systems (see 3.3), and in each case the dimension of the $\mathcal{V}_{\infty}$ space in the exact spectrum matches that of noninteracting fermions at $\left(N_{0}, N_{1}, N_{2}, 2 Q^{*}\right)$.


Figure 2.2: Spectra for our model interaction for different ( $N, 2 Q$ ) systems on the sphere. Orange markers indicate eigenstates with zero interaction energies. $\hbar \omega$ is set to 1 and all non-zero pseudopotentials are set to 20 . The black dashes show eigenstates that have nonzero interaction energy, i.e. are outside the $\mathcal{V}_{\infty}$ sector.

Figure 2.2 shows additional representative spectra, all evaluated within the Hilbert space of the lowest 3 LLs. All nonzero pseudopotentials of the interaction are set to 20 in units of $\hbar \omega_{c}=1$. The zero interaction energy states (i.e. the states belonging to $\mathcal{V}_{\infty}$-sector) are indicated using orange markers and the remaining states are indicated with gray markers; the latter will be pushed to infinity in strong interaction limit. Panel (a) shows the system $(N, 2 Q)=(6,11)$, which maps into noninteracting fermion system $\left(N, 2 Q^{*}\right)=(6,1)$. Here, the spectrum contains a single incompressible ground state with $\left(N_{0}, N_{1}, N_{2}\right)=(2,4,0)$, followed by neutral excitations at $\hbar \omega_{c}$ at $L=1,2,3,4$ in the $\left(N_{0}, N_{1}, N_{2}\right)=(2,3,1)$ sector. Panel (b) shows the spectrum of $(N, 2 Q)=(5,11)$, which maps into $\left(N, 2 Q^{*}\right)=(5,3)$. The ground state corresponds to $\left(N_{0}, N_{1}, N_{2}\right)=(4,1,0)$, i.e. describes a single quasiparticle of
the $1 / 3$ state. The angular momentum of this quasiparticle is predicted to be $L=5 / 2$. Panel (c) shows the spectrum of $(N, 2 Q)=(6,12)$, which maps into $\left(N, 2 Q^{*}\right)=(6,2)$. The ground state sector, with $\left(N_{0}, N_{1}, N_{2}\right)=(3,3,0)$, has two quasiholes of the $2 / 5$ state, each carrying an angular momentum of $l=2$. Addition of their angular momentum produces low energy states at total $L=1,3$, precisely as seen in panel (c). Panel (d) shows the $(N, 2 Q)=(5,12)$ which corresponds to the one filled LL state $\left(N, 2 Q^{*}\right)=(5,4)$. In all cases low energy states show same structure as what is expected in the LLL Coulomb spectrum.

Thus, we have energies not just for the incompressible GSs but also for their quasiholes (QHs), quasiparticles (QPs), neutral excitations, and, in fact, all $\mathcal{V}_{\infty}$ eigenstates. The exact mapping to noninteracting fermions at filling $\nu^{*}$ is lost if we set some of the $V_{L}^{n, n^{\prime}}$ in Eq. (2.11) to zero or include additional pseudopotentials; in particular, the inter-LL pseudopotentials are necessary.

### 2.4 Topological properties

While $\kappa \equiv V_{C} / \hbar \omega_{c}$ was small in the early experiments [43], FQHE is routinely seen for $\kappa \sim 5-7$ in $p$-doped GaAs [60] and ZnO quantum wells [61] and is seen to survive even up to $\kappa \sim 40$ in high-quality AlAs quantum wells [62]. The limit of strong interactions is thus not entirely unphysical for FQHE. While intention of our model is not to produce a quantitative theory of experiments for large $\kappa$, we now show that it shares topological features with the FQHE of Coulomb electrons in the LLL.

Our theory reproduces the prominent qualitative features of the phenomenology, namely gapped states at $\nu=n /(2 p n+1)$ and, by extension to the $n \rightarrow \infty$ limit, the compressible Fermi sealike states [45] at $\nu=1 / 2 p$. Many topological properties follow from the counting of lowest energy excitations, which our model produces exactly. The fractional charge of magnitude $e^{*}=e /(2 p n+1)$ for the QPs and QHs follows from the presence of gap at $\nu=n /(2 p n+1)$ but can also be deduced from the mapping into $2 Q^{*}=2 Q-2 p(N-1)$ [4]. We have confirmed fractional charge by explicit evaluation in finite-size systems (see Sec. 3.4.1). The one-to-one correspondence with IQHE implies that the excitations obey Abelian braid statistics, because the wave function $\Phi^{\alpha}$, and thus also $\Psi^{\alpha}$, is uniquely determined by specifying the positions of the QPs or QHs. The edge physics of the FQHE state $\nu=n /(2 p n+1)$ is analogous to that of the IQHE state at $\nu^{*}=n$, described by $n$ chiral edge modes. Real space or momentum space entanglement spectra should also reflect these edge modes [63], but the currently accessible system sizes are insufficient to reveal the characteristic features (except for $\nu=1 / 3$ ) [64, 65]. Another topological quantity is the shift $S$, or the orbital spin [66], defined by the relation $2 Q=\nu^{-1} N-S$ for the flux where FQHE states occur in the spherical geometry. Our model produces the same shift, $S=n+2 p$, as the standard CF theory.

We next ask whether a path exists in the space of Hamiltonians that takes the gapped
states of the model to those of the LLL Coulomb Hamiltonian without gap closing. This parameter space is large, consisting of the cyclotron energy and many pseudopotentials, leaving us with many different paths to consider. If we simply increase the cyclotron energy while retaining the model interaction, the orange states in Fig. 2.1 will float up, resulting in many level crossings. (The only exceptions are the GS and QH states at $\nu=1 / 3$, which are already in the LLL, and also ground states of the $V_{1}$ pseudopotential; these remain ground states throughout.) However, a more general interaction will convert the level crossings into anticrossings, for any finite system, thus opening a gap everywhere. We ask if we can identify a path where the gap remains robust throughout. We have studied the evolution of the GS, the QP state and the QH state as the Hamiltonian is continuously deformed from our model to the Coulomb interaction with large cyclotron energy for $\nu=1 / 3$ and $\nu=2 / 5$.

We will show how the model Hamiltonian (in the spherical geometry) evolves as the Hamiltonian is continuously changed to the LLL Coulomb Hamiltonian along a particular path in the parameter space. Each row of the figure shows the evolution of the spectrum within a single total angular momentum sector. The Hamiltonian is parametrized by two parameters $\lambda$ and $\beta$ as follows

$$
\begin{equation*}
\hat{H}(\beta, \lambda)=\frac{\beta}{\hbar \omega_{c}} \sum_{i=1}^{N} \frac{\hat{\boldsymbol{\pi}}_{i}^{2}}{2 m}+(1-\lambda) \hat{V}+\lambda \hat{V}_{\text {Coulomb }} \tag{2.12}
\end{equation*}
$$

where $\hat{V}$ is the model Hamiltonian and $\hat{V}_{\text {Coulomb }}$ is the Coulomb Hamiltonian. All energies are quoted in units of $e^{2} /(\epsilon \ell)$. Nonzero pseudopotentials of the model Hamiltonian are all set to 1 .


Figure 2.3: Adiabatic connection between the model and Coulomb Hamiltonian at $\nu=2 / 5$. The Hamiltonian is defined by $H=\frac{\beta}{\hbar \omega_{c}} \sum_{j=1}^{N} \frac{\hat{\pi}_{j}^{2}}{2 m_{b}}+(1-\lambda) V+\lambda V_{\text {Coulomb }}$, where all energies are in units of $e^{2} / \epsilon \ell, V$ is our model interaction in which all nonzero pseudopotentials are set to unity, and $V_{\text {Coulomb }}$ is the Coulomb interaction. Panel (a) shows the lowest two energies (green, orange) in the $L=0$ sector in a system with an incompressible GS as the Hamiltonian is varied. On the left side, the interaction Hamiltonian is varied (parametrized by $\lambda$ ) from the model interaction to the Coulomb interaction, keeping $\beta=0.05$. On the right side, the cyclotron energy (parametrized by $\beta$ ) is sent to a large value $(\beta=2)$, with the interaction fixed at its Coulomb value. All energies are measured relative to the GS energy. The darker (lighter) shade line shows the data for $N=6$ (8) particles. For $N=8$, evolution in only the initial half was calculated. Panels (b) and (c) correspond to the evolution of a single QP and a single QH state of $2 / 5$ that occur at angular momenta $5 / 2$ and 2 . In all cases, the gap is seen to remain finite throughout. In row (a), at small $\lambda$, the simplest excitation in the $L=0$ corresponds to two particle-hole pairs whose energy above ground state is given by $2 \beta(1+1 / Q)$; the deviation from $2 \beta$ arises because, in the spherical geometry, the LL separation has a finite size deviation from $\hbar \omega_{c}$. The dimensions of the Hilbert space in the relevant $L$ and $L_{z}$ sectors are shown on the figures, denoted $\operatorname{dim}_{L}$ and $\operatorname{dim}_{L_{z}}$, respectively.

Figure 2.3 shows the evolution of the incompressible GS, the single QP state, and the single QH state at filling factor $\nu=2 / 5$ along the following path: we first vary parameters to go from our model interaction continuously to Coulomb (left side), and then increase
$\hbar \omega_{c}$ (right side). The GS, single QP and single QH states of the model evolve continuously into the corresponding LLL Coulomb states.

Fig. 2.4 shows how low-energy neutral excitation states in the model adiabatically connect to that of LLL projected Coulomb interaction at filling fraction $\nu=2 / 5$. Adiabatic continuity for the low-energy states is seen in all cases; the qualitatively different behavior for $L=1$ (note the different energy scale for this row), for which the states are pushed to very high energies, captures the absence of a low-energy neutral mode in the LLL Coulomb spectrum.


Figure 2.4: Demonstration of adiabatic continuity between the ground state and the low energy neutral excitations of the model Hamiltonian and the lowest Landau level Coulomb Hamiltonian for $N=6$ particles at $\nu=2 / 5$.

Figure 2.5 shows the same for $\nu=1 / 3$. The left panels show the change in the spectrum as $\lambda$ is changed from 0 to 1 with $\beta=0.05$. At the left end, the Hamiltonian $\hat{H}(\beta=0.05, \lambda=$ 0 ) represents a system with a small cyclotron gap of 0.05 and particles interacting via the model Hamiltonian $\hat{V}$. At the right end of the left panels, $\hat{H}(\beta=0.05, \lambda=1)$ represents the Hamiltonian of the system with the same cyclotron gap but instead interacting via the Coulomb interaction. The right panels show the spectral transformation as $\beta$ is varied from 0.05 to 2 keeping $\lambda=1$. At the rightmost end, on account of the relatively large cyclotron energy, particles predominantly reside in the LLL.


Figure 2.5: Demonstration of adiabatic connectivity of GS (top), single QH (middle) and single QP (bottom) states of our model Hamiltonian and the those of the LLL Coulomb Hamiltonian for a finite system near $\nu=1 / 3$. The form of Hamiltonian is $\hat{H}=\beta \sum_{j=1}^{N}\left(\hat{\pi}_{j}^{2} / 2 m_{b}\right) /\left(\hbar \omega_{c}\right)+(1-\lambda) \hat{V}+\lambda \hat{V}_{\text {Coulomb }}$. Three LLs were included in the calculation. The left panels show the change in the spectra as $\lambda$ changes from 0 to 1 keeping $\beta=0.05$ and the right panels show the variation as $\beta$ changes from 0.05 to 2 . Note that the single QP and single QH states have an angular momentum of $L=N / 2+1$ and $N / 2$ respectively. All the energies are relative to the GS in the corresponding system.

For $\nu=1 / 3$, single quasihole state occurs with an angular momentum of $L=N / 2$ in a system with $2 Q=3 N-2$. This state is again identical to the single QH state of the Laughlin state and we do find that along the path that we have studied, the single QH of the model and Coulomb interactions are connected without gap closing (middle panel of Fig 2.5). Most importantly, the single QP of the model which occurs with angular momentum $L=N / 2+1$ in a system $2 Q=3 N-4$ is also adiabatically connected to the corresponding state of the Coulomb Hamiltonian (Fig 2.5, bottom).

Fig. 2.6 shows the adiabatic continuity between neutral excitations states of model interaction and LLL Coulomb interaction at $\nu=1 / 3$. Different rows shows the spectra in different $L$ sectors. The ground state of the model Hamiltonian adiabatically connects to ground state for LLL Coulomb Hamiltonian. The same is true from neutral excitations, with the exception of level-crossing at $L=2$.


Figure 2.6: Demonstration of adiabatic connectivity of low energy eigenstates of our model Hamiltonian and the those of the LLL Coulomb Hamiltonian for a six particle system at $\nu=1 / 3$.

The spectrum of the model interaction closely match the spectrum of the Coulomb interaction for particles strictly confined to the LLL, which occurs to the limit of infinite cyclotron gaps (Fig 2.7 (bottom)). The uniform ground state of the model Hamiltonian ( $L=0$ sector shown in the top) at $2 Q=3 N-3$ is identical to the Laughlin state, and we expect that it is adiabatically connected to the Coulomb Hamiltonian. We do find that along the path that we have chosen, the two are indeed connected without gap closing (Fig 2.5 top). As discussed below, the simplest low energy states namely single QH and QP states also appear to be adiabatically connected to each other (Fig 2.7).

For the largest systems at $\nu=1 / 3$ and $2 / 5$ that we could diagonalize, the physics of the model and the LLL Coulomb Hamiltonian are adiabatically connected. Nonetheless, as with all numerical results, we cannot definitively assert that adiabatic continuity will survive in the thermodynamic limit.


Figure 2.7: Low energy spectra of the Hamiltonians $\hat{H}(\beta=0.05, \lambda=0)$ (top) and $\hat{H}(\beta=2.0, \lambda=1)$ (bottom, dashes) for a systen of $N=6$ particles and $2 Q=15$, at $\nu=1 / 3$. Dots in the bottom figure represent the LLL Coulomb spectrum. For simplicity the subleading $1 / Q$ dependent part of the cylotron energy on the sphere was omitted in the top panel.

### 2.5 Comparison to Trugman-Kivelson Hamiltonian

Trugman and Kivelson [47] (TK) introduced the interaction

$$
\begin{equation*}
V_{\mathrm{TK}}(r)=\nabla^{2} \delta(r), \tag{2.13}
\end{equation*}
$$

which obtains Laughlin's wave function as the unique solution at $\nu=1 / 3$ in the LLL Hilbert space. Interestingly, if one sets the lowest two LLs degenerate while sending the remaining higher LLs to infinity, then the unprojected Jain state at $\nu=2 / 5$ :

$$
\begin{equation*}
\Psi_{2 / 5}^{\mathrm{CF}}=\prod_{i<j=1}^{N}\left(z_{i}-z_{j}\right)^{2} \Phi_{2}\left(\left\{z_{i}\right\}\right) \tag{2.14}
\end{equation*}
$$

where $\Phi_{2}\left(\left\{z_{i}\right\}\right)$ is the spin polarized integer quantum Hall state at filling fraction $\nu=2$, appears as the unique zero-energy ground state for the TK interaction [48, 49, 50]. This state occurs at flux $2 Q=5 N / 2-4$ on the sphere. It is interesting to ask in what sense the TK interaction is different from the one considered here.

On the sphere, the TK interaction can be expanded in spherical Harmonics as (compare with Eq. 2.5)

$$
\begin{equation*}
\nabla^{2} \delta\left(\mathbf{r}_{a}-\mathbf{r}_{b}\right)=-\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{l(l+1)}{Q} Y_{0 l m}(a) Y_{0 l m}^{*}(b) \tag{2.15}
\end{equation*}
$$

where we have expanded the Dirac delta function in monopole spherical harmonics (Eq. 1.17.25 of Ref [58]). The matrix elements of the TK Hamiltonian can be found in a manner
similar to that for the Coulomb Hamiltonian and have the same form as Eq. 2.6 and Eq. 2.8 but with $\nu_{l}=-l(l+1)(2 l+1) / 4 \pi Q$.

It is interesting to ask in what way the TK Hamiltonian is different from ours. To address this, we consider the system of particles living in the Hilbert space of the two lowest LLs. Our model Hamiltonian introduced in this chapter

1. imposes an energy penalty on all two-particle states of relative angular momenta $L=2 Q+1$ and $2 Q$ on the sphere; and on the unique multiplet of two-particle states of angular momenta $2 Q-1$ in the LLL.
2. It is an LL conserving Hamiltonian.

Like our model Hamiltonian, the TK Hamiltonian also

1. imposes an energy penalty on all states in the $L=2 Q+1$ and $2 Q$ sectors.
2. In the $L=2 Q-1$ sector, however, it imposes a penalty on a particular two-particle multiplet in the three dimensional (multiplet) space of the $L=2 Q-1$ states. This multiplet is a linear combination of two-particles states in multiple LLs. That makes TK Hamiltonian LL non-conserving.

The "forbidden" two-particle multiplet of the TK Hamiltonian in the $L=2 Q-1$ sector can be inferred from numerically studying the two-particle spectrum of the TK Hamiltonian, using the matrix elements evaluated as described above.


Figure 2.8: Spectra for the Trugman-Kivelson interaction for several ( $N, 2 Q$ ) systems (same as in Fig. 2.2) obtained by exact diagonalization. Only two lowest Landau levels are included, which are assumed to be degenerate. Zero energy states are shown in orange. The energy is quoted in arbitrary units (set by the TK interaction), but all four plots are in the same units.

Figure 2.8 depicts spectra for the TK Hamiltonian for the same ( $N, 2 Q$ ) systems as in Fig. 2.2. Only the two lowest LLs (taken as degenerate) are included in the diagonalization. The unique zero energy state occurring in the panel (a) is identical to the Jain unprojected wave function in Eq. 2.14. The zero energy states in the remaining panels are highly degenerate; their counting matches with that of the corresponding ( $N, 2 Q^{*}$ ) system of non-interacting fermions with the lowest two LLs taken as degenerate.

When compared to the TK Hamiltonian, the model interaction produces identical lowenergy spectra to the corresponding non-interacting system, not just for filling fraction $2 / 5$ but all Jain sequence of filling fractions. Thus, it works for systems with an arbitrary number of LLs, not just the lowest two. The choice to work with the lowest 3 LLs in our calculations is purely for numerical feasibility.

### 2.6 Conclusion

In summary, we introduce an exactly solvable model for a strongly correlated system of electrons in a magnetic field. An appealing aspect of this model is that it exactly implements the physics of "noninteracting CFs," in that the spectrum of strongly interacting electrons at $\nu=\nu^{*} /\left(2 p \nu^{*}+1\right)$ matches that of noninteracting fermions at $\nu^{*}$. For finite systems, the exact diagonalization ground states of the model interaction for various systems adiabatically connect to the corresponding ground states of the LLL projected Coulomb interaction. Due to the sharp increase in the Hilbert space dimension, we could not perform a finite-size scaling study of this adiabatic gap. Without this check, we cannot conclude that the model and the LLL projected Coulomb interactions are in the same topological class.

Although the interaction is presented employing the relative angular momentum quantum numbers, which require rotational symmetry, the interaction is local, and its physics is expected to be independent of the boundary conditions in the thermodynamic limit. Generalization to the torus geometry $[67,34,68,40]$ is a natural question in this context and will be addressed in Chapter 5. The wave functions in this chapter can be extended to accommodate an anisotropic electron mass [69, 70]; construction of a suitable anisotropic interaction for these states is an interesting open question.

## Chapter 3

# An Exactly Solvable Model (II) : Study of exact eigenfunctions 

In the previous chapter, we introduced a model interaction that describes FQHE at the Jain sequence of filling fraction and claimed that it is exactly solvable. In this chapter, we will introduce the form of exact zero-energy eigenfunctions for model interaction on disk geometry. Using numerical methods, we explicitly count and verify that the disk eigenfunctions span the entire $\mathcal{V}_{\infty}$ space, which is the eigenspace of parent Hamiltonian in the strong interaction limit i.e. $V \rightarrow \infty$. Although we cannot directly generalize the disk eigenfunctions for spherical geometry, we could construct eigenfunctions for quasiparticles of filling fractions $1 / m$ using an alternate method. In addition, we show that the excitations generated in the eigenfunctions have correct fractional charges and exhibit expected fractional statistics.

This chapter is organized as follows. In Sec. 3.1, we introduce the idea of guiding center coordinates in the quantum Hall effect. Sec. 3.2 explains the construction of exact eigenfunctions on disk geometry using the guiding center coordinates. This section also describes how disk eigenfunctions can be generalized to spherical geometry, where guiding center coordinates are not well defined. In Sec. 3.3, by explicit counting using numerical methods, we verify that these eigenfunctions indeed span the complete $\mathcal{V}_{\infty}$ space. Study of topological features like fractional charge and berry phase of charged excitations of exact eigenfunctions are studied in Sec. 3.4. Conclusion of the chapter is presented in Sec. 3.5.

### 3.1 Guiding center coordinates

While explaining Landau quantization, we defined a constant of motion for IQHE Hamiltonian (Eq. 1.15), which in position coordinates is given by

$$
\begin{equation*}
\hat{Z}=\hat{z}-i \sqrt{2} \ell \hat{a}, \tag{3.1}
\end{equation*}
$$

This is called the guiding center coordinate. Action of this operator changes a state without altering its energy, indicating that it affects degrees of freedom different from those captured by the energy ladder operators. $\hat{Z}$ and $\hat{a}$ together satisfy the following commutation relations

$$
\begin{equation*}
\left[\hat{a}, \hat{a}^{\dagger}\right]=1 ;[\hat{a}, \hat{Z}]=\left[\hat{a}^{\dagger}, \hat{Z}\right]=0 ;\left[\hat{Z}^{\dagger}, \hat{Z}\right]=2 \ell^{2} \tag{3.2}
\end{equation*}
$$

The space in which this algebra acts is spanned by the energy states of the form

$$
\begin{equation*}
|n, s-n\rangle=\frac{\left(\hat{a}^{\dagger}\right)^{n}}{\sqrt{n!}} \frac{(\hat{Z} / \sqrt{2} \ell)^{s}}{\sqrt{s!}}|0,0\rangle ; n, s=0,1, \ldots \infty \tag{3.3}
\end{equation*}
$$

where $|0,0\rangle$ is annihilated by both $\hat{a}$ and $\hat{Z}^{\dagger}$. This state has an energy $(n+1 / 2) \hbar \omega_{c}$ and angular momentum $m=s-n$. The LL index $n=0,1,2 \ldots$ and the angular momentum $m=-n,-n+1, \ldots \infty$ are eigenvalues of the LL index operator $\hat{n}=\hat{a}^{\dagger} \hat{a}$ and the angular momentum operator $\hat{m}=\hat{Z} \hat{Z}^{\dagger} / 2 \ell^{2}-\hat{n}$. The guiding center coordinates $\hat{Z}$ and $\hat{Z}^{\dagger}$ act as raising and lowering operators for the angular momentum.

The discussion so far is gauge independent. Guiding center coordinate $\hat{Z}$ can be written in real space representation once a choice for the gauge $\mathbf{A}$ has been made. In the symmetric gauge $\mathbf{A} \equiv B(-y, x) / 2$, the guiding center coordinate is given by

$$
\begin{equation*}
\hat{Z}=\hat{z}-i \sqrt{2} \ell \hat{a}=\hat{z}-i \frac{\ell^{2}}{\hbar}\left(\hat{\pi}_{x}-i \hat{\pi}_{y}\right) \equiv \frac{x-i y}{2}-\ell^{2}\left(\partial_{x}-i \partial_{y}\right)=\frac{z}{2}-2 \ell^{2} \partial_{\bar{z}} \tag{3.4}
\end{equation*}
$$

## $3.2 \mathcal{V}_{\infty}$ wave functions

As defined in Sec. 2.3, zero interaction energy eigenstates of the model interaction in limit $V_{m}^{n, n^{\prime}} / \hbar \omega_{c} \rightarrow \infty$, are referred to as the $\mathcal{V}_{\infty}$ wave functions. We will describe the construction of $\mathcal{V}_{\infty}$ wave functions in disk geometry first. In the spherical geometry, where guiding-center coordinate is not well-defined, we show an alternate method for constructing $\mathcal{V}_{\infty}$ eigenfunctions.

### 3.2.1 On disk geometry

The physics of the model interaction (Eq. (2.2)) motivates the following construction of $\mathcal{V}_{\infty}$ wave functions. We denote by $\Phi^{\alpha}$ the distinct kinetic energy eigenstates, labeled by $\alpha$, of noninteracting fermions; these are simple Slater determinants. To construct the $\mathcal{V}_{\infty}$ states, we must increase the relative angular momentum of each pair by $2 p$ units in a LL-conserving manner. The standard composite fermionization through multiplication by $\mathcal{J}^{2 p}(\{z\})=\prod_{j<k}\left(z_{j}-z_{k}\right)^{2 p}$ does not conserve the LL index as position operators $z_{i}$ may
scatter particle to different LLs. Instead consider:

$$
\begin{equation*}
\Psi^{\alpha}=\prod_{j<k}\left(\hat{Z}_{j}-\hat{Z}_{k}\right)^{2 p} \times \Phi^{\alpha} \tag{3.5}
\end{equation*}
$$

where $\hat{Z}=\hat{z}-i\left(\hat{\pi}_{x}-i \hat{\pi}_{y}\right) / \hbar$ is the guiding center coordinate. That $\Psi^{\alpha}$ is a $\mathcal{V}_{\infty}$ state follows from two facts:

1. Unlike the position coordinate operators $\hat{z}$, the guiding center coordinate operator $\hat{Z}$ does not have matrix elements that scatter between LLs. As a result, $\hat{Z}$ conserves the LL indices of the particles. $\Psi^{\alpha}$ thus has the same kinetic energy as $\Phi^{\alpha}$.
2. The angular momentum operator for a single particle [Eq.(1.16)] can be written as $\hat{m}=\hat{Z} \hat{Z}^{\dagger} / 2-\hat{n}, \hat{n}$ being the LL index. The guiding center coordinate acts as a raising operator for $\hat{m}$ due to the commutation relation $[\hat{m}, \hat{Z}]=\hat{Z}$. Thus $\hat{Z}$ raises the single-particle angular momentum. In the symmetric gauge, the guiding center coordinate has a real space representation of $\hat{Z} \equiv z / 2-2 \partial_{\overline{\bar{z}}}$. For a pair of particles, $\hat{Z}_{1}-\hat{Z}_{2}$ does not change the center-of-mass angular momenta, because it commutes with the center of mass $\left(\hat{z}_{1}+\hat{z}_{2}\right) / 2$ and its angular momentum. The Jastrow operator $\mathcal{J}^{2 p}(\{Z\})=\prod_{j<k}\left(\hat{Z}_{j}-\hat{Z}_{k}\right)^{2 p}$ thus increases the relative angular momentum of every pair of particles by $2 p$.

Because $\Psi_{\nu}^{\alpha}$ does not contain pairs with relative angular momenta for which $\hat{V}$ imposes a penalty, $\Psi^{\alpha}$ has zero interaction energy.

The action of the Jastrow operator increases the largest occupied single-particle angular momentum by $2 p(N-1)$ such that the state $\Phi^{\alpha}$ at $\nu^{*}$ produces a state $\Psi^{\alpha}$ at $\nu=\nu^{*} /\left(2 p \nu^{*}+\right.$ 1) $[39,4]$. We next make the conjecture that the states in Eq. (3.5) provide a complete basis for the $\mathcal{V}_{\infty}$ space. This conjecture implies that the excitation spectrum of our model Hamiltonian at any filling $\nu=\nu^{*} /\left(2 p \nu^{*}+1\right)$ is identical to that of noninteracting fermions at filling $\nu^{*}$. Extensive diagonalization studies, discussed below, provide a compelling and nontrivial confirmation of the completeness of $\Psi_{\nu}^{\alpha}$. As a corollary, our model produces FQHE at $\nu=n /(2 p n+1)$, in analogy with the IQHE at $\nu^{*}=n$.

### 3.2.2 On spherical geometry

Even though the exact eigenfunctions for the model interaction on the disk geometry can be written in a compact form, given in Eq. (3.5), these do not immediately generalize to the case of the spherical geometry as guiding center coordinates are not well defined in all geometries. In this section we describe a form of the ansatz that is equivalent to Eq. (3.5) for the special case of quasiparticles of $1 / 3$. The alternate form presented here has the advantage of generalizing to other geometries. In this section, we restrict to the case where all particles are in the lowest two LLs i.e. $n=0,1$ as is appropriate when
considering quasiparticles of $1 / 3$. We present the steps to get the alternate form of ansatz here.

On disk, the single particle state with angular momentum $m$ in $n$th LL has the form

$$
\begin{equation*}
\phi_{n, m}(z, \bar{z})=F_{n, m}(z, \bar{z}) e^{-|z|^{2} / 4 \ell^{2}} \tag{3.6}
\end{equation*}
$$

where $F_{n, m}(z, \bar{z})$ is a polynomial of $z$ and $\bar{z}$. Highest power of $\bar{z}$ in $F_{n, m}(z, \bar{z})$ is equal to the LL-index $n$. The action of the guiding center coordinate $\hat{Z}=z / 2-2 \ell^{2} \partial_{\bar{z}}$ on the single particle states $\phi_{n, m}$ 's can be reduced to the action of an operator on $F_{n, m}$ :

$$
\begin{equation*}
\hat{Z} \phi_{n, m}(z, \bar{z})=\left(z / 2-2 \ell^{2} \partial_{\bar{z}}\right) F_{n, m}(z, \bar{z}) e^{-|z|^{2} / 4 \ell^{2}}=e^{-|z|^{2} / 4 \ell^{2}}\left(z-2 \ell^{2} \partial_{\bar{z}}\right) F_{n, m}(z, \bar{z}) \tag{3.7}
\end{equation*}
$$

In the remaining calculations we will omit the exponential factor from the expressions. We will now consider the state describing $N$ QPs of $1 / 3$ given by,

$$
\Psi_{\nu=1 / 3}^{\mathrm{N}-\mathrm{QPs}}=\mathcal{J}^{2}(\{\hat{Z}\}) \Phi_{1}^{\mathrm{N}-\mathrm{QPs}},
$$

where the $\Phi_{1}^{\mathrm{N}-\mathrm{QPs}}$ contains $N$ particles in LL1. Any ansatz state is called a proper state when, for each occupied Landau orbital in the Slater determinant $\Phi_{\nu^{*}}$ with LL index $n$ and momentum state $k$, $k$ th momentum Landau orbitals in all lower LLs are also filled [40]. Hence, quasiparticle states are proper states. In a determinant $\Phi_{1}^{\mathrm{N}-Q P s}$ corresponding to a proper state, the orbitals in the $2^{\text {nd }} \mathrm{LL}$ can be written as $F_{1, m}\left(z_{i}, \bar{z}_{i}\right)=z_{i}^{m} \bar{z}_{i}$ for all $i$, without affecting the Slater determinant $\Phi_{1}^{\mathrm{N}-\mathrm{QPs}}$. Hereafter we will use this as the definition of $F_{1, m}\left(z_{i}, \bar{z}_{i}\right)$. The terms excluded in $F_{1, m}$ do not contribute to the determinant. Since all particles in $\Phi$ are in the lowest two LLs $\Phi_{1}^{\mathrm{N}-\mathrm{QPs}}$ will at most be linear in $\bar{z}_{i}$ 's, for each $i$. This implies that we only need to expand the Jastrow factor $\mathcal{J}^{2}(\{\hat{Z}\})$ up to linear terms in $\partial_{\bar{z}}$ 's:

$$
\begin{align*}
\mathcal{J}^{2}(\{\hat{Z}\}) \Phi_{1}^{\mathrm{N}-\mathrm{QPs}} & =\prod_{i<j}\left(\hat{Z}_{i}-\hat{Z}_{j}\right)^{2} \Phi_{1}^{\mathrm{N}-\mathrm{QPs}} \\
& =\left[\mathcal{J}^{2}(\{z\})-2 \ell^{2} \sum_{i} \partial_{\bar{z}_{i}} \partial_{z_{i}} \mathcal{J}^{2}(\{z\})\right] \Phi_{1}^{\mathrm{N}-\mathrm{QPs}} \\
& =\prod_{i}\left[1-2 \ell^{2} \partial_{\bar{z}_{i}} \partial_{z_{i}}\right] \Phi_{1}^{\mathrm{N}-\mathrm{QPs}} \mathcal{J}^{2}(\{z\}) \tag{3.8}
\end{align*}
$$

Here $\mathcal{J}(\{z\})=\prod_{i<j}\left(z_{i}-z_{j}\right)$ is the Jastrow factor of normal position coordinates. Note that in the last expression the derivatives $\partial_{z_{i}}$ 's act only on the Jastrow factor $\mathcal{J}^{2}(\{z\})$ and $\partial_{\bar{z}_{i}}$ acts only on the Slater determinant $\Phi_{1}^{\mathrm{N}-\mathrm{QPs}}$. For instance, the above expression acts trivially on lowest Landau level states of the Slater Determinant:

$$
\begin{equation*}
\left[1-2 \ell^{2} \partial_{z_{i}} \partial_{\bar{z}_{i}}\right] z_{i}^{m_{i}} \mathcal{J}^{2}(\{z\})=z_{i}^{m_{i}} \mathcal{J}^{2}(\{z\}) \tag{3.9}
\end{equation*}
$$

When there are states from the second LL in the Slater determinant it acts as

$$
\begin{equation*}
\left[1-2 \ell^{2} \partial_{z_{i}} \partial_{\bar{z}}\right] \bar{z}_{i} z_{i}^{m_{i}} \mathcal{J}^{2}(\{z\})=\left[\bar{z}_{i}-2 \ell^{2} \partial_{z_{i}}\right] z_{i}^{m_{i}} \mathcal{J}^{2}(\{z\})=P_{L L 1} \bar{z}_{i} z_{i}^{m} \mathcal{J}^{2}(\{z\}) \tag{3.10}
\end{equation*}
$$

where $\mathcal{P}_{L L 1}=\mathbb{I}-\mathcal{P}_{L L L}$ is the projection to the second LL. Combining these results, the ansatz simplifies to the following expression for the case of $N$ quasiparticles of $1 / 3$.

$$
\begin{equation*}
\mathcal{J}^{2}\left(\left\{\hat{Z}_{i}\right\}\right) \Phi_{1}^{\mathrm{N}-\mathrm{QPs}}=\hat{\Phi}_{1}^{\mathrm{N}-\mathrm{QPs}} \mathcal{J}^{2}\left(\left\{z_{i}\right\}\right) \tag{3.11}
\end{equation*}
$$

where the Slater determinant $\hat{\Phi}_{1}^{\mathrm{N}-\mathrm{QPs}}$ is constructed by replacing all LL1 Landau orbitals $F_{1, m}(z, \bar{z})$, inside $\Phi_{1}^{\mathrm{N}-\mathrm{QPs}}$ by $F_{1, m}(z, \bar{z})-\hat{F}_{1, m}\left(z, \bar{z} \rightarrow 2 \ell^{2} \partial_{z}\right)$. Here the operator $\hat{F}_{1, m}\left(z, \bar{z} \rightarrow 2 \ell^{2} \partial_{z}\right)$ represents LLL projection of the LL1 Landau orbital $F_{1, m}(z, \bar{z})$ constructed by replacing $\bar{z} \rightarrow 2 \ell^{2} \partial_{z}$. A normal ordering is required such that all $\bar{z}$ are moved to the left before making the replacement $\bar{z} \rightarrow 2 \ell^{2} \partial_{z}$ where it is understood that the derivatives do not act on the exponentials (see Sec. 5.14.4 of Ref. [4]). The exact eigenfunction given in Eq. (3.5) can be rewritten in this way for neutral excitations of $1 / 3$ as well, as long as the Slater determinant state $\Phi_{1}^{\alpha}$ is a proper state.

This implies, that ansatz in Eq. (3.5) for $N$ QPs of $1 / 3$ can be written as

$$
\begin{equation*}
\Psi_{1 / 3}^{\mathrm{N}-\mathrm{QPs}}=\hat{\Phi}_{1}^{\mathrm{N}-\mathrm{QPs}} \mathcal{J}^{2}(\{z\}) \tag{3.12}
\end{equation*}
$$

The operator $\hat{\Phi}_{1}^{\mathrm{N}-\mathrm{QPs}}$ which acts on $\mathcal{J}^{2}(\{z\})$ can be constructed by replacing any LL1 orbitals $F_{1, m}$, inside $\Phi_{1}^{\mathrm{N}-\mathrm{QPs}}$ with $\hat{G}_{1, m}=F_{1, m}-\hat{F}_{1, m}$ such that the operator $\hat{\Phi}_{1}^{\mathrm{N}-\mathrm{QPs}}$ in last expression of Eq. (3.12) is given by

$$
\hat{\Phi}_{1}^{\mathrm{N}-\mathrm{QPs}}=\left|\begin{array}{cccc}
F_{0,0}\left(z_{1}\right) & F_{0,0}\left(z_{2}\right) & \ldots & F_{0,0}\left(z_{N_{e}}\right)  \tag{3.13}\\
F_{0,1}\left(z_{1}\right) & F_{0,1}\left(z_{2}\right) & \ldots & F_{0,1}\left(z_{N_{e}}\right) \\
\vdots & \vdots & \vdots & \vdots \\
F_{0, N_{\phi}^{*}-1}\left(z_{1}\right) & F_{0, N_{\phi}^{*}-1}\left(z_{2}\right) & \ldots & F_{0, N_{\phi}^{*}-1}\left(z_{N_{e}}\right) \\
\hat{G}_{1, m_{1}}\left(z_{1}, \partial_{z_{1}}\right) & \hat{G}_{1, m_{1}}\left(z_{2}, \partial_{z_{1}}\right) & \ldots & \hat{G}_{1, m_{1}}\left(z_{N_{e}}, \partial_{z_{N_{e}}}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{G}_{1, m_{N}}\left(z_{1}, \partial_{z_{1}}\right) & \hat{G}_{1, m_{N}}\left(z_{2}, \partial_{z_{1}}\right) & \ldots & \hat{G}_{1, m_{N}}\left(z_{N_{e}}, \partial_{z_{N_{e}}}\right)
\end{array}\right|
$$

The operator $\hat{F}_{1, m}$ is defined such that

$$
\begin{equation*}
\hat{F}_{1, m} F_{0, k}=\mathcal{P}_{\mathrm{LLL}}\left[F_{1, m} F_{0, k}\right] \tag{3.14}
\end{equation*}
$$

where $\mathcal{P}_{\text {LLL }}$ is the LLL projection operator. It should be noted that the derivatives $\partial_{z}$ 's do not act on the exponential factor. The operator $\hat{G}_{1, m}$ can be better understood as

$$
\begin{gather*}
\hat{G}_{1, m} F_{0, k}=\left[F_{1, m}-\hat{F}_{1, m}\right] F_{0, k} \\
=F_{1, m} F_{0, k}-\mathcal{P}_{\mathrm{LLL}}\left[F_{1, m} F_{0, k}\right]=\mathcal{P}_{\mathrm{LL} 1}\left[F_{1, m} F_{0, k}\right] \tag{3.15}
\end{gather*}
$$

Although, it is not as easy to see that the alternate form of $\Psi^{\alpha}$ defined in Eq. (3.12) are zero-energy eigenfunctions of the model interaction, these can be numerically evaluated for small systems. Upon comparison with exact diagonalization spectrum of the model Hamiltonian given in Eq. (2.2) on the disk, we could explicitly verify that these are the right eigenfunctions.

More importantly, the expression in Eq. (3.12) can be written for sphere as well:

$$
\begin{equation*}
\Psi_{1 / 3}^{\mathrm{N}-\mathrm{QPs}}=\hat{\Phi}_{1 / 3}^{\mathrm{N}-\mathrm{QPs}}\left(Y_{Q^{*} 1 m} \rightarrow Y_{Q^{*} 1 m}-\hat{Y}_{Q^{*} 1 m}^{q}\right) \mathcal{J}^{2} \tag{3.16}
\end{equation*}
$$

where monopole harmonics $Y_{Q n m}$ represent single-particle Landau orbitals with angular momentum $m$ in $n$th LL, in flux given by $2 Q$. For a given LLL state $Y_{q 0 k}$, the operator $\hat{Y}_{Q^{*} 1 m}^{q}$ is defined using

$$
\begin{equation*}
\hat{Y}_{Q 1 m}^{q} Y_{q 0 k}=\mathcal{P}_{\mathrm{LLL}}\left[Y_{Q 1 m} Y_{q 0 k}\right] \tag{3.17}
\end{equation*}
$$

The explicit form of $\hat{Y}_{Q n m}^{q}$ is given in Appendix J of Ref. [4]. Again, we could explicitly compare this with ED eigenfunctions for small systems and verify that the ansatz in Eq. (3.16) gives correct eigenfunctions. In summary, Eq. (3.12) and (3.16) describe QPs of the $1 / 3$ state on disk and sphere geometries.

### 3.3 Counting of $\mathcal{V}_{\infty}$ states

In this section we present results comparing the number of numerically obtained zero energy $\mathcal{V}_{\infty}$ states $(N, 2 Q)$ with the dimension of the Hilbert space of the corresponding noninteracting system at $\left(N, 2 Q^{*}\right)$, with $2 Q^{*}=2 Q-2 p(N-1)$. All exact diagonalizations are performed in the space of the lowest three LLs.
$\mathcal{V}_{\infty}$ states are constructed by acting $\hat{\mathcal{J}}=\prod_{i<j=1}^{N}\left(\hat{Z}_{i}-\hat{Z}_{j}\right)^{2 p}$ on the slater determinant states $\Phi^{\alpha}$ with a fixed number of particles $\left(N_{0}, N_{1}, N_{2}\right)$ in each LL. Maximum angular momenta of the particles in the slater determinant is less than that in the corresponding $\mathcal{V}_{\infty}$ state as the Jastrow factor $\hat{\mathcal{J}}$ adds an angular momentum of $2 p(N-1)$ for each particle.

While the states constructed in this manner definitely belong to the $\mathcal{V}_{\infty}$ sector, one can ask:

1. Do different rearrangements of particles in a given LL occupation sector ( $N_{0}, N_{1}, N_{2}$ $\cdots$ ) produce linearly independent $\mathcal{V}_{\infty}$ states? This seems likely, as the resulting states are very complex, but we do not have an analytic proof.
2. Are there other $\mathcal{V}_{\infty}$ states that are not captured by this construction? We have failed to find such states, but rigorously speaking, we cannot rule out this possibility a priori.

We have conjectured that the states obtained in this fashion are all linearly independent

| $N_{0}, N_{1}, N_{2}$ | $2 Q=11$ | $2 Q=12$ | $N_{0}, N_{1}, N_{2}$ | $2 Q=11$ | $2 Q=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0,0,5 | 6 | 12 | 2,0,3 | 35 | 76 |
| 0,1,4 | 41 | 74 | 2,1,2 | 103 | 222 |
| 0,2,3 | 80 | 146 | 2,2,1 | 79 | 178 |
| 0,3,2 | 56 | 108 | 2,3,0 | 17 | 40 |
| 0,4,1 | 14 | 31 | 3,0,2 | 13 | 36 |
| 0,5,0 | 1 | 3 | 3,1,1 | 23 | 64 |
| 1,0,4 | 29 | 56 | 3,2,0 | 9 | 26 |
| 1,1,3 | 130 | 246 | 4,0,1 | 1 | 5 |
| 1,2,2 | 165 | 322 | 4,1,0 | 1 | 5 |
| 1,3,1 | 70 | 147 | 5,0,0 | 0 | 1 |
| 1,4,0 | 9 | 21 |  |  |  |

Table 3.1: The number of independent $L_{z}=1 / 2$ zero interaction energy $\left(\mathcal{V}_{\infty}\right)$ eigenstates in exact-diagonalization spectra for many different $\left(N_{0}, N_{1}, N_{2}\right)$ sectors for several values of $2 Q$. The total number of particles is $N=5$. In every single case, the number of numerically obtained zero interaction energy eigenstates matches exactly with the number of slater determinant states for noninteracting electrons in the $\left(N_{0}, N_{1}, N_{2}\right)$ sector at $2 Q^{*}=2 Q-2(N-1)$.
and provide a complete basis for the $\mathcal{V}_{\infty}$ space. In other words, in the spherical geometry, the $\mathcal{V}_{\infty}$ eigenstates in exact diagonalization spectrum of $(N, 2 Q)$ have an exact one-toone correspondence with the eigenstates of noninteracting fermions at $\left(N, 2 Q^{*}\right)$, with $2 Q^{*}=2 Q-2 p(N-1)$. Alternatively: (i) all $\mathcal{V}_{\infty}$ states are of this form (or linear combinations of them), and (ii) $\mathcal{V}_{\infty}$ states constructed from different slater determinant states are linearly independent, i.e. the action of $\hat{\mathcal{J}}$ does not not annihilate any wave function.
$L^{2}, L_{z}, N_{0}, N_{1}, N_{2}$ form good quantum numbers of the eigenstates of the model Hamiltonian. In the tables, we have have presented the comparison of the number of $\mathcal{V}_{\infty}$ states at each $\left(N_{0}, N_{1}, N_{2}\right)$ with the total number of non-interacting electronic eigenstates at $2 Q^{*}$. We provide convincing numerical evidence for this conjecture by explicitly diagonalizing our model interaction in various $\left(N_{0}, N_{1}, N_{2}\right)$ sectors at several values of $2 Q$ to obtain their zero interaction energy eigenstates. The results are shown in the tables 3.1, 3.2 and 3.3. In every case the number matches the number of different slater determinant states at $2 Q^{*}$ in the $\left(N_{0}, N_{1}, N_{2}\right)$ sector. Only the number of the $L_{z}=0$ states is shown. In addition to the cases shown in the tables, the expected counting is obtained for the $(N, 2 Q)=(9,16)$ system, where only a single $\mathcal{V}_{\infty}$ state occurs in the sector $\left(N_{0}=1, N_{1}=3, N_{2}=5\right)$, corresponding to the $\nu=3 / 7$ ground state. The one-to-one correspondence is seen for all cases we have studied.

| $N_{0}, N_{1}, N_{2}$ | $2 Q=11$ | 12 | 15 | 16 |
| :--- | :---: | :---: | :---: | :---: |
| $6,0,0$ | 0 | 0 | 1 | 1 |
| $5,1,0$ | 0 | 0 | 6 | 19 |
| $4,2,0$ | 0 | 0 | 44 | 108 |
| $5,0,1$ | 0 | 0 | 6 | 21 |
| $3,3,0$ | 0 | 2 | 106 | 236 |
| $4,1,1$ | 0 | 0 | 106 | 265 |
| $2,4,0$ | 1 | 3 | 100 | 210 |
| $3,2,1$ | 0 | 10 | 452 | 978 |
| $4,0,2$ | 0 | 0 | 59 | 143 |
| $1,5,0$ | 0 | 1 | 34 | 74 |
| $2,3,1$ | 4 | 28 | 656 | 1328 |
| $3,1,2$ | 0 | 13 | 550 | 1165 |
| $0,6,0$ | 0 | 0 | 4 | 8 |
| $1,4,1$ | 2 | 15 | 334 | 674 |


| $N_{0}, N_{1}, N_{2}$ | $2 Q=11$ | 12 | 15 | 16 |
| :--- | :---: | :---: | :---: | :---: |
| $2,2,2$ | 14 | 74 | 1372 | 2662 |
| $3,0,3$ | 0 | 5 | 186 | 393 |
| $0,5,1$ | 0 | 1 | 48 | 102 |
| $1,3,2$ | 18 | 74 | 1086 | 2054 |
| $2,1,3$ | 12 | 61 | 1028 | 1971 |
| $0,4,2$ | 3 | 13 | 236 | 452 |
| $1,2,3$ | 34 | 118 | 1396 | 2556 |
| $2,0,4$ | 3 | 13 | 236 | 452 |
| $0,3,3$ | 12 | 40 | 470 | 858 |
| $1,1,4$ | 18 | 61 | 708 | 1292 |
| $0,2,4$ | 14 | 40 | 410 | 728 |
| $1,0,5$ | 2 | 9 | 114 | 214 |
| $0,1,5$ | 4 | 13 | 146 | 264 |
| $0,0,6$ | 1 | 1 | 18 | 32 |

Table 3.2: The number of independent $L_{z}=0$ zero interaction energy ( $\mathcal{V}_{\infty}$ ) eigenstates in exact-diagonalization spectra for many different $\left(N_{0}, N_{1}, N_{2}\right)$ sectors for several values of $2 Q$. The total number of particles is $N=6$. In every single case, the number of numerically obtained zero interaction energy eigenstates matches exactly with the number of slater determinant states for noninteracting electrons in the $\left(N_{0}, N_{1}, N_{2}\right)$ sector at $2 Q^{*}=2 Q-2(N-1)$.

| $N_{0}, N_{1}, N_{2}$ | $2 Q=16$ | $N_{0}, N_{1}, N_{2}$ | $2 Q=16$ |
| :---: | :---: | :---: | :---: |
| $7,0,0$ | 0 | $0,2,5$ | 210 |
| $0,7,0$ | 1 | $3,0,4$ | 108 |
| $0,0,7$ | 4 | $1,5,1$ | 91 |
| $6,1,0$ | 0 | $0,4,3$ | 236 |
| $6,0,1$ | 0 | $0,3,4$ | 344 |
| $1,6,0$ | 5 | $1,1,5$ | 356 |
| $0,6,1$ | 7 | $4,2,1$ | 91 |
| $1,0,6$ | 38 | $4,1,2$ | 114 |
| $0,1,6$ | 52 | $2,4,1$ | 286 |
| $5,2,0$ | 3 | $1,4,2$ | 520 |
| $5,0,2$ | 4 | $3,3,1$ | 286 |
| $2,5,0$ | 26 | $2,1,4$ | 700 |
| $0,5,2$ | 68 | $1,2,4$ | 1016 |
| $4,3,0$ | 21 | $3,1,3$ | 482 |
| $5,1,1$ | 7 | $1,3,3$ | 1136 |
| $2,0,5$ | 108 | $3,2,2$ | 628 |
| $3,4,0$ | 40 | $2,3,2$ | 1022 |
| $4,0,3$ | 38 | $2,2,3$ | 1372 |

Table 3.3: The number of independent $L_{z}=0$ zero interaction energy ( $\mathcal{V}_{\infty}$ ) eigenstates in exact-diagonalization spectra for different $\left(N_{0}, N_{1}, N_{2}\right)$ sectors within the $(N, 2 Q)=(7,16)$ system. In every single case, the number of numerically obtained zero interaction energy eigenstates matches exactly with the number of slater determinant states of noninteracting electrons in the $\left(N_{0}, N_{1}, N_{2}\right)$ sector at $2 Q^{*}=2 Q-2(N-1)$.

In the Fig 3.1, Fig 3.2 and Fig 3.3 we have shown a comparison of the noninteracting spectrum at $2 Q^{*}$ and model Hamiltonian spectrum at $2 Q$. The degeneracy of each orange dash $\left(\mathcal{V}_{\infty}\right.$ state) is shown next to it. The degeneracy indicates the number of independent states with a given energy and and given angular momentum $L$. In these plots $L_{z}$ is fixed at 0 and ( $N_{0}, N_{1}, N_{2}$ ) can take any value. In all cases we find that the degenaracies in the spectra match identically. Zero energy space dimensions were computed using KrylovSchur algorithm [71] and setting large Krylov subspace dimensions.


Figure 3.1: (top): The spectrum of $N=8$ non-interacting electrons at flux $2 Q^{*}=3$ in the Hilbert space of three LLs, with the cyclotron energy set to $\hbar \omega=1$. (bottom) The spectrum of the model Hamiltonian for $N=8$ electrons at flux $2 Q=17$ in the Hilbert space of three LLs, with the cyclotron energy set to $\hbar \omega=1$. All interaction pseudopotentials are set to 20 . Orange dashes show $\mathcal{V}_{\infty}$ states, and the black dots show the finite interaction energy states. The numbers next to the orange dashes show the degeneracy of each line. The flux values are related by $2 Q^{*}=2 Q-2(N-1)$. In every case, the degeneracies in the two spectra match.


Figure 3.2: Similar comparison for a system of size $N=7$. Bottom panel shows the spectrum of the model interaction at $2 Q=16$ and the top panel shows the spectrum of non-interacting electrons at $2 Q^{*}=2 Q-2(N-1)=4$.


Figure 3.3: Similar comparison for a system of size $N=6$. Bottom panel shows the spectrum of the model interaction at $2 Q=16$ and the top panel shows the spectrum of non-interacting electrons at $2 Q^{*}=2 Q-2(N-1)=6$.

### 3.4 Topological properties

Many topological properties follow from counting the low energy levels, which we know precisely for our model through its one-to-one correspondence with the noninteracting


Figure 3.4: Radial density $\rho(r)$ of exact eigenfunction $\Psi_{1 / 3}^{1-\mathrm{QP}}$ corresponding to 1 QP of $1 / 3$ for different values of $\alpha$ (see Eq. 3.18). The QP is at angular momentum state $m=0$ in LL1.
problem of electrons at an effective filling factor. We discuss these in some detail in this section.

### 3.4.1 Fractional charge

As reviewed in Ref. [4], the fractional charge for the quasiparticle (quasihole) can be obtained from an analogy to the noninteracting system. Essentially, one asks the question: How many quasiparticles (quasiholes) are created when one adds a single electron to (removes a single electron from) the system? Following verbatim the discussion in Ref. [4],
$2 p n+1$ quasiparticles are created when one electron is added to the system, thus producing a charge of magnitude $e^{*}=1 /(2 p n+1)$, in units of the electron charge, for each quasiparticle.

The charge can also be obtained from the density profile. Let us go back to the exact eigenfunction on disk corresponding to 1 QP of $1 / 3$, discussed in Sec. 3.2.2. In Eq. 3.10, we insert a parameter $\alpha$ as follows

$$
\begin{equation*}
\left[\alpha \bar{z}_{i}-(1-\alpha) 2 \ell^{2} \partial_{z_{i}}\right] z_{i}^{m_{i}} \mathcal{J}^{2}(\{z\}) \tag{3.18}
\end{equation*}
$$

such that tuning $\alpha=0 \rightarrow 1$ takes the QP from completely projected in LLL to entirely residing in 2nd LL; $\alpha=0.5$ of course corresponds to the exact eigenfunction. Figure 3.4 shows the density $\rho(r)$ of $\Psi_{1 / 3}^{\mathrm{N}-\mathrm{QPs}}$ (see Eq. 3.12) with 1 QP at angular momentum $m=0$ in LL1, for different values of $\alpha$.

We consider here the single quasiparticle state of $2 / 5$ for $N=9$, which occurs for a system with $2 Q=18$ at an angular momentum of $L=3$. When placed in an $L_{z}=L$ state, the excess charge is maximally moved to one of the poles of the system. The net charge accumulated due to the quasiparticle can be calculated as the saturation value (at large $\theta$ ) of

$$
\begin{equation*}
Q(\theta)=\int_{0}^{\theta}\left[\rho\left(\theta^{\prime}\right)-\rho(\pi)\right] 2 \pi \sin x d x \tag{3.19}
\end{equation*}
$$

where $\theta$ is the polar angle, $\rho(x)$ is the local charge density at a polar angle $x$ (which will be azimuthally symmetric, ie independent of azimuthal angle $\phi$ ) and $\rho(\pi)$ is density at the south pole.


Figure 3.5: Cumulative charge inside a region defined by angle $\theta$ for a QP and a QH of the $2 / 5 \mathrm{FQH}$ state and for a QP of the $1 / 3 \mathrm{FQH}$ state. The plot shows excess charge near the north pole (measured relative to the density at the south pole) in a system where there is a single QP/QH placed in a highest weight $\left(L_{z}=L\right)$ state, corresponding to the $\mathrm{QP} / \mathrm{QH}$ located at the north pole. In all cases we find that the magnitude of the net charge in the around the north pole is $1 /\left(2 p \nu^{*}+1\right)$ in units of the electron charge.

Fig 3.5 shows the result for $Q(\theta)$ indicating that the total charge accumulated around the pole is $1 / 5$ as expected. Similar analysis of the QH of $2 / 5$ shows its charge to be $1 / 5$ in magnitude again. The single QH state of $1 / 3$ in our model is identical to that of the Laughlin quasihole state and therefore has a charge of $1 / 3$. The single quasiparticle is found to have a charge of $1 / 3$ as shown by the blue line of the figure, evaluated for a system of $N=8$ electrons at $2 Q=20$.

### 3.4.2 Fractional statistics

The one-to-one analogy between our solutions and the integer quantum Hall states implies that QP/QH excitations of our solutions will also obey Abelian statistics. This implication follows because, just as for the integer quantum Hall state, specifying the positions produces a unique wave function, and thus, any braidings may only produce a phase factor. Furthermore, general arguments discussed in Ref. [4] also fix the value of the statistics.

### 3.4.3 Edge states

The counting of edge excitations of the $n /(2 p n+1)$ states in our model is identical to that of the $\nu^{*}=n$ integer quantum Hall state. This implies that the edge excitations for our model system are exactly described in terms of $n$ chiral bosonic modes, which is also believed to be the case for the lowest Landau level FQH states at these filling factors.

### 3.4.4 Computation of Berry Phase using Monte Carlo



Figure 3.6: Schematic for Berry phase calculation of a quasi-hole (center) and quasiparticle pair on a disk.

Berry phase for a wavefunction $\psi(\{z\}, \eta)$ along a closed path $\Gamma$ in parameter space of $\eta$ is given by

$$
\begin{equation*}
\gamma(\Gamma, \eta)=i \int_{\Gamma} \mathrm{d} \eta\langle\psi(\{z\}, \eta)| \frac{\mathrm{d}}{\mathrm{~d} \eta}|\psi(\{z\}, \eta)\rangle \tag{3.20}
\end{equation*}
$$

For a circular path, $\eta=|\eta| e^{-i \theta}$, hence $\mathrm{d} \eta=-i \eta \mathrm{~d} \theta$. The berry phase is then given by

$$
\begin{equation*}
\gamma(\Gamma, \eta)=i \int_{\Gamma} \mathrm{d} \theta\langle\psi(\{z\}, \eta)| \frac{\mathrm{d}}{\mathrm{~d} \theta}|\psi(\{z\}, \eta)\rangle \tag{3.21}
\end{equation*}
$$



Figure 3.7: Berry phase $\gamma(\eta)$ for anstaz eigenfunction (Eq. (5.2)) which contains a coherent state QP at radius $\eta$ and a QH at the center. We see that the $\gamma(\eta)$ saturates to the expected value of $-1 / 3$ as distance $\eta$ of QP is increased from the center.

We studied the Berry phase associated to charged excitations of model interaction at $1 / 3$ filling on a disk. We know that (see Eq. (3.5)) the exact eigenfunction of model interaction at $1 / 3$ is given by

$$
\begin{equation*}
\Psi_{1 / 3}^{\alpha}=\prod_{j<k}\left(\hat{Z}_{j}-\hat{Z}_{k}\right)^{2} \times \Phi_{1}^{\alpha} \tag{3.22}
\end{equation*}
$$

where $\alpha$ labels the type of excitation. The Slater determinant for a QP at center and another at radius $\eta$ is given by

$$
\Phi_{0, \eta}^{\mathrm{QP}-\mathrm{QP}}(\{z\})=\left|\begin{array}{ccccc}
\phi_{0,0}\left(z_{1}\right) & \phi_{0,0}\left(z_{2}\right) & \phi_{0,0}\left(z_{3}\right) & \ldots & \phi_{0,0}\left(z_{N}\right)  \tag{3.23}\\
\vdots & \vdots & \vdots & \ldots & \vdots \\
\phi_{0, N-2}\left(z_{1}\right) & \phi_{0, N-2}\left(z_{2}\right) & \phi_{0, N-2}\left(z_{3}\right) & \ldots & \phi_{0, N-2}\left(z_{N}\right) \\
\phi_{0}^{\text {coh-qp }}\left(z_{1}\right) & \phi_{0}^{\text {coh-qp }}\left(z_{2}\right) & \phi_{0}^{\text {coh-qp }}\left(z_{3}\right) & \ldots & \phi_{0}^{\text {coh-qp }}\left(z_{N}\right) \\
\phi_{\eta}^{\text {coh-qp }}\left(z_{1}\right) & \phi_{\eta}^{\text {coh-qp }}\left(z_{2}\right) & \phi_{\eta}^{\text {coh-qp }}\left(z_{3}\right) & \ldots & \phi_{\eta}^{\text {coh-qp }}\left(z_{N}\right)
\end{array}\right|
$$

where $\phi_{n, m}$ are the Landau orbital in disk (see Sec. 1.27) and $\phi_{\eta}^{\mathrm{coh}-\mathrm{qp}}(z)$ is the coherent state wavefunction projected in 2nd LL, given by

$$
\begin{align*}
\phi_{\eta}^{\mathrm{coh}-\mathrm{qp}}(z) & =\mathcal{P}_{\mathrm{LL} 1} \delta(z-\eta) \mathcal{P}_{\mathrm{LL} 1}=\mathcal{P}_{\mathrm{LL} 1}\left[\sum_{n, m} \phi_{n, m}(z) \bar{\phi}_{n, m}(\eta)\right] \mathcal{P}_{\mathrm{LL} 1} \\
& =\frac{1}{4 \pi \ell_{B^{*}}^{2}}\left((\bar{z}-\bar{\eta})(\eta-z)+2 \ell_{B^{*}}^{2}\right) \exp \left(\frac{z \bar{\eta}}{2 \ell_{B^{*}}^{2}}-\frac{|z|^{2}}{4 \ell_{B^{*}}^{2}}-\frac{|\eta|^{2}}{4 \ell_{B^{*}}^{2}}\right) \tag{3.24}
\end{align*}
$$

where the coherent state QP is centered at position $\eta$. All single particle states in the Slater determinant $\Phi^{\alpha}$ in Eq. (3.5) will use the modified magnetic length $\ell_{B^{*}}^{2}=\frac{1}{\ell_{B}^{2}}(1-2 p \nu)$, which for $\nu=1 / 3$ is $\ell_{B^{*}}^{2}=1 / 3 \ell_{B}^{2}$. As a side note, it is important to point that single particle states in the Slater determinant of the exact eigenfunction see the actual magnetic field $B$, instead of a reduced field $B^{*}$ like the CFs. This implies, the area of Hall droplet represented by $\Phi^{\alpha}$ in the exact eigenfunction is contracted by a factor of $(1-2 p \nu)$ when compared to the CF state. Multiplication with the modified Jastrow factor results in expansion of this area by exactly $1 /(1-2 p \nu)$. This increases the flux through the system, giving us the correct magnetic length $\ell_{B}$ and filling fraction $\nu$.

### 3.5 Conclusion

In Chapter 2, we had introduced a model interaction which, as the electron density is changed, produces incompressible states at Jain filling fractions of the form $n /(2 p n+1)$ and allows exact eigenfunctions not just for the incompressible and quasihole states but also the quasiparticle and neutral excitations. In this chapter, we present the exact zero-interaction (ZIE) energy eigenfunctions of the model interaction in disk geometry. Using extensive numerical checks, we verify that these eigenfunction, which are closely related to the CF wavefunctions, form a linearly independent complete basis for the ZIE eigenspace, $\mathcal{V}_{\infty}$, of the model interaction. Although direct generalization of disk eigenfunctions to spherical geometry fails, we could write exact eigenfunctions for QPs of $1 / m$. Exactness of these eigenfunctions was numerically verified by comparing them with the exact diagonalization eigenstates.

The exact eigenfunctions of model interaction capture many important features of CF wavefunctions. We numerically verified that the QP and QH excitations of these ansatz wavefunctions at given filling fraction indeed produce the correct fractional charge. In addition, by Monte Carlo computation of the Berry phase between the QP-QH pair of exact eigenfunction we verify that the charged excitations follow correct fractional statistics. We found that Berry phase associated to QP-QP converges much slower due to finite spread in the densities of the QP of exact eigenfunction (see panel corresponding to $\alpha=0.5$ in Fig. 3.4).

## Chapter 4

## Review of Quantum Hall systems on Torus and Cylinder geometry

The choice of system geometry in quantum Hall (QH) systems depends on the nature of the study we are interested in. While geometries with open boundaries, like a disk or a plane, allow the analysis of edge physics, closed geometries, like a sphere or a torus, are better suited for studying bulk properties. In addition to that, the ground states in FQHE are not unique on surfaces with non-trivial topology like torus. To be precise, at filling fraction $\nu=p / q$, the number of degenerate ground states must be multiple of $q$ [67]. Thus, by studying the model interaction on a torus, we can verify whether it gives correct degeneracy. Also, torus geometry is suitable for studying a non-dissipative viscous response in Hall fluids, called Hall viscosity, as we can simulate a constant strain by shearing the torus [72].

This chapter reviews the basic ideas necessary to study the quantum Hall effect on periodic geometries, namely torus and cylinder. In addition to the discrete translation symmetry inherent in the boundary conditions, emergent many-body translation symmetries can be constructed in torus for QH systems.

This chapter is organized as follows. Sec. 4.1 reviews the basic single particle symmetries in QH systems on torus geometry and its Landau orbitals. Sec. 4.2 describes other many-body translation symmetries in torus geometry, which are helpful in the exact diagonalization of the model interaction. Sec. 4.3 introduces similar ideas for cylinder geometry. Finally, the matrix element of any rotationally symmetric two-particle interaction on torus geometry is calculated in Sec. 4.4. Matrix elements for the cylinder geometry turn out to be of the same form.


Figure 4.1: A general torus generated by $\boldsymbol{L}_{1}$ and $\boldsymbol{L}_{2}$. The skewness $L_{\Delta}$ parameterizes the deviation from a rectangular torus.

### 4.1 Quantum Hall effect on Torus geometry

We consider a quantum Hall system of $N_{e}$ electrons with $-e$ charge in the presence of magnetic field $\boldsymbol{B}=-B \hat{e}_{z}$ on a torus. A torus represents a system with periodic boundary conditions along lattice vectors $\boldsymbol{L}_{1}$ and $\boldsymbol{L}_{2}$, as shown in Fig. 4.1. A two-dimensional vector $\boldsymbol{a}$ in quantum Hall systems is conventionally represented as a complex number given by $a=a_{x}+i a_{y}$. Using this, we can parameterize the torus in Fig. 4.1 by $L_{1}=\tau L_{2}$, where $L_{1}=L_{x}+i L_{\Delta}, L_{2}=i L_{y}$ and $\tau=-L_{1} / L_{2}$. Unless represented by boldface symbol, all vectors will be treated as complex numbers henceforth.

The periodicity in torus geometry implies that all observables of the system must remain invariant under lattice translations of type $\boldsymbol{L}_{m n}=m \boldsymbol{L}_{1}+n \boldsymbol{L}_{2}$ where $m, n \in \mathbb{Z}$. Although this looks similar to Bloch electrons, the kinetic energy of a charged particle in a magnetic field does not commute with standard lattice translations. Instead, we use magnetic translation operators introduced in the following section.

### 4.1.1 Magnetic Translsation Operators

In a system of charged particles in a magnetic field, the normal spatial translations $T(\boldsymbol{a})=$ $e^{\frac{i}{\hbar} \boldsymbol{a} \cdot \boldsymbol{p}}$ generated by canonical momenta $\boldsymbol{p}=-i \hbar \nabla$ do not commute with the kinetic energy $H_{\mathrm{KE}}$. For $N_{e}$ electrons in a magnetic field $\boldsymbol{B}=-B \hat{e}_{z}$, the kinetic energy is given by

$$
\begin{equation*}
H_{\mathrm{KE}}=\frac{1}{2 m_{e}} \sum_{i}^{N_{e}} \boldsymbol{\Pi}_{i}^{2} \tag{4.1}
\end{equation*}
$$

where the quantity $\boldsymbol{\Pi}_{i}=\boldsymbol{p}_{i}+e \boldsymbol{A}\left(\boldsymbol{r}_{i}\right)$ is defined as the kinetic momenta for the $i^{\text {th }}$ electron. The electron mass is $m_{e}$ and the gauge field $\boldsymbol{A}(\boldsymbol{r})$ satisfies $\nabla \times \boldsymbol{A}(\boldsymbol{r})=-B \hat{e}_{z}$. Instead we have another operator $\boldsymbol{K}$, called guiding-center momentum, given by

$$
\begin{equation*}
\boldsymbol{K}=\boldsymbol{\Pi}-\frac{\hbar}{\ell^{2}}\left(\hat{e}_{z} \times \boldsymbol{r}\right) \tag{4.2}
\end{equation*}
$$

which commutes with $H_{\mathrm{KE}}$. Guiding-center momentum $\boldsymbol{K}$ is the generator of translations in the presence of magnetic field, which are called magnetic translation operators (MTOs) defined as $t(\boldsymbol{a})=e^{\frac{i}{\hbar} \cdot \boldsymbol{K}}$ [73]. MTO for a sum of two vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ is given by

$$
\begin{equation*}
t(\boldsymbol{a}+\boldsymbol{b})=e^{\frac{i}{2 \hbar} \hat{e}^{2} \cdot(\boldsymbol{a} \times \boldsymbol{b})} t(\boldsymbol{a}) t(\boldsymbol{b}) \tag{4.3}
\end{equation*}
$$

which implies that unlike normal translations, MTOs generally do not commute. Using Eq. (4.3), it can be shown that states will remain invariant under translations by lattice vectors $t_{i}\left(\boldsymbol{L}_{1}\right)$ and $t_{i}\left(\boldsymbol{L}_{2}\right)$ only if the number of flux quanta through the unit cell - given by $N_{\phi}=\left|\boldsymbol{L}_{1} \times \boldsymbol{L}_{2}\right| / 2 \pi \ell^{2}$ - is an integer.

MTOs for lattice translations $\boldsymbol{L}_{m n}$ commute with any Hamiltonian $H=H_{\mathrm{KE}}+V(\boldsymbol{r})$ as long as the interaction is also periodic in torus i.e. $V\left(\boldsymbol{r}+\boldsymbol{L}_{m n}\right)=V(\boldsymbol{r})$. This implies that the many-body eigenstates $\psi_{\alpha}(\{\boldsymbol{r}\})$ of the Hamiltonian $H$ will also be the eigenstates of MTOs, such that

$$
\begin{equation*}
t_{i}\left(\boldsymbol{L}_{j}\right) \psi_{\alpha}(\{\boldsymbol{r}\})=e^{i \theta_{j}^{i}} \psi_{\alpha}\left(\left\{\boldsymbol{r}_{i}\right\}\right) \tag{4.4}
\end{equation*}
$$

where $\left\{\boldsymbol{r}_{i}\right\} \equiv\left\{\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{N_{e}}\right\}$ and $t_{i}\left(\boldsymbol{L}_{j}\right)$ only acts on the $i^{\text {th }}$ particle. Using Eq. (4.3) and (4.4), it can be checked that

$$
\begin{equation*}
t_{i}\left(\boldsymbol{L}_{m n}\right) \psi_{\alpha}(\{\boldsymbol{r}\})=e^{i \theta_{m n}^{i}} \psi_{\alpha}(\{\boldsymbol{r}\}) \tag{4.5}
\end{equation*}
$$

such that $\theta_{m n}^{i}=\pi m n N_{\phi}+m \theta_{1}^{i}+n \theta_{2}^{i}$. Since these eigenstates are anti-symmetric (symmetric for bosons), $\theta$ 's in the eigenvalues are independent of particle index i.e. $e^{i \theta_{m n}^{i}}=$ $e^{i \theta_{m n}^{j}}=e^{i \theta_{m n}}$.

### 4.1.2 Single-particle Hilbert space

For symmetric gauge $\boldsymbol{A}(\boldsymbol{r})=\frac{B}{2} \boldsymbol{r} \times \hat{e}_{z}$, an MTO $t_{i}(\boldsymbol{a})$, is related to the corresponding normal translation operator $T_{i}(\boldsymbol{a})$, by following relation

$$
\begin{equation*}
t_{i}(\boldsymbol{a})=e^{-\frac{i}{2 \ell^{2}} \hat{e}_{e^{2}} \cdot\left(\boldsymbol{a} \times \boldsymbol{r}_{i}\right)} T(\boldsymbol{a}) \tag{4.6}
\end{equation*}
$$

In this gauge, the Landau orbital for a particle in LLL with momentum $k$ on a torus (see Fig. 4.1), is given by

$$
\phi_{0, k}(z, \bar{z})=e^{-\frac{z^{2}+|z|^{2}}{2 \ell^{2}}} \vartheta\left[\begin{array}{c}
\frac{k}{N_{\phi}}+\frac{\theta_{2}}{2 \pi N_{\phi}}  \tag{4.7}\\
\frac{\theta_{1}}{2 \pi}
\end{array}\right]\left(\left.\frac{N_{\phi} z}{L_{2}} \right\rvert\, N_{\phi} \tau\right)
$$

where $0 \leq k<N_{\phi}$ denotes $y$-momentum, $z$ is the position and $\tau=-L_{1} / L_{2}$. The orbitals are written in terms of Jacobi theta functions [36], which are defined as

$$
\vartheta\left[\begin{array}{l}
a  \tag{4.8}\\
b
\end{array}\right](z \mid \tau)=\sum_{j=-\infty}^{\infty} e^{i \pi(j+a)^{2} \tau} e^{i 2 \pi(j+a)(z+b)}
$$

such that $a, b$ are rational numbers and $j$ is an integer. Ladder operator for LL-index in symmetric gauge are given by $a^{\dagger}=\sqrt{2} \ell\left(\bar{z} / 4 \ell^{2}-\partial_{z}\right)$. For convenience, we can separate out its action on the exponential pre-factor as follows

$$
\begin{equation*}
a^{\dagger} e^{-\frac{z^{2}+|z|^{2}}{2 \ell^{2}}}=e^{-\frac{z^{2}+|z|^{2}}{2 \ell^{2}}} a_{f}^{\dagger} \tag{4.9}
\end{equation*}
$$

such that $a_{f}^{\dagger}=\sqrt{2} \ell\left(\frac{\bar{z}+z}{2 \ell^{2}}-\partial_{z}\right)$ is the effective ladder operator for LL index which does not act on the exponential pre-factor. Landau orbitals for higher LLs can then be written as

$$
\phi_{n, k}(z, \bar{z})=e^{-\frac{z^{2}+|z|^{2}}{2 \ell^{2}}} \frac{\left(a_{f}^{\dagger}\right)^{n}}{\sqrt{n!}}\left[\vartheta\left[\begin{array}{c}
\frac{k}{N_{\phi}}+\frac{\theta_{2}}{2 \pi N_{\phi}}  \tag{4.10}\\
\frac{\theta_{1}}{2 \pi}
\end{array}\right]\left(\left.\frac{N_{\phi} z}{L_{2}} \right\rvert\, N_{\phi} \tau\right)\right]
$$

where LL-index $n=0,1,2, \ldots$ and so on. Using Eq. (4.6) and the following properties of Jacobi theta functions, given by

$$
\begin{gather*}
\vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](z \pm 1 \mid \tau)=e^{ \pm i 2 \pi a} \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](z \mid \tau) \\
\vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](z \pm \tau \mid \tau)=e^{-i \pi[\tau \pm 2(z+b)]} \vartheta\left[\begin{array}{l}
a \\
b
\end{array}\right](z \mid \tau) \tag{4.11}
\end{gather*}
$$

it can be checked that Landau orbital $\phi_{n, k}(z, \bar{z})$ are the eigenstates of lattice translations $t_{i}\left(\boldsymbol{L}_{1}\right)$ and $t_{i}\left(\boldsymbol{L}_{2}\right)$ with eigenvalues $e^{i \theta_{1}}$ and $e^{i \theta_{2}}$, respectively. The Hilbert space representation of the MTOs $t_{i}\left(\boldsymbol{L}_{1}\right)$ and $t_{i}\left(\boldsymbol{L}_{2}\right)$ is labeled by the choice of $\theta_{1}$ and $\theta_{2}$ values, respectively.

Next we will see that, the single-particle lattice translation symmetry in a QH system on torus geometry gives rise to other useful many-body translation symmetries. Hamiltonians of much larger dimensions can be exactly diagonalized in symmetry blocks of these translation operators. We will see in the next chapter that the characteristic degeneracy in FQH spectra in torus can be better understood using the quantum numbers of these many-body operators.

### 4.2 Many-body Symmetries on torus

For a QH system on torus, two many-body translation operators can be defined as

$$
\begin{gather*}
t_{\mathrm{cm}}(\boldsymbol{a})=\prod_{i} t_{i}(\boldsymbol{a}) \\
\tilde{t}_{i}(\boldsymbol{a})=t_{i}\left(\frac{\left(N_{e}-1\right) \boldsymbol{a}}{N_{e}}\right) \prod_{j \neq i} t_{j}\left(-\frac{\boldsymbol{a}}{N_{e}}\right) \tag{4.12}
\end{gather*}
$$

where $\tilde{t}_{i}$ and $t_{\mathrm{cm}}$ are named relative and center-of-mass translation operators, respectively. The action of these operators is schematically shown in Fig. 4.2. In order to preserve the Hilbert space representation fixed by $\left(\theta_{1}, \theta_{2}\right), t_{\mathrm{cm}}(\boldsymbol{a})$ and $\tilde{t}_{i}(\boldsymbol{a})$ need to commute with discrete lattice translations $t_{j}\left(\boldsymbol{L}_{1}\right)$ and $t_{j}\left(\boldsymbol{L}_{2}\right), \forall i, j$. Since we want the eigenfunctions to


Figure 4.2: Schematic for center-of-mass (left) and relative (right) many-body translations on torus, represented by $t_{\mathrm{cm}}(\boldsymbol{a})$ and $\tilde{t}_{i}(\boldsymbol{a})$, respectively. While $t_{\mathrm{cm}}(\boldsymbol{a})$ translates all particles by same vector $\boldsymbol{a}$, relative translation $\tilde{t}_{i}(\boldsymbol{a})$ translates $i$ th particle by $\left(N_{e}-1\right) \boldsymbol{a} / N_{e}$ and the rest are translated by $-\boldsymbol{a} / N_{e}$.
be simultaneously labeled with quantum numbers of $\tilde{t}_{i}(\boldsymbol{a})$ and $t_{\mathrm{cm}}(\boldsymbol{a})$, following conditions are required:

1. $\left[\tilde{t}_{i}(\boldsymbol{a}), t_{\mathrm{cm}}(\boldsymbol{b})\right]=0$
2. $\left[\tilde{t}_{i}(\boldsymbol{a}), \tilde{t}_{i}(\boldsymbol{b})\right]=0$
3. $\left[t_{\mathrm{cm}}(\boldsymbol{a}), t_{\mathrm{cm}}(\boldsymbol{b})\right]=0$

It turns out that apart from the first condition, other two are not true $\forall \boldsymbol{a}, \boldsymbol{b}$. Hence, we form a maximally commuting subset of these operators by restricting the translations.

For a system of $N_{e}=p N$ particles in $N_{\phi}=q N$ flux quanta, where $N=\operatorname{gcd}\left(N_{e}, N_{\phi}\right)$, this maximally commuting subset is given by

$$
\begin{equation*}
\bigcup_{m, n}\left\{\tilde{t}_{i}\left(p \boldsymbol{L}_{m, n}\right), \left.t_{\mathrm{cm}}\left(\frac{q \boldsymbol{L}_{m, n}+r \boldsymbol{L}_{2}}{N_{\phi}}\right) \right\rvert\, 0 \leq r<q\right\} \tag{4.13}
\end{equation*}
$$

Although this gives us infinite number of quantum numbers, these quantum numbers are fully determined by the eigenvalues of $\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right), \tilde{t}_{i}\left(p \boldsymbol{L}_{2}\right)$ and $t_{\mathrm{cm}}\left(\boldsymbol{L}_{2} / N_{\phi}\right)$.

### 4.2.1 Eigenfunctions of Many-body translation operators

Many-body basis states can be written as $\left|\left\{k_{i}\right\}\right\rangle \equiv\left|k_{1}, k_{2}, \ldots, k_{N_{e}}\right\rangle$ such that $|k\rangle \equiv$ $\phi_{n, k}(z, \bar{z})$ defined in Eq. (4.10); the LL-indices $n$ 's, are suppressed for brevity. It is easy to check that many-body basis states $\left|\left\{k_{i}\right\}\right\rangle$ are already eigenfunctions of $t_{\mathrm{cm}}\left(\boldsymbol{L}_{2} / N_{\phi}\right)$ with quantum number $K_{2}=\sum_{i} k_{i}\left(\bmod N_{\phi}\right)$, such that

$$
\begin{equation*}
t_{\mathrm{cm}}\left(\boldsymbol{L}_{2} / N_{\phi}\right)\left|\left\{k_{j}\right\}, K_{2}\right\rangle=e^{2 \pi i K_{2} / N_{\phi}}\left|\left\{k_{j}\right\}, K_{2}\right\rangle \tag{4.14}
\end{equation*}
$$

If we denote a basis state in a given $K_{2}$-sector by $\left|\left\{k_{i}\right\}, K_{2}\right\rangle$, the action of $\tilde{t}_{j}\left(p \boldsymbol{L}_{1}\right)$ is given by

$$
\begin{equation*}
\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right)\left|\left\{k_{j}\right\}, K_{2}\right\rangle=\left|\left\{\left(k_{j}+q\right) \bmod N_{\phi}\right\}, K_{2}\right\rangle \tag{4.15}
\end{equation*}
$$

Although $\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right)$ increments $k_{i}$ for each particle by $q$, the state remains in the same $K_{2^{-}}$ sector. Eigenfunctions for $\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right)$ are constructed by linearly combining states from a given $K_{2}$-sector as

$$
\begin{equation*}
\left|\tilde{K}_{1}, K_{2}\right\rangle=\sum_{j=0}^{N_{\phi}} e^{i 2 \pi \tilde{K}_{1} j / N}\left|\left\{\left(k_{i}+j q\right) \bmod N_{\phi}\right\}, K_{2}\right\rangle \tag{4.16}
\end{equation*}
$$

Eigenvalues of $\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right)$ are given by $e^{-i 2 \pi \tilde{K}_{1} / N}$ where $\tilde{K}_{1}$ can take values from $0,1, \ldots, N-1$. We first exact diagonalize the Hamiltonian in a fixed $K_{2}$-sector. In order to label the eigenfunctions with $\tilde{K}_{1}$ quantum numbers, we explicitly construct the $\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right)$ operator using Eq. (4.15), and compute its expectation value for the eigestates. $\tilde{K}_{1}$ and $K_{2}$ can be used to label the eigenfunctions of Hamiltonian invariant under lattice translations of torus.

### 4.3 Cylinder geometry

Any geometry with periodicity along one of the direction can be treated as a cylinder. Fig. 4.3 shows a cylinder with length $L$ along the periodic direction.


Figure 4.3: Schematic of cylinder geometry with period $L$

Single-particle states for cylinder are given by

$$
\begin{equation*}
\phi_{n, k}(\boldsymbol{r})=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi} L}} \exp \left[-i \frac{2 \pi k}{L} y\right] \exp \left[-\frac{1}{2}\left(\frac{x}{\ell}-\frac{2 \pi \ell}{L_{y}} k\right)^{2}\right] H_{n}\left[\frac{2 \pi \ell}{L} k-\frac{x}{\ell}\right] \tag{4.17}
\end{equation*}
$$

where $L$ is the length of circumference. Length of the cylinder fixed by putting a cut-off on $k$ values such that it can only take $N_{\phi}$ consecutive values in each LL with $k_{\text {min }}=0$ and $k_{\text {max }}=N_{\phi}-1$.

### 4.4 Calculation of Matrix elements

### 4.4.1 For torus

In this section, we show the calculation of matrix elements of the model interaction on torus. We will restrict to a rectangular torus with $L_{1} / L_{2}=i L_{x} / L_{y}$ and $L_{\Delta}=0$. The matrix elements of an interaction $V(|\boldsymbol{r}|)$ on torus can be written using its Fourier transform $V(|\boldsymbol{q}|)$ as

$$
\begin{align*}
V_{j_{1} j_{2}-j_{3} j_{4}}^{n_{1} n_{2}-n_{3} n_{4}}= & \frac{1}{L_{x} L_{y}} \sum_{q} V(\boldsymbol{q}) \iint \mathrm{d} \boldsymbol{r}_{1} \mathrm{~d} \boldsymbol{r}_{2}\left[\phi_{n_{1}, j_{1}}^{*}\left(\boldsymbol{r}_{\mathbf{1}}\right) \phi_{n_{2}, j_{2}}^{*}\left(\boldsymbol{r}_{\mathbf{2}}\right)-\phi_{n_{1}, j_{1}}^{*}\left(\boldsymbol{r}_{\boldsymbol{2}}\right) \phi_{n_{2}, j_{2}}^{*}\left(\boldsymbol{r}_{\mathbf{1}}\right)\right] \\
& \times\left[\phi_{n_{3}, j_{3}}\left(\boldsymbol{r}_{1}\right) \phi_{n_{4}, j_{4}}\left(\boldsymbol{r}_{\mathbf{2}}\right)-\phi_{n_{3}, j_{3}}\left(\boldsymbol{r}_{\mathbf{2}}\right) \phi_{n_{4}, j_{4}}\left(\boldsymbol{r}_{\mathbf{1}}\right)\right] e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)} \tag{4.18}
\end{align*}
$$

where the form of single-particle orbitals on torus $\phi_{n, j}$, is given in Eq. (4.10) and the summation is over reciprocal vectors $\boldsymbol{q}$ of torus lattice vectors, given by $\boldsymbol{q}=2 \pi\left[\frac{s}{L_{x}}, \frac{t}{L_{y}}\right]$, such that $s, t \in \mathbb{Z}$. We define

$$
\begin{align*}
& \left\langle n_{1}, j_{1} ; n_{2}, j_{2}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n_{3}, j_{3} ; n_{4}, j_{4}\right\rangle= \\
& \quad=\iint \mathrm{d} \boldsymbol{r}_{1} \phi_{n_{1}, j_{1}}^{*}\left(\boldsymbol{r}_{\mathbf{1}}\right) \phi_{n_{2}, j_{2}}^{*}\left(\boldsymbol{r}_{\mathbf{2}}\right) e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)} \mathrm{d} \boldsymbol{r}_{2} \phi_{n_{3}, j_{3}}^{*}\left(\boldsymbol{r}_{\mathbf{1}}\right) \phi_{n_{4}, j_{4}}^{*}\left(\boldsymbol{r}_{\mathbf{2}}\right) \tag{4.19}
\end{align*}
$$

where $\left|n_{1}, j_{1} ; n_{2}, j_{2}\right\rangle$ is a two-particle state for particles in LL $n_{1}$ and $n_{2}$ with momentum $j_{1}$ and $j_{2}$, respectively. Note that, this two-particle state does not represent an antisymmetrized state.

In Sec. 5.1, we provide the details for construction of the model interaction for torus. The model interaction on torus is written such that calculation of intra and inter-LL matrix elements uses different forms of $V(|\boldsymbol{q}|)$. For $n$th LL, the intra-LL matrix element is given by

$$
\begin{align*}
V_{j_{1} j_{2}-j_{3} j_{4}}^{n n-n n} & =\frac{1}{L_{x} L_{y}} \sum_{s, t \in \mathbb{Z}} V(q)\left[\mathcal{L}_{n}\left(\frac{q^{2} \ell^{2}}{2}\right)\right]^{2} e^{-\frac{(q \ell)^{2}}{2}} \times \\
& \times\left[e^{\frac{i 2 \pi \pi_{\phi}}{N_{\phi}}\left(j_{1}-j_{4}\right)}-e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{4}\right)}-e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{3}\right)}+e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{3}\right)}\right] \tag{4.20}
\end{align*}
$$

where $\mathcal{L}_{n}$ is $n$th Laguerre polynomial and the form of $V(q)=V_{1}^{n n-n n}(q)$ for intra-LL matrix elements is given in Eq. (5.3). Using the notation defined in Eq. (4.19), inter-LL matrix element for LLs $n$ and $n^{\prime}$ can be written as

$$
\begin{align*}
V_{j_{1} j_{2}-j_{3} j_{4}}^{n n^{\prime}-n n^{\prime}}= & \frac{1}{L_{x} L_{y}} \sum_{s, t \in \mathbb{Z}} V(q) \times  \tag{4.21}\\
& \left\{\left\langle n, j_{1} ; n^{\prime}, j_{2}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n, j_{3} ; n^{\prime}, j_{4}\right\rangle+\left\langle n^{\prime}, j_{2} ; n, j_{1}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n^{\prime}, j_{4} ; n, j_{3}\right\rangle\right. \\
& \left.-\left\langle n^{\prime}, j_{2} ; n, j_{1}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n, j_{3} ; n^{\prime}, j_{4}\right\rangle-\left\langle n, j_{1} ; n^{\prime}, j_{2}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n^{\prime}, j_{4} ; n, j_{3}\right\rangle\right\}
\end{align*}
$$

where the explicit form of terms inside the parenthesis is following

$$
\begin{align*}
& \left\langle n, j_{1} ; n^{\prime}, j_{2}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n, j_{3} ; n^{\prime}, j_{4}\right\rangle=\mathcal{L}_{n_{1}}\left(\frac{q^{2} \ell^{2}}{2}\right) \mathcal{L}_{n_{2}}\left(\frac{q^{2} \ell^{2}}{2}\right) e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{4}\right)} \\
& \left\langle n^{\prime}, j_{2} ; n, j_{1}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n^{\prime}, j_{4} ; n, j_{3}\right\rangle=\mathcal{L}_{n_{1}}\left(\frac{q^{2} \ell^{2}}{2}\right) \mathcal{L}_{n_{2}}\left(\frac{q^{2} \ell^{2}}{2}\right) e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{3}\right)} \\
& \left\langle n^{\prime}, j_{2} ; n, j_{1}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n, j_{3} ; n^{\prime}, j_{4}\right\rangle=\frac{(q \ell)^{2}}{2} e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{3}\right)} \\
& \left\langle n, j_{1} ; n^{\prime}, j_{2}\right| e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)}\left|n^{\prime}, j_{4} ; n, j_{3}\right\rangle=\frac{(q \ell)^{2}}{2} e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{4}\right)} \tag{4.22}
\end{align*}
$$

### 4.4.2 For cylinder

On a cylinder with length $L$ along periodic $y$-direction, the Fourier transform of an interaction $V$ given by

$$
\begin{equation*}
V=\frac{1}{(2 \pi L)} \sum_{k} \int \mathrm{~d} q_{x} V(\boldsymbol{q}) e^{i q_{x}\left(\hat{x}_{1}-\hat{x}_{2}\right)} e^{i \frac{2 \pi k}{L}\left(\hat{y}_{1}-\hat{y}_{2}\right)} \tag{4.23}
\end{equation*}
$$

such that $y$-momentum is quantized as $q_{y}=\frac{2 \pi k}{L}$, where $k$ is integer. Similar to torus, Landau orbitals given in Eq. (4.17) can be used to calculate the matrix-elements of $V$ in cylinder geometry. It can be checked that the form of matrix-element $V_{j_{1} j_{2}-j_{3} j_{4}}^{n_{1} n_{2}-n_{3} n_{4}}$ for cylinder comes out to be identical to torus matrix-elements, for both inter and intra-LL cases.

## Chapter 5

## Torus geometry eigenfunctions of an interacting multi-Landau level Hamiltonian

In this chapter, we complete the calculations in Chapter 2 and 3, which focused on the disk and spherical geometry, by studying the spectra and the eigenfunctions of the Hamiltonian in torus and cylinder geometries. We motivate structure of the Hamiltonian in the torus using the analogy with the multilayer model. Direct generalization of disk eigenfunction to the torus is not possible as the function do not satisfy the necessary boundary conditions. Nonetheless, an alternative ansatz can be written for the torus and the sphere which describes the ground state and charged excitations at Laughlin filling fraction $1 /(2 p+1)$. For the case of cylinder, an ansatz can be constructed by direct generalization of the disk ansatz.

This chapter is organized as follows. The model interaction for torus is given in Sec. 5.1. In Sec. 5.2, we extend the known disk eigenfunctions to the cylinder geometry. We show that, although these eigenfunctions do not extend to the torus, alternate ansatz eigenfunctions on torus can be constructed nevertheless for low-energy quasi-particle (QP) and some neutral excitations of $\nu=1 / 3$. Numerical results are presented in Sec. 5.3 where various features of low-energy spectra of the model interaction for torus and cylinder are discussed. Finally, we summarize our results in Sec. 5.4.

Notations - In the chapter, unless we mention otherwise, we use symmetric gauge $\boldsymbol{A}(\boldsymbol{r})=$ $\frac{B}{2} \boldsymbol{r} \times \hat{e}_{z}$ corresponding to a magnetic field $\boldsymbol{B}=-B \hat{e}_{z}$. The magnetic length is defined as $\ell=\sqrt{\hbar / e B}$ and the magnetic flux is counted in the units of flux quanta $\phi_{0}=h c / e$. When positions are represented in complex form, we use the convention $z=x+i y$. For calculations in the disk geometry, angular momentum $k$ takes values in $0,1,2, \ldots$ in all

LLs. For given complex numbers $z$ and $\tau$, Jacobi theta function [36] is defined as

$$
\vartheta\left[\begin{array}{l}
a  \tag{5.1}\\
b
\end{array}\right](z \mid \tau)=\sum_{n=-\infty}^{\infty} e^{i \pi(n+a)^{2} \tau} e^{i 2 \pi(n+a)(z+b)}
$$

where $a, b$ are rational numbers and $n$ is an integer.

### 5.1 Model Interaction on Torus

The model interaction (Eq. 2.2) described in Chapter 2 was originally written in terms of pseudo-potentials for rotationally symmetric systems like a disk, which means that it assigns energy to a pair of particles based on their relative angular momentum given by $m$. The natural way to map the interaction into the torus geometry is to first reconstruct the real space form $V(r)$ of the interaction (or its Fourier transform $V(q)$ ). The interaction matrix elements on the torus can be calculated from $V(r)$. Unfortunately, the interaction shown in Eq. (2.2) is unlikely to be diagonal in the real-space representation. This is indicated by the fact that the projection of the interaction into each LL has the same number of non-zero psueodpotentials.

We can nevertheless define torus matrix elements of an interaction that produces the same features in the following way. We construct a different real space form for different terms of the interaction in Eq. (2.2). For instance, for $2 p=2$, the interaction within the $n$th LL imposes an energy cost for the state $|n, n ; m=1\rangle=\left(a_{1}^{\dagger}\right)^{n}\left(a_{2}^{\dagger}\right)^{n}\left(b_{1}^{\dagger}-b_{2}^{\dagger}\right)|0,0\rangle$, which is a two particle state where both particles are in $n$th LL with relative momentum $m=1$, and $a_{i}$ and $b_{i}$ are $i$ th-particle ladder operators for LL and angular momentum respectively. We seek an interaction whose Fourier transform $V(|\boldsymbol{q}|)$ satisfies

$$
\begin{equation*}
\int \mathrm{d} \boldsymbol{q} V(|\boldsymbol{q}|)\langle n, n ; m| e^{i \boldsymbol{q} \cdot\left(\hat{r}_{1}-\hat{r}_{2}\right)}|n, n ; m\rangle=\delta_{m, 1} . \tag{5.2}
\end{equation*}
$$

The expectation value $\langle n, n ; m| e^{i \boldsymbol{q} \cdot\left(\hat{\boldsymbol{r}}_{1}-\hat{\boldsymbol{r}}_{2}\right)}|n, n ; m\rangle$ can be evaluated to be $\langle n| e^{A_{1}}|n\rangle\langle n| e^{A_{2}}|n\rangle$ $\langle m| B|m\rangle$ where $\hat{\boldsymbol{r}}_{i}$ are the position operators, $A_{i}=\frac{i \ell}{\sqrt{2}}\left(q a_{i}^{\dagger}+\bar{q} a_{i}\right), B=e^{(q \ell)^{2} / 2} e^{i \bar{q} \ell b_{r}^{\dagger}} e^{i q \ell b_{r}}$ and $b_{r}=\left(b_{1}-b_{2}\right) / \sqrt{2}$ is the ladder operator for relative angular momentum. Here the reciprocal vector is written as a complex number $q=q_{x}+i q_{y}$ (note that, this is unrelated from parameter $q$ for FQH system defined in the previous section). A solution is found to be

$$
\begin{equation*}
V_{m=1}^{n n-n n}(q)=\frac{\mathcal{L}_{m=1}\left(q^{2} \ell^{2}\right)}{\langle n| e^{A_{1}}|n\rangle\langle n| e^{A_{2}}|n\rangle} \tag{5.3}
\end{equation*}
$$

where $\mathcal{L}_{m}$ is the $m$ th Laguerre polynomial. The two particle interaction matrix elements on the torus for this component of the interaction can be calculated from the real space form $V(r)=\int \mathrm{d} \boldsymbol{q} V(|\boldsymbol{q}|) e^{i \boldsymbol{q} \cdot\left(\hat{r}_{1}-\hat{\boldsymbol{r}}_{2}\right)}$. We find that all LL dependent information vanishes when the matrix elements are computed; so we get identical interaction matrix elements between momentum states of the torus in every LL.

The inter-LL interactions (again assuming $2 p=2$ ) associates an energy cost whenever particles in two different LLs have a relative angular momentum $m=0$ or 1 in the disk ie for states $\left|n, n^{\prime}, m=1\right\rangle=\left(\left(a_{1}^{\dagger}\right)^{n}\left(a_{2}^{\dagger}\right)^{n^{\prime}}+\left(a_{1}^{\dagger}\right)^{n^{\prime}}\left(a_{2}^{\dagger}\right)^{n}\right)\left(b_{1}^{\dagger}-b_{2}^{\dagger}\right)|0,0\rangle$ and $\left|n, n^{\prime}, m=0\right\rangle=$ $\left(\left(a_{1}^{\dagger}\right)^{n}\left(a_{2}^{\dagger}\right)^{n^{\prime}}-\left(a_{1}^{\dagger}\right)^{n^{\prime}}\left(a_{2}^{\dagger}\right)^{n}\right)|0,0\rangle$. Here the solutions for $V(q)$ can be taken to be

$$
\begin{array}{ll}
V_{m=1}^{n_{1} n_{2}-n_{3} n_{4}}(q)= & \frac{\mathcal{L}_{m=1}\left(q^{2} \ell^{2}\right)\left(\delta_{n_{1} n_{3}} \delta_{n_{2} n_{4}}+\delta_{n_{1} n_{4}} \delta_{n_{2} n_{3}}\right)}{\left\langle n_{1}\right| e^{A}\left|n_{3}\right\rangle\left\langle n_{2}\right| e^{A}\left|n_{4}\right\rangle} \\
V_{m=0}^{n_{1} n_{2}-n_{3} n_{4}}(q)= & \frac{\mathcal{L}_{m=0}\left(q^{2} \ell^{2}\right)\left(\delta_{n_{1} n_{3}} \delta_{n_{2} n_{4}}-\delta_{n_{1} n_{4}} \delta_{n_{2} n_{3}}\right)}{\left\langle n_{1}\right| e^{A}\left|n_{3}\right\rangle\left\langle n_{2}\right| e^{A}\left|n_{4}\right\rangle}
\end{array}
$$

Again this leads to an interaction where matrix elements in the momentum space are independent of the LLs. Explicit form of the final matrix elements are given in the next section.

The general form of torus matrix elements is given in Sec. 4.4. For the case of inter-LL term, we use $V(\boldsymbol{q})=V_{0}^{n_{1} n_{2}-n_{3} n_{4}}(q)+V_{1}^{n_{1} n_{2}-n_{3} n_{4}}(q)$. Putting the corresponding form of $\mathrm{V}(\mathrm{q})$ given in Sec. 5.1, intra and inter-LL matrix elements are given by

$$
\begin{align*}
V_{j_{1} j_{2}-j_{3} j_{4}}^{n n-n n}= & \frac{1}{L_{x} L_{y}} \sum_{s, t \in \mathbb{Z}} e^{-\frac{q^{2}}{2}} \mathcal{L}_{1}\left(q^{2} \ell^{2}\right) \times \\
& \left(e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{4}\right)}+e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{3}\right)}-e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{3}\right)}-e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{4}\right)}\right) \tag{5.4}
\end{align*}
$$

and

$$
\begin{align*}
V_{j_{1} j_{2}-j_{3} j_{4}}^{n n^{\prime}-n n^{\prime}}= & \frac{1}{L_{x} L_{y}} \sum_{s, t \in \mathbb{Z}} e^{-\frac{q^{2}}{2}}\left[\left(\mathcal{L}_{1}\left(q^{2} \ell^{2}\right)+\mathcal{L}_{0}\left(q^{2} \ell^{2}\right)\right)\left(e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{4}\right)}+e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{3}\right)}\right)\right. \\
& \left.-\left(\mathcal{L}_{1}\left(q^{2} \ell^{2}\right)-\mathcal{L}_{0}\left(q^{2} \ell^{2}\right)\right)\left(e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{1}-j_{3}\right)}+e^{\frac{i 2 \pi s}{N_{\phi}}\left(j_{2}-j_{4}\right)}\right)\right] \tag{5.5}
\end{align*}
$$

Both intra and inter-LL matrix elements are independs of LL-indices.
Cylinder geometry : For calculation of cylinder matrix elements, we use the same form of $V(q)$ which was used in the case of torus geometry.

### 5.2 Exact Eigenfunctions

As was argued in Sec 3.2, exact eigenfunctions of the model Hamiltonian can be constructed on the disk geometry. In this section, we first show how to generalize these eigenfunctions to the cylinder geometry. We then discuss the sphere and torus geometries and show that similar generalization does not work in these cases. Eigenfunctions can nevertheless be written down for low-energy QP type excitations of FQH system at filling $1 / 3$ for both the geometries.

### 5.2.1 Generalizing disk eigenfunctions to cylinder

The unprojected CF state on the cylinder is given by

$$
\begin{equation*}
\Psi_{\nu=\frac{\nu^{*}}{2 p \nu^{*}+1}}=\prod_{i<j}\left(e^{\frac{2 \pi z_{i}}{L}}-e^{\frac{2 \pi z_{j}}{L}}\right)^{2 p} \Phi_{\nu^{*}} \tag{5.6}
\end{equation*}
$$

where $L$ is the length along the periodic direction of cylinder, and $\Phi_{\nu^{*}}$ is the Slater determinant state with Landau orbitals in reduced flux $N_{\phi}^{*}$. For the Landau gauge $\boldsymbol{A}=$ $-x B \hat{e}_{y}$, the single-particle state $\phi_{n, k}(\boldsymbol{r})$ with momentum $k$ in $n$th LL, is given by

$$
\begin{align*}
\phi_{n, k}(\boldsymbol{r})= & \mathcal{N} \exp \left(\frac{i 2 \pi k}{L} y\right) \exp \left[-\frac{1}{2}\left(\frac{x}{\ell}-\frac{2 \pi \ell}{L} k\right)^{2}\right] \times \\
& \times H_{n}\left(\frac{2 \pi \ell}{L} k-\frac{x}{\ell}\right) \tag{5.7}
\end{align*}
$$

where $\mathcal{N}$ is normalization, $H_{n}$ is the $n$th Hermite polynomial and $k$ is the momentum quantum number which takes value in $0,1, \ldots, N_{\phi}-1$.

In the spirit of the eigenfunction to our model Hamiltonian in the disk geometry, we replace the coordinates in the Jastrow factor with the guiding-center coordinates, to get

$$
\begin{equation*}
\Psi_{\nu=\frac{\nu^{*}}{2 p \nu^{*}+1}}=\prod_{i<j}\left(e^{\frac{2 \pi \hat{z}_{i}}{L}}-e^{\frac{2 \pi \hat{z}_{j}}{L}}\right)^{2 p} \Phi_{\nu^{*}} \tag{5.8}
\end{equation*}
$$

For the given gauge, the action of $\hat{Z}$ on $\phi_{n, k}(z)$ is manifested through

$$
\begin{equation*}
e^{\frac{2 \pi \hat{z}_{i}}{L}} \phi_{n, k}(z)=e^{\frac{2 \pi^{2}}{L^{2}}(2 k+1)} \phi_{n, k+1}(z) \tag{5.9}
\end{equation*}
$$

Although multiplication with Jastrow factor changes the momentum state of orbitals in $\Phi_{\nu^{*}}$, it does not change their LL-index. Thus, it is easy to see from Eq. (5.9), just like Slater determinant $\Phi_{\nu^{*}}$, the ansatz $\Psi_{\nu}$ is also an eigenfunction of the kinetic energy. Kinetic energy of the state $\Psi_{\nu}$ is identical to that of $\Phi_{\nu^{*}}$, as in the case of disk geometry.

It is not straightforward to see that the ansatz defined in Eq. (5.8) is a zero-energy eigenfunction of the model interaction in the cylinder geometry, however, for a few QPs at filling $\nu=1 / 3$, we numerically verified that the eigenfunctions in Eq. (5.8) match exactly with the ED eigenfunctions of the model interaction. Also, as will be shown in the Sec. 5.3.2, the counting of low energy states match that the 1 QH spectrum, as one would expect from the ansatz in Eq. (5.8).

### 5.2.2 Attempt to generalize disk eigenfunctions to torus

Motivated by the exact eigenfunctions in the disk and cylinder geometry, we consider similar construction of the ansatz on the torus by replacing the coordinates in the Jastrow
factor of the unprojected CF states, [40,34] with the guiding-center coordinates. For the torus geometry, the resulting ansatz is given by

$$
\begin{equation*}
\Psi_{\nu=\frac{\nu^{*}}{2 p \nu^{*}+1}}=\left[F_{1}\left(\hat{Z}_{\mathrm{cm}}\right)\right]^{2 p} \mathcal{J}^{2 p}(\{\hat{Z}\}) e^{-\sum_{i} \frac{z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \Phi_{\nu^{*}} \tag{5.10}
\end{equation*}
$$

where

$$
\mathcal{J}(\{\hat{Z}\})=\prod_{i<j} \vartheta\left[\begin{array}{l}
1 / 2  \tag{5.11}\\
1 / 2
\end{array}\right]\left(\left.\frac{\hat{Z}_{i}-\hat{Z}_{j}}{L_{2}} \right\rvert\, \tau\right)
$$

is the Jastrow factor of guiding-center coordinates. In section, we will write $\mathcal{J}^{2 p}(\{\hat{Z}\})$ as $\hat{\mathcal{J}}$ for brevity. $\hat{Z}_{\mathrm{cm}}=\sum_{i} \hat{Z}_{i}$ is the center-of-mass of guiding-centers and $\Phi_{\nu^{*}}$ is the Slater determinant of Landau orbitals defined in Eq. (4.10) at flux $N_{\phi}^{*}$ instead of $N_{\phi}$. For the torus in Fig. 4.1, we have $\tau=-L_{1} / L_{2} . F_{1}(\hat{Z})$ represents the center-of-mass dependent part of the filled lowest Landau level, [34] given by

$$
F_{1}\left(\hat{Z}_{\mathrm{cm}}\right)=\vartheta\left[\begin{array}{c}
\frac{\theta_{2}}{2 \pi}+\frac{N_{e}-1}{2}  \tag{5.12}\\
\frac{\theta_{1}}{2 \pi}+\frac{N_{e}-1}{2}
\end{array}\right]\left(\left.\frac{\hat{Z}_{\mathrm{cm}}}{L_{2}} \right\rvert\, \tau\right)
$$

where $\theta_{1}$ and $\theta_{2}$ determine the Hilbert space representations of MTOs $t_{i}\left(L_{1}\right)$ and $t_{i}\left(L_{2}\right)$ respectively (see Sec. 4.1.1). In what follows, we show that the generalization of Eq. (5.10) does not yield an eigenfunction of $t_{i}\left(L_{1}\right)$ and is, therefore, not a valid eigenfunction.

To verify the boundary conditions of the ansatz, we calculate the action of the MTOs on each piece of the ansatz one-by-one. A MTO, $t_{i}(\boldsymbol{a})$, can be written in terms of normal translation operators, $T_{i}(\boldsymbol{a})$, in the symmetric gauge as

$$
\begin{equation*}
t_{i}(\boldsymbol{a})=e^{-\frac{i}{2 \ell^{2}} \hat{e}_{z} \cdot\left(\boldsymbol{a} \times \boldsymbol{r}_{i}\right)} T_{i}(\boldsymbol{a}) \tag{5.13}
\end{equation*}
$$

The guiding-center coordinate, $\hat{Z}_{i}$, transform under $t_{i}(a)$ like normal position coordinates $(z)$ transform under $T_{i}(\boldsymbol{a})$. The action of $t_{i}\left(L_{2}\right)$ on various pieces of the ansatz is given as

$$
\begin{gather*}
t_{i}\left(L_{2}\right) F_{1}\left(\hat{Z}_{\mathrm{cm}}\right) t_{i}^{\dagger}\left(L_{2}\right)=e^{i \theta_{2}} F_{1}\left(\hat{Z}_{\mathrm{cm}}\right)  \tag{5.14}\\
t_{i}\left(L_{2}\right) \hat{\mathcal{J}} t_{i}^{\dagger}\left(L_{2}\right)=\hat{\mathcal{J}} \tag{5.15}
\end{gather*}
$$

The action of MTOs on functions of normal position coordinates can be calculated using Eq. (5.13), which gives us

$$
\begin{equation*}
t_{i}\left(L_{2}\right)\left[e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \Phi_{\nu^{*}}\right]=e^{i \theta_{2}}\left[e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \Phi_{\nu^{*}}\right] \tag{5.16}
\end{equation*}
$$

By putting them together, we get

$$
\begin{equation*}
t_{i}\left(L_{2}\right) \Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}}=e^{i \alpha \theta_{2}} \Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}} \tag{5.17}
\end{equation*}
$$

where $\alpha=(2 p+1)$. This implies that $\Psi$ is an eigenfunction of $t_{i}\left(L_{2}\right)$. Now we consider
the action of $t_{i}\left(L_{1}\right)$ on the ansatz $\Psi$. It is easy to check that

$$
\begin{align*}
& t_{i}\left(L_{1}\right) F_{1}\left(\hat{Z}_{\mathrm{cm}}\right) t_{i}^{\dagger}\left(L_{1}\right)=e^{i \theta_{1}} e^{-i \pi \tau} e^{\frac{i 2 \pi \hat{z}_{\mathrm{cm}}}{L_{2}}} F_{1}\left(\hat{Z}_{\mathrm{cm}}\right)  \tag{5.18}\\
& t_{i}\left(L_{1}\right) \hat{\mathcal{J}} t_{i}^{\dagger}\left(L_{1}\right)=e^{-i \pi\left(N_{e}-1\right) \tau} e^{-\frac{i 2 \pi \hat{L}_{\mathrm{cm}}}{L_{2}}} e^{\frac{i 2 \pi N_{e} \tilde{Z}_{i}}{L_{2}}} \hat{\mathcal{J}} \tag{5.19}
\end{align*}
$$

and

$$
\begin{align*}
& t_{i}\left(L_{1}\right)\left[e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \Phi_{\nu^{*}}\right]= \\
& e^{i \theta_{1}} e^{i 2 \pi p N_{e} \tau} e^{-\frac{i 4 \pi p N_{e} \tilde{z}_{i}}{L_{2}}}\left[e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \Phi_{\nu^{*}}\right] \tag{5.20}
\end{align*}
$$

By combining these results together, the action of $t_{i}\left(L_{1}\right)$ on the ansatz is found to be

$$
\begin{equation*}
t_{i}\left(L_{1}\right) \Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}}=e^{i \alpha \theta_{1}} e^{\frac{i 4 \pi p N_{e}}{L_{2}}\left(\hat{Z}_{i}-z_{i}\right)} \Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}} \tag{5.21}
\end{equation*}
$$

Since the action of $t_{i}\left(L_{1}\right)$ on ansatz results in a factor which contains the guiding-center operator $\hat{Z}_{i}$, the ansatz is not an eigenfunction of $t_{i}\left(L_{1}\right)$ and hence not a valid state on torus. Using Eq. (5.18)-(5.20) it can be verified that, similar factor will arise even if we use $F_{1}\left(Z_{\mathrm{cm}}\right)$ with normal center-of-mass coordinate instead, in the ansatz. In summary, this implies that the ansatz obtained by straightforward generalization of Eq. (3.5) valid on disk and Eq. (5.8) valid on cylinder, does not yield an eigenfunction on torus.

### 5.2.3 Exact Eigenfunction for QPs of $\nu=1 / 3$

As shown in the previous section the disk ansatz Eq. (3.5) does not generalize to the torus. It is also not possible to generalize it to spherical geometry as the form of the guidingcenter coordinate is not known for sphere. In this section, we show that for a subset of states namely quasiparticles of the $1 / 3$ state, the ansatz can be written in a simplified form, which generalizes to sphere and torus geometries. For the disk and the spherical geometry we could verify that the results from the ED of the Hamiltonian (Sec. 2.1) match with the form of the eigenfunction presented here. Finally, we show that a similar generalization leads to a valid state on torus, as it satisfies the periodic boundary conditions.

## Ansatz for torus geometry

Motivated by the applicability of ansatz in Eq. (3.11) to the spherical geometry, in this section we ask whether it also gives a valid state on torus. For $N$ QPs on $\nu=1 / 3$ with $N_{e}$ particles in $N_{\phi}$ flux quanta, the analogue of Eq. (3.11) in torus geometry is

$$
\begin{equation*}
\left.\Psi_{1 / 3}^{\mathrm{N}-\mathrm{QPs}}=e^{-\frac{\sum_{i}^{N e} e}{z_{i}^{2}+\left|z_{z}\right|^{2}}} 2 \ell^{2} F_{1}\left(Z_{\mathrm{cm}}\right)\right]^{2} \hat{\mathcal{D}}_{1}^{\mathrm{N}-\mathrm{QPs}}\left(\left\{f_{i}^{k}, \hat{g}_{j}^{q}\right\}\right) \mathcal{J}^{2}(\{z\}) \tag{5.22}
\end{equation*}
$$

where $Z_{\mathrm{cm}}=\sum_{i} z_{i}$ and $\mathcal{J}(\{z\})$ is the Jastrow factor, given by

$$
\mathcal{J}(\{z\})=\prod_{i<j}^{N_{e}} \vartheta\left[\begin{array}{l}
1 / 2  \tag{5.23}\\
1 / 2
\end{array}\right]\left(\left.\frac{z_{i}-z_{j}}{L_{2}} \right\rvert\, \tau\right)
$$

All states inside the determinant $\hat{\mathcal{D}}\left(\left\{f_{i}^{k}, \hat{g}_{j}^{q}\right\}\right)$ see reduced flux $N_{\phi}^{*}=N_{\phi}-2 N_{e}$ and the corresponding magnetic length is given by $\ell^{*}$, defined as $\left(\ell^{*}\right)^{2}=\ell^{2} N_{\phi} / N_{\phi}^{*}$. For $N$ QPs in 2LL, the operator $\hat{\mathcal{D}}_{1}^{\mathrm{N}-\mathrm{QPs}}\left(\left\{f_{i}^{k}, \hat{g}_{j}^{q}\right\}\right)$ is defined as

$$
=\left|\begin{array}{cccc}
f_{0}^{0}\left(z_{1}\right) & f_{0}^{0}\left(z_{2}\right) & \ldots & f_{0}^{0}\left(z_{N_{e}}\right)  \tag{5.24}\\
f_{0}^{1}\left(z_{1}\right) & f_{0}^{1}\left(z_{2}\right) & \ldots & f_{0}^{1}\left(z_{N_{e}}\right) \\
\vdots & \vdots & \vdots & \vdots \\
f_{0}^{N_{\phi}^{*}-1}\left(z_{1}\right) & f_{0}^{N_{\phi}^{*}-1}\left(z_{2}\right) & \ldots & f_{0}^{N_{\phi}^{*}-1}\left(z_{N_{e}}\right) \\
\hat{g}_{1}^{q_{1}}\left(z_{1}, \bar{z}_{1}\right) & \hat{g}_{1}^{q_{1}}\left(z_{2}, \bar{z}_{2}\right) & \ldots & \hat{g}_{1}^{q_{1}}\left(z_{N_{e}}, \bar{z}_{N_{e}}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{g}_{1}^{q_{N_{2}}}\left(z_{1}, \bar{z}_{1}\right) & \hat{g}_{1}^{q_{N_{2}}}\left(z_{2}, \bar{z}_{2}\right) & \ldots & \hat{g}_{1}^{q_{N_{2}}}\left(z_{N_{e}}, \bar{z}_{N_{e}}\right)
\end{array}\right|
$$

where $f_{0}^{k}(z)$ and $f_{1}^{k}(z, \bar{z})$ represent the single particle wave functions in LLL and LL1 respectively, and are defined as [40]

$$
\begin{align*}
f_{0}^{k}(z) & =\vartheta\left[\begin{array}{c}
\frac{k}{N_{\phi}^{*}}+\frac{\theta_{2}}{2 \pi N_{\phi}^{*}} \\
\frac{\theta_{1}}{2 \pi}
\end{array}\right]\left(\left.\frac{N_{\phi}^{*} z}{L_{2}} \right\rvert\, N_{\phi}^{*} \tau\right) \\
f_{1}^{k}(z, \bar{z}) & =\sqrt{2} \ell^{*}\left[\frac{\bar{z}+z}{2\left(\ell^{*}\right)^{2}}-\partial_{z}\right] f_{0}^{k}(z) \tag{5.25}
\end{align*}
$$

The operator $\hat{g}_{1}^{q}(z, \bar{z})=f_{1}^{q}(z, \bar{z})-\hat{f}_{1}^{q}(z, \bar{z})$ is analogous to the $\hat{G}$ operator defined in Eq.(3.13). The operator $\hat{f}_{1}^{q}(z, \bar{z})$ is defined as

$$
\begin{equation*}
\hat{f}_{1}^{q}(z, \bar{z})=\sqrt{2} \ell^{*}\left[-2 \nu \partial_{z} f_{0}^{q}(z)+(1-2 \nu) f_{0}^{q}(z) \partial_{z}\right] \tag{5.26}
\end{equation*}
$$

which implies that $\hat{g}_{1}^{q}(z, \bar{z})$ is given by

$$
\hat{g}_{1}^{q}(z, \bar{z})=\frac{\sqrt{2} N_{\phi}^{*} \ell^{*}}{N_{\phi}}\left[\frac{\bar{z}+z}{2 \ell^{2}} f_{0}^{q}(z)-\partial_{z} f_{0}^{q}(z)-f_{0}^{q}(z) \partial_{z}\right]
$$

such that $\hat{g}_{1}^{q} f_{0}^{k}=\mathcal{P}_{L L 1}\left[f_{1}^{q} f_{0}^{k}\right]$.
Now we show that the state defined in Eq. (5.22) satisfies the periodic boundary conditions. We calculate the action of MTOs $t_{i}\left(L_{1}\right)$ and $t_{i}\left(L_{2}\right)$ on different parts of the ansatz. First, the action on the exponential factor is given by

$$
\begin{gather*}
t_{i}\left(L_{2}\right) e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}}=e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}}  \tag{5.27}\\
t_{i}\left(L_{1}\right) e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}}=e^{i \pi N_{\phi}\left(\tau-\frac{2 z_{i}}{L_{2}}\right)} e^{-\frac{\sum_{i} z_{i}^{2}+\left|z_{i}\right|^{2}}{2 \ell^{2}}} \tag{5.28}
\end{gather*}
$$

Their action on $F_{1}\left(Z_{\mathrm{cm}}\right)$ is given by

$$
\begin{gather*}
t_{i}\left(L_{2}\right) F_{1}\left(Z_{\mathrm{cm}}\right) t_{i}^{\dagger}\left(L_{2}\right)=e^{i \theta_{2}} F_{1}\left(Z_{\mathrm{cm}}\right)  \tag{5.29}\\
t_{i}\left(L_{1}\right) F_{1}\left(Z_{\mathrm{cm}}\right) t_{i}^{\dagger}\left(L_{1}\right)=e^{i \theta_{1}} e^{-i \pi \tau} e^{\frac{i 2 \pi Z_{\mathrm{cm}}}{L_{2}}} F_{1}\left(Z_{\mathrm{cm}}\right) \tag{5.30}
\end{gather*}
$$

Since the Slater determinant $\hat{\mathcal{D}}_{1}^{\mathrm{N}-\mathrm{QPs}}\left(\left\{f_{i}^{k}, \hat{g}_{j}^{q}\right\}\right)$ contains operators, the action of MTOs is rather calculated on the combined piece i.e. $\hat{\mathcal{D}}_{1}^{\mathrm{N}-\mathrm{QPs}}\left(\left\{f_{i}^{k}, \hat{g}_{j}^{q}\right\}\right) \mathcal{J}^{2}$.
In the expansion of the Slater determinant, the $i$ th particle can either be in LLL, in which case it will be represented by some state $f_{0}^{k_{j}}\left(z_{i}\right)$, or it can be in second LL, where it will be an operator $\hat{g}_{1}^{q_{j}}\left(z_{i}\right)$. The operators $\hat{g}_{1}^{q_{j}}\left(z_{i}\right)$ 's commute with each other for different particles. Since, the single particle MTO, $t_{i}(a)$, only affects the $i$ th particle, we only need to check the action on $f_{0}^{k_{j}}\left(z_{i}\right) \mathcal{J}^{2}$ and $\hat{g}_{1}^{q_{j}}\left(z_{i}\right) \mathcal{J}^{2}$, which are given by

$$
\begin{align*}
t_{i}\left(L_{2}\right) f_{0}^{k_{j}}\left(z_{i}\right) \mathcal{J}^{2} & =e^{i \theta_{2}} f_{0}^{k_{j}}\left(z_{i}\right) \mathcal{J}^{2}  \tag{5.31}\\
t_{i}\left(L_{2}\right) \hat{g}_{1}^{q_{j}}\left(z_{i}\right) \mathcal{J}^{2} & =e^{i \theta_{2}} \hat{g}_{1}^{q_{j}}\left(z_{i}\right) \mathcal{J}^{2} \tag{5.32}
\end{align*}
$$

Using Eqs. (5.27), (5.29), (5.31) and (5.32), we get

$$
\begin{equation*}
t_{i}\left(L_{2}\right) \Psi_{\frac{\nu^{*}}{2 \rho \nu^{*}+1}}=e^{i 3 \theta_{2}} \Psi_{\frac{\nu^{*}}{2 \rho \nu^{*}+1}} \tag{5.33}
\end{equation*}
$$

Similarly, the action of $t_{i}\left(L_{1}\right)$ is given by

$$
\begin{gather*}
t_{i}\left(L_{1}\right) f_{0}^{k_{j}}\left(z_{i}\right) \mathcal{J}^{2}=e^{i \theta_{1}} e^{i \pi\left(2-N_{\phi}\right) \tau} e^{\frac{i 2 \pi}{L_{2}}\left(N_{\phi} z_{i}-2 Z_{\mathrm{cm}}\right)} f_{0}^{k_{j}}\left(z_{i}\right) \mathcal{J}^{2}  \tag{5.34}\\
t_{i}\left(L_{1}\right) \hat{g}_{1}^{q_{j}}\left(z_{i}\right) \mathcal{J}^{2}=e^{i \theta_{1}} e^{i \pi\left(2-N_{\phi}\right) \tau} e^{\frac{i 2 \pi}{L_{2}}\left(N_{\phi} z_{i}-2 Z_{\mathrm{cm}}\right)}\left[\hat{g}_{1}^{q_{j}}\left(z_{i}\right)-\frac{i 4 \pi A\left(N_{e}-1\right)}{L_{2}} f_{0}^{q_{j}}\left(z_{i}\right)\right] \mathcal{J}^{2} \tag{5.35}
\end{gather*}
$$

where $A=\sqrt{2} N_{\phi}^{*} \ell^{*} / N_{\phi}$. There are two terms which could cause the boundary conditions to not be satisfied: First, in the Eq. (5.35), we get an addition term $-i 4 \pi A\left(N_{e}-1\right) f_{0}^{q}\left(z_{i}\right) / L_{2}$ along with $\hat{g}_{1}^{q}\left(z_{i}\right)$ inside the square bracket. Secondly, if there are more that 1 QPs in the system, $\hat{g}_{1}^{q}\left(z_{j}\right)$ 's for other QPs will act on the factor $e^{-\frac{i 4 \pi Z_{\mathrm{cm}}}{L_{2}}}$ and produce further terms. These are equivalent to replacing $\hat{g}_{1}^{q_{j}}\left(z_{i}\right)$ for the $i$ th particle with $\hat{g}_{1}^{q_{j}}\left(z_{i}\right)+a f_{0}^{q_{j}}\left(z_{i}\right)$ and $\hat{g}_{1}^{q_{j}}\left(z_{k}\right)$ 's for $k \neq i$ with $\hat{g}_{1}^{q_{j}}\left(z_{k}\right)+b f_{0}^{q_{j}}\left(z_{k}\right)$ in the Slater determinant $\hat{\mathcal{D}}\left(\left\{f_{i}^{k}, \hat{g}_{j}^{q}\right\}\right)$, where $a$ and $b$ are constants for a given problem. Since all the LLL states $f_{0}^{q_{j}}$,s sare filled, the terms of kind $a f_{0}^{q_{j}}\left(z_{i}\right)$ and $b f_{0}^{q_{j}}\left(z_{k}\right)$ can be removed without affecting the determinant $\hat{\mathcal{D}}_{1}^{\mathrm{N}-\mathrm{QPs}}$. Putting everything together from Eqs. (5.28), (5.30), (5.34) and (5.35), we get

$$
\begin{equation*}
t_{i}\left(L_{1}\right) \Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}}=e^{i 3 \theta_{1}} \Psi_{\frac{\nu^{*}}{2 p \nu^{*}+1}} \tag{5.36}
\end{equation*}
$$

which means that it satisfies the torus boundary conditions. Note that we have shown that the wave function in Eq. (5.22) is a valid torus state. The state is an eigenfunction of kinetic energy $H_{\mathrm{KE}}$, however we have not been able to check that the state is a zero energy
eigenfunction of the model interaction on torus. Hence this is a conjecture supported by the validity of ansatz expression in the disk and more importantly in the spherical geometry.

### 5.3 Numerical Results

In Chapter 2, we explored the spectra of the model Hamiltonian in the spherical geometry and explicitly demonstrated the correspondence between spectrum of the model Hamiltonian and the IQH spectrum. In this chapter, we compute the same in torus and cylinder geometries.

First, we present and discuss the features low-energy spectra for the model interaction on the torus geometry. In the results shown below, we consider different Hall liquids are labeled by $\left(N_{\phi}, N_{e}\right)$ configurations. The eigenfunctions are labeled using $K_{2}$ and $\tilde{K}_{1}$ which are quantum numbers associated to MTOs $t_{\mathrm{cm}}\left(\boldsymbol{L}_{2} / N_{\phi}\right)$ and $\tilde{t}_{i}\left(p \boldsymbol{L}_{1}\right)$ (Sec. 4.2). The following results are for a square torus where $\left|L_{1}\right|=\left|L_{2}\right|$ and $L_{\Delta}=0$, which implies $\tau=i$.

### 5.3.1 Spectra on the torus geometry

The CF wave functions [39] describe FQHE systems at Jain sequence filling fraction $\nu=$ $n /(2 p n+1)$ by mapping the interacting system of $N_{e}$ electrons, in flux $N_{\phi}$ (in the units of flux quanta $\phi_{0}=2 \pi \hbar / e$ ), to a non-interacting system of CFs in a reduced flux given by $N_{\phi}^{*}=N_{\phi}-2 p N_{e}$. While in Chapter 2 , we showed that in spherical geometry there is a one-to-one correspondence between IQH and model Hamiltonian spectra, in this section we will show that a similar map exists for torus geometry as well, but instead there is a one-to- $(2 p n+1)$ mapping present in the IQH and FQH spectra for the torus geometry.

From the spectra shown presented in the subsequent section, we infer the following key results. For a system with $N_{e}=p N$ particles in $N_{\phi}=q N$ flux quanta, where $N=$ $\operatorname{gcd}\left(N_{\phi}, N_{e}\right)$, the low-energy spectra of the model Hamiltonian, in a given $\left(\tilde{K}_{1}, K_{2}\right)$-sector, is identical to the $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sector spectra of a non-interacting system in a reduced flux $N_{\phi}^{*}$, where $K_{2}$ and $K_{2}^{I}$ are related by

$$
\begin{equation*}
K_{2}=K_{2}^{I}+r N \quad r=0,1, \ldots, q-1 \tag{5.37}
\end{equation*}
$$

where $K_{2} \in\left[0, N_{\phi}\right) ; K_{2}^{I} \in\left[0, N_{\phi}^{*}\right)$ is the quantum number corresponding to $t_{\mathrm{cm}}\left(\boldsymbol{L}_{2} / N_{\phi}^{*}\right)$ for the IQHE system. We show this equivalence between spectra in several cases below.




Figure 5.1: Panel (a) shows the spectrum for a non-interacting system (IQH) at integer filling factor $\nu^{*}=2$, with $N_{e}=6$ particles in flux $N_{\phi}^{*}=3$. Pair of quantum numbers ( $\tilde{K}_{1}, K_{2}^{I}$ ) label each state along the $x$-axis. Spectrum in each ( $\tilde{K}_{1}, K_{2}^{I}$ )sector is represented by a different marker. In addition, different colors are assigned for unique degeneracy patterns along the $y$-axis. Spectra with red and blue markers have degeneracy pattern of $(1,1,2,4,2,1,1)$ and $(1,2,3,2,1)$, respectively. The state with energy $E / \hbar \omega_{B}=3$ represents the incompressible ground state at integer filling factor $\nu^{*}=2$ whereas states with $E / \hbar \omega_{B}=4$ contain a single neutral excitation. Panel (b) shows the spectra for ZIE eigenspace of the model interaction (FQH) for system with $N_{e}=6$ particles in flux $N_{\phi}=15$ at $\nu=p / q=2 / 5$. The states are labeled with quantum numbers ( $\tilde{K}_{1}, K_{2}$ ) along the $x$-axis and are represented by the same markers used for the ( $\tilde{K}_{1}, K_{2}^{I}$ )-sector of IQH spectrum if $K_{2}$ and $K_{2}^{I}$ satisfy Eq. (5.37). We see that, apart from the 5 -fold topological degeneracy, the spectra is identical to the IQH spectra. Panel (c) shows the same spectra using a different arrangement of ( $\tilde{K}_{1}, K_{2}$ ) along the $x$-axis where the 1 -to- 5 correspondence with IQH spectra in panel ( $a$ ) is more evident. Here definitions of $r, q$ are same as in Eq. (5.37). Panels ( $d$ ) and (e) show maps of IQH spectra (black) in two different ( $\tilde{K}_{1}, K_{2}^{I}$ )sectors, representing 2 unique degeneracy patterns present in the full spectra. This is juxtaposed with the spectrum of the FQH system at corresponding ( $\tilde{K}_{1}, K_{2}$ )sectors satisfying Eq. (5.37).

Incompressible state at $\nu=2 / 5$ : In Fig. 5.1, in panels $(a)$ and (b), we show the spectra of non-interacting system at $\nu^{*}=2$ with low-energy spectra of model interaction at $\nu=2 / 5$, respectively. FQH and IQH systems have $N_{e}=6$ particles in flux $N_{\phi}=15$ and $N_{\phi}^{*}=3$, respectively. Each marker represents an eigenfunction (or eigenfunctions, when degenerate) with its energy shown along $y$-axis. The sectors which these eigenfunction (or eigenfunctions) belong to are represented by a unique combination of quantum numbers $\left(\tilde{K}_{1}, K_{2}^{I}\right)$ and $\left(\tilde{K}_{1}, K_{2}\right)$, along the $x$-axis, for IQH and FQH system respectively. For clarity, eigenfunctions in $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sectors are color-coded according to their degeneracy pattern along the energy axis.

For instance, the spectra for sector $\left(\tilde{K}_{1}, K_{2}^{I}\right)=(0,0)$ of IQH has a degeneracy pattern of $(1,1,2,4,2,1,1)$ at energies $E / \hbar \omega_{B}=(3,4,5,6,7,8,9)$. We have shown all sectors with this pattern in red color. The same degeneracy pattern is seen in the model Hamiltonian spectrum, in $\left(\tilde{K}_{1}=0, K_{2}\right)$-sectors where the $K_{2}$-values are given by $0,3,6,9,12$, as expected from Eq. (5.37). There can be more than one $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sectors with the same degeneracy pattern. Eq. (5.37) suggests that FQH states in each $\left(\tilde{K}_{1}, K_{2}\right)$-sector can be uniquely labeled by $\left(\tilde{K}_{1}, K_{2}^{I}, r\right)$. All FQH states labeled with same $\left(\tilde{K}_{1}, K_{2}^{I}\right)$ have the same spectrum and $r$ takes values in $0,1, \ldots, q-1$. In panel $(c)$ of Fig. 5.1, the choice of $x$-axis ensures that sectors with same $\tilde{K}_{1}$ and $K_{2}^{I}$ appear together, allowing us to clearly see the 1-to-5 correspondence. Fig. 5.1 (c,d) show the spectra at one $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sector of IQH together with the spectrum at sector $\left(\tilde{K}_{1}, K_{2}^{I}+r N\right)$ for $r=0,1, \ldots, q-1$. We note that these sectors have identical spectrum validating the relation in Eq. (5.37).

Incompressible state at $\nu=1 / 3$ : Fig. 5.2 shows the mapping between $\left(\tilde{K}_{1}, K_{2}^{I}\right)$ sectors in IQH spectra and $q=3$ different $\left(\tilde{K}_{1}, K_{2}\right)$-sectors in the FQH for $1 / 3$ state. There are four panels, one for each $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sector of IQH spectra representing a unique degeneracy-pattern present in the full IQH spectra (Fig. 5.4). All of these map to $q=3$ different $K_{2}$-sectors in FQH, which follow Eq. 5.37. Results for $\nu=3 / 7$ are given in Fig. 5.3.


Figure 5.2: Plot showing the IQH-to-FQH mapping in low-energy spectra for IQH system (black) with $\left(N_{\phi}^{*}, N_{e}\right)=(6,6)$, at filling fraction $\nu^{*}=1$, to the corresponding FQH spectra (orange) with $\left(N_{\phi}, N_{e}\right)=(18,6)$ at $\nu=1 / 3$. The full IQH spectra consists of four different degeneracy patterns, and each panel shows their mapping to the corresponding $K_{2}$-sectors for FQH system: $(a)$ in $\tilde{K}_{1}=0$ sector, IQH spectra for $K_{2}^{I}=0$ sector maps to those with $K_{2}=0,6,12$ sectors in FQH system. Panels (b) and $(c)$ show similar maps for other unique spectra in given sectors. Panel ( $d$ ) shows map of spectra which contains zero-energy state corresponding to the incompressible ground state of $\nu=1 / 3$. Full spectrum is shown in Fig. 5.4.


Figure 5.3: Map for low-energy spectra of non-interacting system (black) for $\left(N_{\phi}^{*}, N_{e}\right)=(2,6)$, at $\nu^{*}=3$ to the corresponding spectra of interacting (blue) system for $\left(N_{\phi}, N_{e}\right)=(14,6)$ at $\nu=3 / 7$. The map clearly shows a 7 -fold degeneracy. Since our calculations are restricted to lowest 3 LLs, only $3 / 7$ ground states are present in the spectra.


Figure 5.4: In panel (a), we show the spectrum of model interaction for system on the torus with the configuration $\left(N_{\phi}, N_{e}\right)=(18,6)$ corresponding to filling fraction $\nu=1 / 3$, where the states are labeled by a pair of quantum numbers ( $\tilde{K}_{1}, K_{2}$ ) along the $x$-axis and the $y$-axis represents their energy which is rescaled such that $\hbar \omega_{B} \rightarrow 1$. In this panel, we see that the spectrum of the interacting system (FQH) has a clear gap, which separates the spectrum of the ZIE eigenspace of the interaction, from the finite interaction energy states. The states with finite interaction energy are higher in the spectra, and only a few of them are visible in the given energy range. These states do not map to the spectra of non-interacting (IQH) system and hence are not of our interest. In panel (b), we show the spectrum of IQH system at $\nu^{*}=1$ for configuration $\left(N_{\phi}^{*}, N_{e}\right)=(6,6)$. The states in a given $\left(\tilde{K}_{1}, K_{2}^{I}\right)$-sector of the IQH spectra are color coded for each unique degeneracy pattern. For instance, the eigenfunctions in red have a degeneracy of $(1,6,12,6,1)$ from low to high energy bands. For system with $N_{e} / N_{\phi}=p / q$ where $p, q$ are coprime, each ( $\tilde{K}_{1}, K_{2}^{I}$ )-sector of IQH system is mapped to $q$ different sectors of FQH, such that ( $\tilde{K}_{1}, K_{2}$ ) = $\left(\tilde{K}_{1}, K_{2}^{I}+r \times \operatorname{gcd}\left(N_{e}, N_{\phi}\right)\right)$ where $r=0,1, \ldots, q-1$. This 3 -fold multiplicity in FQH spectrum relative to the IQH spectra is demonstrated in the panel (c).

For charged excitations of $\nu=1 / 3,2 / 5$ : The 1-to- $q$ mapping between corresponding sectors in the IQH and FQH spectra also holds for quasi particles (QPs) and quasi-holes (QHs) of filling fractions $\nu=1 / 3$ and $2 / 5$. The spectra are given in Fig. 5.5.


Figure 5.5: Plot shows the maps between IQH specta and FQH spectra for single charged excitations (QP/QH) at fillings $\nu=1 / 3$ and $2 / 5$. Since $\operatorname{gcd}\left(N_{\phi}, N_{e}\right)=1$ for all these cases, FQH spectra shows $q=N_{\phi}$ fold degeneracy. (a) Spectrum for a system hosting a single QP of IQH at $\nu^{*}=1$ for $N_{e}=7$ and flux $N_{\phi}^{*}=6$ maps to the corresponding FQH spectra at $\nu=1 / 3$ with flux $N_{\phi}=20$. The dots (...) along the $x$-axis indicate that the FQH system has identical spectra for all intermediate $K_{2}$ values. Panel b) shows the similar map in system hosting a single QH instead of a QP where IQH spectra for $N_{e}=6$ and flux $N_{\phi}^{*}=7$, at $\nu^{*}=1$, maps to the corresponding FQH spectra at $\nu=1 / 3$ with $N_{\phi}=19$. Panels ( $c$ ) and (d) show similar mapping for a single QP and QH between FQH at $\nu=2 / 5$ with configurations ( $N_{\phi}=17, N_{e}=7$ ) and ( $N_{\phi}=13, N_{e}=5$ ) to the corresponding IQH spectra for configurations ( $N_{\phi}^{*}=3, N_{e}=7$ ) and ( $N_{\phi}^{*}=3, N_{e}=5$ ), respectively.

Panels (a) and (b), show the IQH-FQH map for the spectra of a single QP and QH at FQH filling $\nu=1 / 3$, respectively. Similarly, panels ( $c$ ) and ( $d$ ), give the maps for a single QP and QH at FQH filling $\nu=2 / 5$, respectively. Since $\operatorname{gcd}\left(N_{\phi}, N_{e}\right)=1$ in all of these cases, there is only one degeneracy pattern in the IQH spectra, hence only one map for any representative ( $\tilde{K}_{1}, K_{2}^{I}$ )-sector of the IQH spectra is sufficient. As the panel shows, in all four cases, each IQH $K_{2}^{I}$-sector maps to $N_{\phi} K_{2}$-sectors of FQH. Since $\operatorname{gcd}\left(N_{\phi}^{*}, N_{e}\right)=1$ in all of these cases, all ( $\tilde{K}_{1}, K_{2}^{I}$ )-sectors in IQH spectra have identical degeneracy pattern [67].

### 5.3.2 Spectra on cylinder geometry

In cylinder geometry, the single particle state is labeled by linear momentum $k$ due to translation invariance along circumference of size $L$. Unlike torus, the cylinder does not have any non-trivial many-body translation symmetries, hence the spectra of model interaction is only indexed by $K_{\text {total }}=\sum_{i} k_{i}$ where $k_{i} \in\left[0, N_{\phi}\right)$ and $N_{\phi}$ is the maximum number of orbitals in each LL. The minimum and maximum values of $k_{i}$ are $k_{\min }=0$ and $k_{\max }=N_{\phi}-1$.


Figure 5.6: Spectra for the model Hamiltonian in cylinder geometry, for FQH systems at filling $\nu=1 / 3$ (panel $(a))$ and $2 / 5$ (panel (b)). The $x$-axis labels the $K_{\text {total }}$ quantum number, and energy $E / \hbar \omega_{B}$ is along the $y$-axis. Lowest 3 LLs are used in these calculations. Panel (a) shows the spectrum for system with $N_{\phi}=15$ and $N_{e}=5$. The numbers above states with $E / \hbar \omega_{B}=0$ represent their degeneracy. The state at $K_{\text {total }}=30$ corresponds to the incompressible ground state at filling $\nu=1 / 3$ and other states are its $\mathrm{QH} /$ edge and center-of-mass excitations. States at higher energy correspond to neutral excitations of $1 / 3$. Similarly, panel (b) shows the spectrum for system with $N_{\phi}=15$ and $N_{e}=6$. Here the state at $K_{\text {total }}=36$ with $E / \hbar \omega_{B}=3$ is the ground state for $\nu=2 / 5$.

In the top panel of Fig. 5.6, we show the spectrum for system with $N_{e}=5$ in flux $N_{\phi}=15$, at filling fraction $\nu=1 / 3$. The eigenfunction with zero energy at $K_{\text {total }}=30$ corresponds to the incompressible ground state of $1 / 3$. At the same energy, the eigenfunctions at higher $K_{\text {total }}$ are the quasi-hole/edge excitations as well as center-of-mass excitations where the numbers represent the degeneracy at a given $K_{\text {total-value. The counting at small momenta }}$ match that of the edge excitation of $\nu=1 / 3$. At large momenta the counting deviates due to finite system size. The states in the higher energy bands are the neutral excitations
of $\nu=1 / 3$. Similarly, the lower panel shows the spectra of state at $\nu=2 / 5$ filling, with $N_{e}=6$ at flux $N_{\phi}=15$. Here the incompressible ground state with energy $E / \hbar \omega_{B}=3$ is at $K_{\text {total }}=36$. Again, the same energy band shows QH/edge and center-of mass excitations at larger $K_{\text {total }}$ values, and the higher energy band hosts neutral excitations of the 2/5 FQH state.

### 5.4 Conclusion

In this chapter, we extend the ideas presented in Chapter 2 and 3 to torus and cylinder geometries. The model Hamiltonian (Sec. 2.1) introduced in there was written in the disk geometry and studied in the disk and spherical geometries. The Hamiltonian has some appealing features - a single Hamiltonian produces incompressible states at all Jain filling fractions of the form $n /(2 p n+1)$ and allows exact eigenfunctions for the incompressible states, quasihole states, quasiparticle and neutral excitations. The spectrum of the system at filling fraction $n /(2 p n+1)$ has a one-to-one correspondence with the IQH states at filling fraction $n$. Only the low relative angular momentum sectors appeared in the Hamiltonian, so we expected that the interaction must be short ranged and that the qualitative results obtained in the disk/spherical geometry should extend to other geometries as well. The interaction presented is not diagonal in position representation and therefore usual approaches to mapping the Hamiltonian from disk geometry to torus/cylinder geometry do not work. Nevertheless, we could construct a Hamiltonian that is motivated by the disk Hamiltonian and has qualitatively the same structure.

The Hamiltonian can be interpreted as that of a multilayer model where different layers have different chemical potentials but each layer is treated as a different LL of same particles. The eigenfunctions of the Hamiltonian when written in the momentum Fock space is then similar to that of a multilayer model. The real space wave functions for multi-Landau level eigenfunctions can be written in a compact form on the disk geometry.

We showed that the structure of this wave function generalizes in a natural way to the cylinder geometry but not to the torus or spherical geometry. On the torus geometry, we showed that the generalization fails to have the right boundary condition. However we could construct the low energy QP excitations of the Laughlin $1 /(2 p+1)$ state in the spherical geometry (Eq. (3.16)); by generalizing a simplified form (Eq. (3.12)) of the general eigenfunction on the disk. On the disk, cylinder and spherical geometry we could verify the eigenfunction by comparing with the numerical (ED) results. This wave function when generalized to the torus geometry produces a wave function (Eq. (5.22)) with the correct boundary conditions and expected total kinetic energy. We conjecture that this is also an eigenfunction of the full interacting Hamiltonian. Explicit verification of the result is challenging due to difficulty in explicit evaluation of the wave function.

The model interaction captures some key features of the FQH phases and excitations at the Jain sequence filling fractions and produces exact eigenfunctions with wave functions
closely similar in structure to the CF excitations. We could ask if a similar model interaction can be written which describes more complex FQH liquids. Interestingly the ideas can be generalized, as shown in Ref [74], to the case of the Moore Read states and allows construction of exact low energy eigenfunctions analogous to the structure of the bipartite composite fermion excitations [75, 76, 77]. Degeneracy on the torus geometry of the Moore Read states have a non-Abelian component in addition to what is expected from the $q$ fold degeneracy due to the center of mass translations. It is interesting ask how this degeneracy will be manifested in a torus geometry generalization of the results in Ref. [74].

## Part II

## Numerical Study of Entanglement spectra of FQH systems

## Chapter 6

## Entanglement Spectra of Partons

The entanglement spectrum (ES) serves as a useful probe of the topological properties of FQH states [63]. It has been argued that the ES has a one-to-one correspondence with the low-energy edge spectrum providing a natural way to understand the edge theory $[63,78$, 79]. Exact analytical calculation of ES can be done for Slater determinant states including the IQH states [80]. Direct numerical calculation of ES of correlated FQH states requires a numerical calculation of the reduced density matrix. The dimension of this matrix grows exponentially with subsystem size, making it infeasible to evaluate the spectra for large systems.

However, for trial wave functions that can be written as a product of Slater determinants (or LLL-projections of that product), the ES across a rotationally symmetric real-space cut can be evaluated in a computationally efficient manner [65, 81]. Such wave functions include the Jain CF wave functions as well the more general set of parton states. In the parton theory, which is a generalization of composite fermion theory of FQHE, the electron is envisaged as being made of $k$ partons, each of which goes into an IQH ground state at filling fraction $n_{\beta}$ [41], where $\beta$ labels the parton species. The LLL-projected $k$-parton state, labeled by a sequence of integers $\left(n_{1}, n_{2}, \cdots, n_{k}\right)$, has the general formgeos

$$
\begin{equation*}
\Psi_{\nu}^{n_{1} n_{2} \cdots n_{k}}=\mathcal{P}_{\mathrm{LLL}} \prod_{\beta=1}^{k} \phi_{n_{\beta}}\left(\left\{z_{i}\right\}\right), \tag{6.1}
\end{equation*}
$$

where $z_{q}=x_{q}+i y_{q}$ is the complex representation of the two-dimensional coordinate of the $q^{\text {th }}$ electron, $\phi_{n}$ is the Slater determinant wave function of $N$ particles that completely fill the lowest $n$ LLs and $\mathcal{P}_{\text {LLL }}$ projects the state into the LLL, as is appropriate in the large magnetic field limit, i.e., $B \rightarrow \infty$. For negative $n_{\beta}$, the state is taken to be $\phi_{\left|n_{\beta}\right|}^{*}$. Since each of the partons have the same density as the parent electrons and all the partons are exposed to the external magnetic field, the $\beta^{\text {th }}$ parton is associated with a charge of $(-e) \nu / n_{\beta}$, where $-e$ is the charge of the electron. The constraint that the charges of the partons should add up to that of electron relates the electronic filling $\nu$ to the parton filling as $\nu=\left[\sum_{\beta} n_{\beta}^{-1}\right]^{-1}$.

The Laughlin wave function [38] $\psi_{1 /(2 p+1)}^{\mathrm{Laughlin}} \equiv \phi_{1}^{2 p+1}$ at filling $\nu=1 /(2 p+1)$ can be viewed as a parton wave function where $2 p+1$ partons, each form a $n_{\beta}=1 \mathrm{IQH}$ state. The Jain CF wave functions $\psi_{n_{1} /\left(2 p n_{1} \pm 1\right)}^{\mathrm{Jain}} \equiv \mathcal{P}_{\mathrm{LLL}} \phi_{1}^{2 p} \phi_{ \pm n_{1}}$ at filling $\nu=n_{1} /\left(2 p n_{1} \pm 1\right)$ for positive integers $n_{1}, p$ are states with $2 p+1$ partons, where $2 p$ of them are at filling $n_{\beta}=1$ and one of them is at filling $\pm n_{1}$. The edge theory of such a state is described by $n_{1}$ bosons [82]. The low energy edge modes, as well as the entanglement spectrum [63], show that the state counting can be interpreted as generated by $n_{1}$ bosonic fields. More generally, edge theory of parton states of the form $\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ which are Abelian, i.e., where none of the $n_{\beta}$ 's that are greater than one repeat, are described by $c=\sum_{\beta} n_{\beta}-(k-1)$ bosons. This can be seen by noting that each IQH state $n_{\beta}$ is made of $n_{\beta}$ bosonic edge modes, yielding in total $\sum_{\beta} n_{\beta}$ bosonic edge modes. However, the density fluctuations of the $k$-partons should be identified which results in a set of $k-1$ constraints. It manifests in a reduction of the number of bosonic degrees of freedom at the edge by $k-1$, leading to above-mentioned value of chiral central charge $c$. This procedure of gluing the unphysical partons back into the physical electrons is already implemented in the wave function of Eq. (6.1) by identifying the coordinates of the different species of partons with the electronic coordinate, i.e., setting $z_{q}^{\beta}=z_{q} \forall \beta$ (each parton IQH wave function is made up of all the electrons).

This motivates us to consider the edge structure for the simplest non-Abelian parton states which contain repeating $n_{\beta}$ 's with $n_{\beta} \geq 2$. The edge spectrum of a quantum Hall system generically depends on the confinement potential and the details of the electronic interactions. A simple approach to access the universal properties of the edge is to look at the entanglement spectrum of the bulk state [63]. In this chapter, we consider the entanglement spectra of states $(22) \equiv \phi_{2}^{2},(222) \equiv \phi_{2}^{3}$, and $(33) \equiv \phi_{3}^{2}$ which represents states at filling fractions $\nu=1,2 / 3$, and $3 / 2$ respectively. States $\phi_{2}^{2}$ and $\phi_{3}^{2}$ are bosonic whereas $\phi_{2}^{3}$ represents a fermionic parton state. Unlike the states with non-repeating $n_{\beta}$ 's where the edge theories are made of multiple bosons, the edge theories of $\phi_{n}^{k}$ are described by, edge currents that satisfy an $\widehat{s u}(n)_{k}$ Kac-Moody algebra, and a $u(1)$ boson [83] yielding a central charge of $k\left(n^{2}-1\right) /(k+n)+1$ (Eq 15.61 of Ref. [84]). Up to a $u(1)$ boson, the edge theory of these states is identical to that of the $k$-cluster Read-Rezayi states [42]. The momentum-space entanglement spectrum of the Read-Rezayi states has been previously studied in Ref. [85]. We mention here that a formalism has recently been developed to rigorously study certain unprojected parton states such as $\phi_{2}^{2}$ and $\phi_{2}^{3}[54,86]$.

The real-space entanglement spectra (RSES) of the parton wave functions have been efficiently evaluated for the case of Jain CF states, thanks to an idea originally introduced in Ref. [65]. The algorithm in general applies to wave functions that can be written as the product of Slater determinants or their LLL-projections, and thus can also be used to evaluate the RSES of certain parton states. In this chapter, we employ the algorithm to unprojected and projected partons states, as well as a few of their bulk excited states and explicitly demonstrate a one-to-one correspondence of the RSES with representations of their edge current algebra.

The chapter is organized as follows. Numerical details of the RSES computation are explained at length in Sec. 6.1. There we provide details of the RSES computation algorithm for parton states and discuss the prescription used for LLL-projection. In that section, we also present the calculation of edge current algebra of $\phi_{n}^{k}$ parton states using representations of $\widehat{s u}(n)_{k}$ Kac-Moody algebra. All the results of the chapter are presented in Sec. 6.2. First, RSES for three parton states which are unprojected $\phi_{2}^{2}, \phi_{2}^{3}$ and $\phi_{3}^{2}$ are presented. We also present the RSES for parton states $\phi_{2}^{2}$ and $\phi_{2}^{3}$ when they have a quasihole excitation. RSES of LLL-projected $\left[\phi_{1}^{2} \phi_{2}\right]^{2}$ is also provided. Edge spectra for unprojected $\phi_{2}^{2}, \phi_{2}^{3}$, and $\phi_{3}^{2}$ are presented which is computed by exact diagonalization of the overlap matrix sectors where LL occupation number is restricted. Finally, we conclude the chapter with a summary of our findings in Sec. 6.3.

### 6.1 Numerical details

### 6.1.1 RSES for parton states

The key computational simplification in the computation of RSES arises from the specific structure of the parton wave functions (Eq. (6.1)), which allows us to identify a small set of states whose span contains all the eigenstates of the reduced density matrix with nonzero eigenvalues. The dimension of this subspace does not scale with the subsystem size. The task then reduces to evaluating the matrix elements of the reduced density matrix between these special sets of states. The simple structure of these basis states allows us to explicitly evaluate these matrix elements using Monte Carlo methods. The method makes it possible to efficiently obtain the ES in a few dominant angular momentum sectors in large systems with hundreds of particles. In comparison, exact diagonalization can compute the momentum-space ES for about 20 particles [87]. Infinite DMRG methods can produce the momentum-space ES for a nominally infinite system if the parent Hamiltonian is known. The latter is not true for the general parton states or the general Jain CF states [88].

The method presented here was introduced in Ref. [89] and has been previously employed to obtain scaling properties of the entanglement Hamiltonian for the Jain CF states [81]. Here we provide details of the method and point out the changes needed when specializing to the case of parton states.

### 6.1.2 Construction of entanglement wave functions

We will work in a disk geometry with a rotationally symmetric cut, shown schematically in Fig. 6.1. Since the full state has a fixed total number of particles $N$, the reduced density matrix is block diagonal in $\left(N_{A}, N_{B}\right)$ sectors, where $N_{A}$ and $N_{B}=N-N_{A}$ are the particles in the subsystem $A$ and $B$ on the two sides of the real-space cut. We will work in one of these blocks where $N_{A / B}$ are close to the expected number of particles in that subsystem $(\nu / 2 \pi$ times the area in units of the magnetic length $\ell=\sqrt{\hbar c /(e B)})$. We assume $\ell=1$
in our calculations. Due to rotational symmetry, the eigenstates of the reduced density matrix can be labeled by the angular momentum eigenvalues. The entanglement spectrum is obtained as the negative logarithm of the eigenvalues of the angular momentum blocks of the reduced density matrix plotted as a function of the angular momenta.


Figure 6.1: A rotationally symmetric real-space cut on disk geometry dividing the full system into $A$ and $B$ subsystems.

Now we proceed to give details of the method. Any Slater determinant wave function of $N$ particles occupying angular momentum orbitals $\left(k_{1}, k_{2}, k_{3} \ldots, k_{N}\right)$ can be expanded as an antisymmetrization of the product of smaller Slater determinants of $N_{A}$ and $N_{B}$ particles as follows:

$$
\begin{equation*}
S_{k_{1} \ldots k_{N}}(Z)=\sum_{\sigma \in P} \epsilon(\sigma) S_{k_{\sigma(1)} \ldots k_{\sigma\left(N_{A}\right)}}\left(Z_{A}\right) S_{k_{\sigma\left(N_{A}+1\right) \ldots k_{\sigma(N)}}}\left(Z_{B}\right) \tag{6.2}
\end{equation*}
$$

where $Z_{A} \equiv\left(z_{1}, \ldots, z_{N_{A}}\right)$ and $Z_{B} \equiv\left(z_{N_{A}+1}, \ldots, z_{N}\right) ; P$ is the set of $\left(N!/ N_{A}!N_{B}!\right)$ permutations of the ordered set $(1, \ldots, N)$ such that first $N_{A}$ and the last $N_{B}$ entries of the $P(1, \ldots, N)$ are in an increasing order, and $\epsilon(\sigma)$ is the sign for a permutation represented by $\sigma$.

Each orbital $k_{i}$ refers to a pair of quantum numbers $\left(n_{i}, m_{i}\right)$ namely the LL-index $n$ and angular momentum quantum-number $m$. In the disk geometry, these orbitals have the form (up to normalization):

$$
\begin{equation*}
\eta_{n, m}(z)=z^{m} L_{n}^{m}\left(\frac{|z|^{2}}{2}\right) \mathrm{e}^{-\frac{|z|^{2}}{4}} \tag{6.3}
\end{equation*}
$$

where $L_{n}^{m}(z)$ is the associated Laguerre polynomial. To keep track of the signs of permutations, we will associate some order within the set of orbitals.

The product of two Slater determinants $S_{M}$ and $S_{R}$ where $M=\left(m_{1}, m_{2}, \ldots, m_{N}\right)$ and $R=\left(r_{1}, r_{2}, \ldots, r_{N}\right)$ can be written as (using Eq. (6.2))

$$
\begin{equation*}
\psi=\sum_{\lambda} \epsilon(\lambda) \xi_{\lambda}^{A}\left(Z_{A}\right) \xi_{\lambda}^{B}\left(Z_{B}\right) . \tag{6.4}
\end{equation*}
$$

Here $\lambda$ goes over all $\left(N!/ N_{A}!N_{B}!\right)^{2}$ possible ways to split the ordered set $M$ into two
disjoint ordered sets $M_{A}$ and $M_{B}$ and the ordered set $R$ into two disjoint ordered sets $R_{A}$ and $R_{B}$. Here $M_{A}$ and $R_{A}$ have sizes $N_{A}$ and $M_{B}$ and $R_{B}$ have sizes $N_{B}$. The sign $\epsilon(\lambda)$ is the sign of the permutation that takes the set $(M, R)$ into $\left(M_{A}, M_{B}, R_{A}, R_{B}\right)$. The entanglement wave functions (EWFs), $\xi$, are defined as

$$
\begin{align*}
\xi_{\lambda}^{A} & =S_{M_{A}}\left(Z_{A}\right) S_{R_{A}}\left(Z_{A}\right), \\
\xi_{\lambda}^{B} & =S_{M_{B}}\left(Z_{B}\right) S_{R_{B}}\left(Z_{B}\right) \tag{6.5}
\end{align*}
$$

The generalization to the case where the product consists of more than two Slater determinants is straightforward. The product $S_{M^{1}} S_{M^{2}} \ldots S_{M^{q}}$ can be written in the form of Eq. (6.4) where the EWFs are given by

$$
\begin{equation*}
\xi_{\lambda}^{A}=\prod_{i=1}^{q} S_{M_{A}^{i}}\left(Z_{A}\right), \quad \xi_{\lambda}^{B}=\prod_{i=1}^{q} S_{M_{B}^{i}}\left(Z_{B}\right) \tag{6.6}
\end{equation*}
$$

Here $\lambda$ corresponds to one of the $\left(N!/ N_{A}!N_{B}!\right)^{q}$ ways to split every $M^{i}$ into disjoint ordered subsets $M_{A}^{i}$ and $M_{B}^{i}$ of sizes $N_{A}$ and $N_{B}$.

If a wave function $\psi$ contains more than one copy of the same Slater determinant (for instance, the unprojected Jain CF states $\phi_{1}^{2 p} \phi_{n}$ ), then different splittings $\lambda$ can result in the same EWFs. To clarify this, consider a 10 -particle state $\phi_{1}^{2}$ which contains the two copies of the Slater determinant $\phi_{1}=S_{(0,1,2,3 \ldots, 9)}$ (all orbitals are in the LLL so the LL indices have been suppressed). Here $M^{1}=M^{2}=(0,1,2 \ldots, 9)$. Two distinct splittings, given by

$$
\begin{aligned}
& M_{A}^{1}=(0,1,2,3,5), M_{B}^{1}=(4,6,7,8,9) \\
& M_{A}^{2}=(0,1,2,4,5), M_{B}^{2}=(3,6,7,8,9)
\end{aligned}
$$

and

$$
\begin{aligned}
& M_{A}^{1}=(0,1,2,4,5), M_{B}^{1}=(3,6,7,8,9) \\
& M_{A}^{2}=(0,1,2,3,5), M_{B}^{2}=(4,6,7,8,9)
\end{aligned}
$$

result in the same EWFs $\xi_{\lambda}^{A}$ and $\xi_{\lambda}^{B}$. This allows simplification of Eq. (6.4) to

$$
\begin{equation*}
\psi=\sum_{i} s_{i} \xi_{i}^{A}\left(Z_{A}\right) \xi_{i}^{B}\left(Z_{B}\right) \tag{6.7}
\end{equation*}
$$

where $i$ indexes the distinct EWFs and $s_{i}$ is the sum of $\epsilon(\lambda)$ for all splittings $\lambda$ that result in the same EWFs $\xi_{i}^{A}, \xi_{i}^{B}$.

### 6.1.3 Diagonalizing $L_{z}^{A}$-blocks of $\rho_{A}$

The RSES can be calculated by diagonalizing the reduced density matrix obtained as $\rho_{A}=$ $\sum_{j, k} s_{j} s_{k}\left|\xi_{j}^{A}\right\rangle\left\langle\xi_{k}^{B} \mid \xi_{j}^{B}\right\rangle\left\langle\xi_{k}^{A}\right|$. Exhaustive enumeration of all splittings $\lambda$ of the resulting

EWFs is computationally infeasible. However, we are typically interested only in the specific small angular momentum sectors. To calculate a block of reduced density matrix $\rho_{A}$ in a fixed $L_{z}^{A}$-sector, we only need to consider a restricted sum of only those EWFs which have the desired angular momentum. This is given by

$$
\begin{equation*}
\rho_{A}^{L_{z}^{A}}=\sum_{j, k}^{\prime} s_{j} s_{k}\left|\xi_{j}^{A}\right\rangle\left\langle\xi_{k}^{B} \mid \xi_{j}^{B}\right\rangle\left\langle\xi_{k}^{A}\right| \tag{6.8}
\end{equation*}
$$

where $L_{z}^{A}=\sum_{i} M_{A}^{i, \text { tot }}$, and $M_{A}^{i, \text { tot }}$ is total momenta of $A$ subsystem for the $i^{\text {th }}$ splitting. For clarity, consider the case of the $\phi_{1}^{2}$ wave function. In a given $\left(N_{A}, N_{B}\right)$-sector of $\rho_{A}$, there are no EWFs with $L_{z}^{A}$ less than $L_{z, \text { min }}^{A}=N_{A}\left(N_{A}-1\right)$ but for angular momenta $0,1,2$ and 3 above $L_{z, \text { min }}^{A}$, the numbers of distinct EWFs are $1,2,5$ and 10 respectively.

It can be shown that the non-zero eigenvalues of $\rho_{A}^{L_{z}^{A}}$ are the same as those of the following finite-dimensional matrix:

$$
\begin{equation*}
M_{j k}=\sum_{i}^{\prime} s_{j} s_{i}\left\langle\xi_{i}^{A} \mid \xi_{j}^{A}\right\rangle\left\langle\xi_{i}^{B} \mid \xi_{k}^{B}\right\rangle \tag{6.9}
\end{equation*}
$$

If the set of the EWFs are overcomplete, then $M$ has excess zero eigenvalues compared to $\rho_{A}^{L_{A}^{A}}$. The excess zero eigenvalues do not affect the entanglement spectra.

The matrix elements of $M$ can be evaluated in terms of the overlaps between the EWFs:

$$
\begin{align*}
\left\langle\xi_{i}^{A} \mid \xi_{j}^{A}\right\rangle & =\int_{A} \bar{\xi}_{i}^{A}\left(Z_{A}\right) \xi_{j}^{A}\left(Z_{A}\right) d Z_{A} \\
\left\langle\xi_{i}^{B} \mid \xi_{j}^{B}\right\rangle & =\int_{B} \bar{\xi}_{i}^{B}\left(Z_{B}\right) \xi_{j}^{B}\left(Z_{B}\right) d Z_{B} \tag{6.10}
\end{align*}
$$

Standard Metropolis Monte Carlo methods can be used to estimate these overlaps up to a proportionality constant. For given $N_{A}$, we choose one of the EWFs with smallest $L_{z}^{A}$ value, $\xi_{0}^{A}$, as the sampling wave function to estimate the overlap ratio $\left\langle\xi_{\lambda}^{A} \mid \xi_{\mu}^{A}\right\rangle /\left\langle\xi_{0}^{A} \mid \xi_{0}^{A}\right\rangle$. For computing $\left\langle\xi_{\lambda}^{B} \mid \xi_{\mu}^{B}\right\rangle /\left\langle\xi_{0}^{B} \mid \xi_{0}^{B}\right\rangle$, we use $\xi_{0}^{B}$, which is complementary EWF to $\xi_{0}^{A}$. Since we use the same sampling wave function for all the $L_{A}$ sector, we get the overlap matrix $M$ upto a multiplicative factor of $\left|\xi_{0}^{A} \xi_{0}^{A}\right|^{-2}$. This also implies that the entire entanglement spectrum can be obtained up to an overall vertical shift.

Lastly, we would like to point out that the above algorithm and its justification also generalize if the product of determinants is replaced by an LLL-projection of the same product wave function. The EWFs should, in this case, be replaced with the corresponding LLL-projected counterparts.

### 6.1.4 Approximation in LLL-projection

The algorithm described in Sec. 6.1.3 is exact up to statistical uncertainty from the Monte Carlo estimations of the matrix elements. The main set of results presented in this chapter is for the unprojected parton states. For these states, the algorithm provides a faithful estimator for the entanglement spectra. However, approximations are needed when calculating the spectra for the projected parton states. In this section, we describe the approximate projection which we used to obtain the LLL EWFs.

In this chapter we consider the ES of the projected wave function of the following form

$$
\begin{equation*}
\psi_{1 / 5}^{2^{2} 1^{4}}=\mathcal{P}_{\mathrm{LLL}}\left[\phi_{1}^{2} \phi_{2}\right]^{2} \sim\left(\mathcal{P}_{\mathrm{LLL}}\left[\phi_{1}^{2} \phi_{2}\right]\right)^{2} \equiv\left[\psi_{2 / 5}^{\mathrm{Jain}}\right]^{2} \tag{6.11}
\end{equation*}
$$

The wave functions on either side of the $\sim$ sign in Eq. (6.11) differ in the details of how the LLL-projection is implemented. We expect such details to not affect the universality class of the phase described by the wave functions [90, 91]. Only the form given on the rightmost side of Eq. (6.11) is amenable to a numerical evaluation for large system sizes and thus this is the form that will be used in this chapter.

Projecting state to LLL in the disk geometry is equivalent to replacing any $\bar{z}$ by $2 \partial_{z}$ in the Slater determinant after taking all the terms with $z$ to the right hand side of the $\bar{z}$ (the derivatives do not act on the Gaussian part of the wave function) [92], i.e.,

$$
\begin{equation*}
\psi_{1 / 5}^{2^{2} 1^{4}}=\left[\phi_{2}\left(\left\{z, \bar{z} \rightarrow 2 \partial_{z}\right\}\right) \phi_{1}^{2}\right]^{2} \tag{6.12}
\end{equation*}
$$

Same replacements need to be applied in the EWFs to obtain their LLL-projections. Getting the exact analytical form of the LLL-projected state is not feasible beyond the case of $\sim 10$ particles. To make progress, we consider an approximate projection scheme where we replace $\bar{z}_{i}$ by the following.

$$
\begin{equation*}
\bar{z}_{i} \rightarrow \sum_{j \neq i}^{N} \frac{2}{z_{i}-z_{j}} \tag{6.13}
\end{equation*}
$$

For the Jain composite wave functions, this is a highly reliable way to perform the LLLprojections [4]. This has also been used in the case of parton wave functions previously [93, 94]. We employ the same approximation to the case of the EWFs here. This produces wave function in the LLL with correlations similar to that of the unprojected wave functions. Thus, in general, we have our approximate projected parton state as

$$
\begin{equation*}
\psi_{n /[m(n+1)]}^{n^{m} 1^{m}}=\left[\phi_{1} \times \phi_{n}\left(\left\{z, \bar{z}_{i} \rightarrow \sum_{j \neq i}^{N} \frac{2}{z_{i}-z_{j}}\right\}\right)\right]^{m} \tag{6.14}
\end{equation*}
$$

which is used for RSES calculation.

### 6.1.5 Edge counting from edge current algebra representations

The parton states considered in this chapter namely $\left[\phi_{1}^{a} \phi_{n}\right]^{k}$ have edge mode currents carrying a representation of the $\widehat{s u}(n)_{k} \times u(1)$ algebra. Algorithms discussed in the previous sections calculate the entanglement spectra reflecting the edge spectra of the states. To compare the entanglement spectra with the counting expected from the current algebra, in this section, we summarize the construction of the representations of the $\widehat{s u}(n)_{k}$ algebra, which has the form

$$
\begin{equation*}
\left[J_{l}^{a}, J_{m}^{b}\right]=\imath \sum_{c} f^{a b c} J_{l+m}^{c}+k l \delta_{l+m, 0} \delta_{a, b} \tag{6.15}
\end{equation*}
$$

Here the indices $l, m \in \mathbb{Z}, 1 \leq a, b \leq \operatorname{dim}(s u(n))$ and $f^{a b c}$ are the structure factors for the $s u(n)$ Lie algebra. We provide a simplified picture of the construction, presented in parallel with ideas from the more familiar case of the highest weight representations of the $s u(2)$ algebra. Further details on these ideas can be found in Chapters 13 and 14 of Ref. [84].

As in the case of $s u(2)$, the highest weight representations are labeled by the quantum numbers of the highest weight state, and the remaining basis states in the representation can be obtained by repeated action of ladder operators. The dominant highest weight representations of $\widehat{s u}(n)_{k}$ are labeled by the Dynkin labels $\vec{\mu}=\left[\mu^{(0)}, \mu^{(1)}, \ldots, \mu^{(r)}\right]$ of the highest weight state $|\mathrm{hw}\rangle$. Here $r$ is the dimension of the maximal commuting sub-algebra of $\widehat{s u}(n)_{k}$, and $\mu^{(i)}$ 's are non-negative integers that add up to $k$. Thus the highest weight representations of $\widehat{s u}(2)_{2}$ (for which $r=1$ ) are labeled by Dynkin labels $[1,1],[2,0]$ and [ 0,2$]$.

Having discussed the highest weight states, we now discuss the ladder operators. The ladder operators arise from identifying linear combinations of $\left\{J_{n}^{a}\right\}$ that form $s u(2)$ subalgebras of $\widehat{s u}(n)_{k}$. There are $r+1$ independent ladder operators $\left\{E_{0}, E_{1} \ldots E_{r}\right\}$ that can be constructed (See Sec 13.1.3 and 14.1.4 of Ref. [84]). An infinite tower of basis states is generated by the ladder operators acting on the highest weight state. The action of a ladder operator on a basis state reduces the Dynkin label of the state by a fixed integral vector; each ladder operator $E_{i}$ is labeled by this integral vector $\vec{\alpha}_{i}$. These integral directions are determined by details of the algebra encoded in $f^{a b c}$. For $\widehat{s u}(2)_{k}$ these are given by $\vec{\alpha}_{0}=[2,-2]$ and $\vec{\alpha}_{1}=[-2,2]$. (See Sec. 14.1.7 of Ref. [84]).

Repeated action of $E_{i}$ on $|\mathrm{hw}\rangle \equiv|\vec{\mu}\rangle$ creates an $s u(2)$ multiplet. The dimension of this multiplet is $\mu^{(i)}+1$; thus each $E_{i}$ can act on the state $\mu^{(i)}$ times producing basis states $|\vec{\mu}\rangle, E_{i}^{1}|\vec{\mu}\rangle, E_{i}^{2}|\vec{\mu}\rangle, \ldots, E_{i}^{\mu^{i}}|\vec{\mu}\rangle$ with Dynkin labels $\vec{\mu}, \vec{\mu}-\vec{\alpha}_{i}, \vec{\mu}-2 \vec{\alpha}_{i} \ldots \vec{\mu}-\mu^{(i)} \vec{\alpha}_{i}$. Any state $|\vec{\lambda}\rangle$ obtained by action of one of the ladder operators, say $E_{i}$, on any basis state is a highest weight state for the remaining $r$ ladder operators $E_{j},(j \neq i)$, and the corresponding multiplets have dimensions $\lambda^{(j)}+1$. Note that when referring to the Dynkin labels of the highest weight state characterizing the representation we use the symbol $\mu$; the symbol $\lambda$ is used to refer to a general state in the representation.

We illustrate this for the special case of $\widehat{\operatorname{su}}(2)_{2}$. The ideas are summarized in Fig. 6.2 where


Figure 6.2: Representation of $\widehat{s u}(2)_{2}$ generated from the highest weight state with Dynkin label $[1,1]$ (red dot). Other states in the representation are generated by action of ladder operators $E_{0}$ and $E_{1}$. Action of $E_{0}$ on any state is represented by a diagonal arrow and the horizontal arrows show the action of $E_{1}$. Arrows with same colors are used to illustrate successive application of either ladder operators to form an $s u(2)$ multiplet.
we show the representation generated from the highest weight state $\vec{\mu}=[1,1]$ shown in the figure with a red dot. The action of $E_{1}$ is indicated by a horizontal arrow. This generates an $s u(2)$ multiplet of dimension $\mu^{(1)}+1=2$. The action of the $E_{0}$ ladder operator is indicated by a diagonal arrow going down to the lower left. This creates a multiplet of dimension $\mu^{(0)}+1=2$.

The state $E_{1}|\vec{\mu}\rangle$ is a highest weight state for $E_{0}$. It has a Dynkin label $[3,-1]$ and thus is the highest weight state of a dimension $4 s u(2)$ multiplet generated by $E_{0}$ (indicated by the sequence of states connected by the green arrows). The state $E_{0}|\vec{\mu}\rangle$ has a Dynkin label $[-1,3]$ and is the highest weight state of a dimension $4 s u(2)$ multiplet generated by $E_{1}$ (indicated by the sequence of states connected by the red arrows). The Dynkin label $[1,1]$ can be created by two paths in the diagram representing the states $E_{1} E_{0}|\vec{\mu}\rangle$ and $E_{0} E_{1}|\vec{\mu}\rangle$. Whether they are distinct states or linearly dependent is decided by the commutation relation between $E_{1}$ and $E_{0}$, encoded in the structure constants $f^{a b c}$. In general, when a Dynkin label can be arrived at by multiple paths in the diagram, the multiplicity of that Dynkin label is determined by the number of linearly dependent combinations of $E_{i}$ 's that reach there starting from $|\vec{\mu}\rangle$, which in turn is determined by the commutation relations between the ladder operators.

Getting the multiplicities, taking into account all commutation relations can be difficult; thankfully the multiplicities can be obtained directly using the Freudenthal Recursion formula (See Eq 14.136 of Ref. [84]). The formula allowed us to evaluate the multiplicities using simple computational combinatorics. The multiplicities are shown in Fig. 6.2 as an integer above the dot.

The coordinates of the dots in the Fig. 6.2 are chosen as follows. The $x$-axis represents $\lambda^{(0)}$ (note that the Dynkin label $\lambda^{(1)}$ is automatically determined as $k-\lambda^{(0)}$ ) and the $y$ coordinate called the "grade" is determined by the number of actions of $E_{0}$ required to reach the state. We empirically identify the $E_{0}$ with angular momentum raising operator in the edge spectrum. Thus the $y$-coordinate is identified as angular momentum in the spectrum, which means the total number of states at angular momenta $0,1,2$ are $2,6,12$ respectively.

The edge current algebra is $\widehat{s u}(n)_{k} \times u(1)$. The multiplicities at the angular momenta $L_{z}=$ $0,1,2 \ldots$ for the $u_{1}$ boson is given by the integer partitions of $L_{z}$, namely $1,1,2,3,5 \ldots$ (See Sec 14.4.3 of Ref. [84]). The total multiplicity is given by the convolution $\mathcal{M}(L)=$ $\sum_{m=0}^{M} \mathcal{M}_{\widehat{s u}(n)_{k}}(m) \mathcal{M}_{u(1)}(L-m)$ considering all possible ways of partitioning the angular momenta.

### 6.1.6 Representations of $\widehat{s u}(2)_{2}, \widehat{s u}(2)_{3}$ and $\widehat{s u}(3)_{2}$ Kac-Moody algebra

A complete summary of root systems of affine extensions of $s u(2)$ and $s u(3)$ can be found in Ref. [84] (Also see explicit tables in Ref. [95]). We used these ideas to construct the explicit multiplicities for the cases we are interested in. The representation of $\widehat{s u}(2)_{2}$ and $\widehat{s u}(2)_{3}$ are given in Fig. 6.3 and 6.4 respectively.

For $s u(2)$ affine algebra, the simple roots in the Dynkin label basis are given by $E_{0}=[2,-2]$ and $E_{1}=[-2,2]$. In case of $\widehat{s u}(2)_{2}$, the possible highest weights are $[2,0],[1,1]$ and $[0,2]$. Following the procedure described, we get their highest weight representations (Fig. 6.3).



|  |  |  |  | $\stackrel{1(1)}{\square}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ${ }^{2(3)}$ | ${ }^{2(3)}$ |  |  |  |
|  |  | ${ }^{2(3)}$ | ${ }^{4(8)}$ | ${ }^{4(8)}$ | ${ }^{2(3)}$ |  |  |
|  | ${ }^{1(1)}$ | ${ }^{4(8)}$ | $\stackrel{8(19)}{\bullet}$ | ${ }^{8(19)}$ | ${ }^{4(8)}$ | ${ }^{1(1)}$ |  |
|  | ${ }^{2(3)}$ | ${ }^{8(19)}$ | $\stackrel{14(41)}{ }$ | $\stackrel{14(41)}{\bullet}$ | ${ }^{8(19)}$ | ${ }^{2(3)}$ |  |
|  | ${ }^{4(8)}$ | ${ }^{1441)}$ | ${ }_{2}^{24(83)}$ | ${ }^{24(83)}$ | ${ }^{14(41)}$ | ${ }^{4(8)}$ |  |
| $\stackrel{1}{1(1)}$ | ${ }^{8(19)}$ | $\stackrel{24(83)}{ }$ | ${ }^{40(161)}$ | ${ }^{40(161)}$ | $\begin{aligned} & 24(83) \\ & 0 \end{aligned}$ | $8(19)$ | ${ }^{1(1)}$ |
| ${ }^{-5,5,7]}$ | [-3,5] | [-1,3] | [1,1] | [3,-1] | [5,-3] | [7,-5] | [9,-7] |

Figure 6.3: Representations of $\widehat{s u}(2)_{2}$ for all three highest weight states given by Dynkin label $[0,2]$ (left), $[2,0]$ (middle) and $[1,1]$. Dynkin labels for each state are labeled along the $x$-axis. The number above each marker shows the multiplicity of the state whereas the number inside the parenthesis shows the multiplicity corresponding to $\widehat{s u}(2)_{2} \times u(1)$.

Similarly for $\widehat{s u}(2)_{3}$, the possible highest weights are $[3,0],[2,1],[1,2]$ and $[0,3]$. The highest weight representations are presented in Fig. 6.4.


| (c) |  |  |  | $\stackrel{1(1)}{\bullet}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\stackrel{1(1)}{\bullet}$ | ${ }^{2(3)}$ | ${ }^{2(3)}$ | ${ }^{1(1)}$ |  |  |
|  | ${ }^{111}$ | $\stackrel{34}{4}$ | ${ }^{5(9)}$ | ${ }^{5(9)}$ | ${ }^{3(4)}$ |  |  |
|  | $\stackrel{\text { 2(3) }}{ }$ | ${ }_{6}^{6(11)}$ | ${ }^{10(22)}$ | ${ }^{10(22)}$ | ${ }^{6(11)}$ |  |  |
|  | ${ }^{5(9)}$ | ${ }^{13128)}$ | ${ }^{20(51)}$ | ${ }^{20(51)}$ | ${ }^{13(28)}$ | ${ }^{5(9)}$ | ${ }^{1(1)}$ |
|  | ${ }^{10(22)}$ | ${ }^{24(63)}$ | $36(108)$ | ${ }^{36(108)}$ | ${ }^{24(63)}$ | ${ }^{10(22)}$ | ${ }^{2(3)}$ |
|  | ${ }^{20(51)}$ | ${ }^{44(134)}$ | $64(220)$ | ${ }^{64(220)}$ | ${ }^{44(134)}$ | ${ }^{20(51)}$ | ${ }^{5(9)}$ |
| ${ }^{[-4,7]}$ | [-2,5] | [0,3] | [2,1] | [4,-1] | [6,-3] | [8,-5] | [10,-7] |


| (b) |  |  |  | $\stackrel{1(1)}{6}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ${ }^{1(1)}$ | ${ }^{1(2)}$ | ${ }^{1(1)}$ |  |  |  |
|  |  | ${ }^{1(1)}$ | ${ }^{2(3)}$ | ${ }^{3(6)}$ | ${ }^{2(3)}$ | ${ }^{1(1)}$ |  |  |
|  | ${ }_{1}^{1(1)}$ | ${ }^{2(3)}$ | ${ }_{5}^{5(9)}$ | ${ }^{6(14)}$ | ${ }^{5(9)}$ | ${ }_{\text {2 }}^{(3)}$ | $\stackrel{1(1)}{6}$ |  |
|  | ${ }^{1(2)}$ | $\stackrel{5(9)}{ }$ | $\stackrel{9(21)}{\bullet}$ | ${ }^{12(32)}$ | $\xrightarrow{9(12)}$ | ${ }^{5(9)}$ | ${ }^{1(2)}$ |  |
|  | ${ }^{3(6)}$ | ${ }^{9(21)}$ | ${ }_{\bullet}^{18(48)}$ | ${ }^{21(66)}$ | ${ }^{18(48)}$ | $9((1)$ | ${ }^{3(6)}$ |  |
| ${ }^{1(1)}$ | ${ }_{6}^{6(14)}$ | $\stackrel{1848)}{ }$ | ${ }^{31(99)}$ | ${ }^{39(135)}$ | ${ }^{31}(9)$ | ${ }^{1848)}$ | ${ }_{614}^{6}$ | $\stackrel{1(1)}{ }$ |
| ${ }_{[-5,8]}$ | ${ }^{[-3,6]}$ | ${ }_{[-1,4]}{ }^{\text {a }}$ | ${ }^{[1,2]}$ | [3,0] | [5,-2] | [7,-4] | [9,-6] | [11,-8] |



Figure 6.4: Representations of $\widehat{s u}(2)_{3}$ for all possible highest weight states given by Dynkin label: (a) $[0,3]$, (b) $[3,0]$, (c) $[2,1]$ and (d) $[1,2]$. Dynkin labels for each state are labeled along the $x$-axis. The number inside the parenthesis shows the multiplicity corresponding to $\widehat{s u}(2)_{3} \times u(1)$.

Figure 6.5 shows the representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[2,0,0]$. In these figures, multiplicity $\mathcal{M}_{\widehat{s u}(n)_{k}}$ for each Dynkin label is shown above the dot whereas the full multiplicity $\mathcal{M}(L)$ is given in the parenthesis. Other highest weight representations are presented in Figs. $6.6-6.8$.


Figure 6.5: Representation of $\widehat{s u}(3)_{2}$ characterized by the highest weight state with Dynkin label [ $2,0,0$ ]. In each panel, which is labeled by the grade quantum number, action of $E_{1}$ and $E_{2}$ changes the Dynkin label without changing the grade. Highest weight state with Dynkin label $[2,0,0]$ has $\mu^{(1)}, \mu^{(2)}=0$, hence action of $E_{1}$ and $E_{2}$ annihilates the state. Therefore only one state exists for grade $=0$ which is represented by the blue marker in the top left panel. The number above each marker represents the multiplicity of the state whereas the number inside the parentheses corresponds to the same after adding 1 boson. Since $\mu^{(0)}=2, E_{0}$ can act twice to produce states with Dynkin labels $[0,1,1]$ and $[-2,2,2]$ which have grade 1 and 2 respectively. In the top right panel, we get six new Dynkin labels after $E_{1}$ and $E_{2}$ act on $[0,1,1]$. If we think of grade as $L_{z}^{A}$ quantum number in RSES, representation in each panel can be mapped to RSES in different $L_{z}^{A}$ sectors. The arrows give combined multiplicities (with 1 boson) of states spanned by the gray boxes. It turns out that these combined multiplicities are one-to-one mapped with the counting in $\phi_{3}^{2}$ RSES, shown in Fig. 6.12 (middle panel).

For $s u(3)$ affine algebra, the simple roots are $E_{0}=[2,-1,-1], E_{1}=[-1,2,-1]$ and $E_{2}=[-1,-1,2]$. For $\widehat{s u}(3)_{2}$ the possible highest weights are $[2,0,0],[0,2,0],[0,0,2]$, $[1,1,0],[1,0,1]$ and $[0,1,1]$. Figs. 6.6, 6.7, and 6.8 show the representation of $\widehat{s u}(3)_{2}$ for different highest weight states:


Figure 6.6: Representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[0,0,2]$. This representation is identical to that for highest weight state given by Dynkin label [0, 2, 0], but with a rotation. Each panel shows a particlular slice of the full representation labeled by grade quantum number.


Figure 6.7: Representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[1,1,0]$. This representation is identical to that for highest weight state given by Dynkin label $[1,0,1]$, but with a rotation. Each panel shows a particlular slice of the full representation labeled by the grade quantum number.


Figure 6.8: Representation of $\widehat{s u}(3)_{2}$ for highest weight state given by Dynkin label $[0,1,1]$. Each panel shows a particlular slice of the full representation labeled by the grade quantum number. Action of $E_{1}$ and $E_{2}$ on $[0,1,1]$ state creates large number of states in grade $=0$.

### 6.2 Results

In this section, we present the numerically obtained RSES for three different parton states as well as for their quasihole excitations. We compare the structure of RSES with the representations of the corresponding edge current algebra. It is found that the RSES contains multiple distinct branches. This is true for Jain CF states as well where it has been found that the different branches can be associated with the different number of composite fermions occupying the different Lambda levels [96]. We can attribute a similar origin to the different branches in RSES of these partons as well. For this, we find the number of linearly independent edge states after fixing the number of particles in the different LLs in each parton.

### 6.2.1 Real-space entanglement spectra of parton states

Fig. 6.9 shows the RSES of the $\phi_{2}^{2}$ state across a rotationally symmetric cut (schematically shown in Fig. 6.1). The left panel shows the RSES corresponding to a block of the reduced density matrix with $N_{A}=40$ and the right panel is for the block with $N_{A}=41$. RSES is qualitatively unchanged when $N_{B}$ is varied without changing $N_{A}$. For other nearby $N_{A}$ sectors, the RSES is qualitatively the same as the ones shown here - depending on the parity (odd/even) of $N_{A}$.

The density matrix $\rho_{A}$ within an $N_{A}$ block is itself block diagonal in angular momentum sectors. The $x$-axis shows the angular momentum eigenvalues $\left(L_{z}^{A}\right)$ of different blocks. The $y$-axis shows the (negative logarithm of) eigenvalues of that block of the reduced density matrix.


Figure 6.9: RSES of the parton wave function unprojected $\phi_{2}^{2}$. The two different panels show the RSES in two different blocks of $\rho_{A}$ corresponding to $N_{A}=N_{B}=40$ (left) and $N_{A}=41, N_{B}=40$ (right). Entanglement energies $\epsilon$ are the negative logarithm of eigenvalues corresponding to $L_{z}^{A}$-blocks of $\rho_{A}$ in a given $\left(N_{A}, N_{B}\right)$ block. Each marker thus is labeled by its $L_{z}^{A}$ quantum number on $x$-axis which is shifted such that $L_{z, \min }^{A}=0$. The number next to clusters of markers represents the number of eigenvalues in that cluster. Total number of distinct EWFs in any given $L_{z}^{A}$-block is shown just above the top axis.

In the expansion shown in Eq. (6.4), the EWF $\xi_{\lambda}^{A}$ with the smallest angular momentum corresponds to that in which all the $N_{A}$ particles in each parton compactly occupy the smallest single-particle angular momentum states. All possible compact LL configurations for $\phi_{2}^{2}$ are shown in Fig. 6.10. In the case of $\phi_{2}^{2}$ with odd $N_{A}$, the lowest angular momentum is obtained when both the partons have $\left(N_{A}-1\right) / 2$ particles in the LLL and $\left(N_{A}+1\right) / 2$ in the 2 nd LL. This is the only state with this angular momentum. When $N_{A}$ is even, there are three distinct EWFs, all with an angular momentum equal to the lowest angular momentum. There are no EWFs with $L_{z}^{A}$ below these angular momenta, and hence the RSES contains no states for $L_{z}^{A}<L_{z, \text { min }}^{A}$. The $L_{z}^{A}$ values across the $x$-axis in these figures
are relative to this minimum angular momentum $L_{z \text { min }}^{A}$.
(a) Unprojected $\phi_{2}^{2}$; odd $N_{A}$

(b) Unprojected $\phi_{2}^{2}$; even $N_{A}$

(c) Unprojected $\phi_{2}^{2}$ with 1 qh; even $N_{A}$


Figure 6.10: Schematic diagram showing all compact LL configurations for unprojected $\phi_{2}^{2}$ in even and odd $N_{A}$ sectors. Different partons are represented with different colors. For (a) odd $N_{A}$, there is only one configuration with $L_{z, \min }^{A}$ whereas for (b) even $N_{A}$, three distinct LL configurations are possible. We also study RSES for parton states with one quasihole excitation. (c) Shows two possible compact LL configurations for unprojected $\phi_{2}^{2}$ with one quasihole in LLL, when $N_{A}$ is even.

The entanglement energies in the RSES appear in several nearly-degenerate clusters. In Fig. 6.9, the number of entanglement energies in a cluster is shown right next to the cluster. The total number of distinct EWFs with a given $L_{z}^{A}\left(\right.$ and $\left.N_{A}\right)$ obtained by simple enumeration (as described in Sec. 6.1.3) increases quite rapidly with $L_{z}^{A}$. This number is shown just above the top axis of each panel. The total number of entanglement energies in each $L_{z}^{A}$ sector is much less than the number of EWFs. This is due to the extensive number of linear dependencies between the EWFs. As discussed in Sec. 6.1.3, these linear dependencies are reflected as 0 eigenvalues of the matrix $M$.

In general, the total number of the EWFs, total number of linear dependencies, and the total number of entanglement energies in each $L_{z}^{A}$ sector grow rapidly with $L_{z}^{A}$. Due to the proliferation of EWFs, reliable numerical calculation of the matrix $M$ is possible only up to $L_{z}^{A} \sim 5$. These sectors were sufficient to make a comparison with the representations of the current algebra. Quad-precision arithmetic in C codes reliably estimates $M$ in systems as large as 80 particles. Statistical uncertainties in the estimated eigenvalues can be inferred by considering the results of many independent Monte Carlo trials. These error bars are typically comparable to the width of the marker and therefore are not shown.

The $y$-axes of the RSES plots are shifted by an arbitrary constant. This is because the matrix $M$ and therefore its eigenvalues can be calculated only up to a proportionality constant in the Monte Carlo techniques (see Sec 6.1.3). This factor depends only on the Monte Carlo sampling distribution. Since the same distribution is used for all $L_{z}^{A}$ sectors within a single plot, the different $L_{z}^{A}$ sectors are shifted by the same amount. For the calculations presented in each plot, the Monte Carlo sampling wave function was chosen
to be equal to the square of the absolute value of one of the EWFs with angular momentum $L_{z, \min }^{A}$. Since the sampling function is different across different plots (for instance the two panels in Fig. 6.9), the ES in different plots are shifted by different constants.

The radius of the circular cut, (Fig. 6.1) was chosen to be approximately equal to the radius of EWF with the most compact configuration i.e. with a total angular momentum $L_{z, \min }^{A}$. For example, in the case of $\phi_{2}^{2}$, the largest single-particle momenta of the most compact configuration is approximately $N_{A}$. Hence the radius of the cut was chosen as $\sqrt{2 N_{A}}$ (in magnetic length units).
$R S E S$ of $\phi_{2}^{2}$ : Fig. 6.9 shows the RSES of unprojected $\phi_{2}^{2}$ where the left and right panels correspond to even and odd $N_{A}$-blocks respectively. Across different $L_{z}^{A}$ sectors, the clusters in entanglement energies appear as distinct branches. Different arrangement of these branches give the RSES a particular structure. RSES of unprojected $\phi_{2}^{2}$ for even and odd $N_{A}$ consist of different arrangements of two distinct branches $(1,2,6,13, \ldots)$ and $(1,3,8,18 \ldots)$ as shown in Fig. 6.9. The counting and structure of RSES for even $N_{A}$ exactly matches to the $\widehat{s u}(2)_{2} \times u(1)$ representation corresponding to Dynkin label [0, 2] whereas for odd $N_{A}$, it matches with representation corresponding to Dynkin label [2, 0] (left and middle panels in Fig. 6.3).


Figure 6.11: RSES of unprojected $\phi_{2}^{3}$ for $N_{A}=N_{B}=30$ (left) and $N_{A}=31, N_{B}=$ 30 (right) blocks of $\rho_{A}$. Number of distinct EWFs for $L_{z}^{A}$-sectors are much larger than that for $\phi_{2}^{2}$ parton state, and hence spread in clusters in more, partly due to numerical errors.
$R S E S$ of $\phi_{2}^{3}$ : The RSES of unprojected $\phi_{2}^{3}$ is shown in Fig. 6.11 with the left panel showing the spectrum for $\left(N_{A}=30, N_{B}=30\right)$ sector and right panel for $\left(N_{A}=31, N_{B}=30\right)$. Similar to the case of $\phi_{2}^{2}$, we find that the RSES arrangement of unprojected $\phi_{2}^{3}$ only depends on the parity (even or odd) of $N_{A}$. These arrangement consists of two distinct
branches which have counting $(1,2,6,14,32,66, \ldots)$ and $(1,3,9,21,48,99, \ldots)$. We find that the RSES arrangement for even $N_{A}$ exactly matches the highest weight representation of $\widehat{s u}(2)_{3} \times u(1)$ corresponding to Dynkin label $[0,3]$ and the representation corresponding to Dynkin label [3, 0] matches spectrum for odd $N_{A}$ (Fig. 6.4).

RSES of $\phi_{3}^{2}$ : Figure 6.12 shows the RSES of unprojected $\phi_{3}^{2}$ where the left, middle and right panels show the RSES for ( $\left.N_{A}=29, N_{B}=29\right)$, ( $N_{A}=30, N_{B}=31$ ) and ( $N_{A}=31, N_{B}=31$ ) blocks respectively. Three different branches are present in the RSES corresponding to ( $N_{A}=29, N_{B}=29$ ) and ( $N_{A}=31, N_{B}=31$ )-sectors, with counting $(2,8,31,93, .),.(1,4,17,54, .$.$) and (1,6,24,78, .$.$) . For the case of \left(N_{A}=30, N_{B}=31\right)$, we find branches with counting $(1,3,14,45, .),.(2,10,36, .$.$) , and (1,7,24, .$.$) . We use a$ grey vertical line in Fig. 6.12 to represent which eigenvalues are clubbed together in the counting.


Figure 6.12: RSES of unprojected $\phi_{3}^{2}$ for three blocks of $\rho_{A}$ corresponding to $N_{A}=$ $N_{B}=29$ (left), $N_{A}=30, N_{B}=31$ (mid) and $N_{A}=31, N_{B}=31$ (right). As multiple branches emerge in close proximity to each other, we use a vertical (grey) line to show which clusters are clubbed together. Total number of states in these collections are shown next to the vertical lines.

Unlike the case of $\phi_{2}^{2}$ and $\phi_{2}^{3}$, comparing RSES of $\phi_{3}^{2}$ to $\widehat{s u}(3)_{2} \times u(1)$ representation is not straightforward. Let us take an example of RSES for the ( $N_{A}=30, N_{B}=31$ ) sector (middle panel of Fig. 6.12). Total number of states at each angular momentum in the RSES match the total number of states at the corresponding grade in Fig. 6.5. We empirically find that the counting in the branches in the RSES is the sum total of counting along a horizontal line in Fig. 6.5 (shaded gray boxes). In this sense, the spectrum for $N_{A}=30$ matches the $[2,0,0]$ representation of the $\widehat{s u}(3)_{2} \times u(1)$ algebra. Other highest weight representations of $\widehat{s u}(3)_{2} \times u(1)$ are given in Figs. 6.6-6.8. We find that the $N_{A}=29$ and $N_{A}=31$ RSES matches highest weight representations for $[0,0,2]$ and $[0,2,0]$ Dynkin labels respectively, shown in Fig. 6.6. In all the cases that we tested, we find that the aggregate number of states along a line matches exactly with the spectrum obtained from
the current algebra.
The finer structures in each cluster too resemble the counting in the states of individual Dynkin labels. We point this out in the RSES of $N_{A}=29$ shown in the left panel of Fig. 6.12. For instance, at $L_{z}=1$, we find seven clusters with counting ( $1,4,6,8,6,4,1$ ), which can be associated with the total number of states along horizontal lines in the top right panel (grade 1) of Fig. 6.6. The number 4 is obtained by adding three states with Dynkin labels $[0,0,2]$ and one state with Dynkin label [3, $-3,2$ ]. This $3+1$ structure is reflected in the RSES as indicated in the left panel of Fig. 6.12.

RSES of $\phi_{2}^{2}$ and $\phi_{2}^{3}$ with a quasihole: We also explore the RSES for $\phi_{2}^{2}$ and $\phi_{2}^{3}$ when 1 quasihole is added to the system at the origin (Fig. 6.13). Adding a quasihole at the origin is equivalent to having the lowest angular momentum state in any one of the LLs in one of the partons empty. Fig. 6.10 shows a schematic for LL occupation in the two partons of $\phi_{2}^{2}$ when the quasihole is in the lowest angular momentum state of the LLL. We find that the RSES does not change if the quasihole is added to either LL.

The left panel of Fig. 6.13 shows the RSES for $\phi_{2}^{2}$ with a quasihole and $N_{A}=31$. We found that the same RSES is produced for both odd and even $N_{A}$. RSES for $\phi_{2}^{2}$ with a quasihole exactly matches with the $[1,1]$ highest weight representation of $\widehat{s u}(2)_{2} \times u(1)$ (middle panel in Fig. 6.9). RSES for $\phi_{2}^{3}$ with a quasihole, for $N_{A}=30$ (right panel in Fig. 6.13) matches with with [1, 2] highest weight representation of the $\widehat{s u}(2)_{3} \times u(1)$. RSES spectra changes for $N_{A}=31$ which maps exactly to [2,1] highest weight representation of $\widehat{\operatorname{su}}(2)_{3} \times u(1)$. The corresponding representations are shown in the bottom panels of Fig. 6.4.

Unprojected $\phi_{2}^{3}$ with 1 QH

$$
N_{A}=30, N_{B}=30
$$



Unprojected $\phi_{2}^{2}$ with 1 QH
$N_{A}=30, N_{B}=30$


Figure 6.13: RSES of $\phi_{2}^{3}$ (left) and $\phi_{2}^{2}$ (right) where both parton states have a single quasihole placed at $m=0$ angular momentum state of LLL. Both panels show RSES for $N_{A}=N_{B}=30$ block of $\rho_{A}$.

### 6.2.2 RSES for the projected state

Until now we discussed the RSES of unprojected parton states. A natural question is whether the agreement between the RSES and the representations of the edge currents continues to hold even after projection into the LLL. The algorithm that we have used for the calculation extends also to the case of the projected parton states. The calculations run slower due to the computational cost of projection. Moreover, an exact projection into the LLL is not possible except in very small systems. We instead rely on approximate projection as described in Sec. 6.1.4. To enable the use of the projection scheme, we consider a projected state $\psi_{1 / 5}^{2^{2} 1^{4}}$ [see Eq. (6.11)] which is expected to also show the same edge counting as $\phi_{2}^{2}$.

We indeed find that even after the approximation, the RSES of LLL-projected $\psi_{1 / 5}^{2^{2} 1^{4}}$ state has the same structure $\phi_{2}^{2}$ as shown in Fig. 6.14. Note that the number of the EWFs (shown above the panels) in each $L_{z}^{A}$ block is significantly larger than that for unprojected $\phi_{2}^{2}$ (Fig. 6.9). This is a result of the excitations associated with the additional Slater determinants $\phi_{1}$ in the wave function. We find a larger spread in the clusters. An exact match with RSES of unprojected $\phi_{2}^{2}$ suggests that multiplication with factors of $\phi_{1}$ and action of LLL-projection do not alter the topological features (fusion rules of the non-trivial anyons are identical) of a parton state.


Figure 6.14: RSES of LLL-projected $\left[\phi_{1}^{2} \phi_{2}\right]^{2}$ for two blocks of $\rho_{A}$ corresponding to $N_{A}=N_{B}=30$ (left) and $N_{A}=31, N_{B}=30$ (right). The projection is approximated as described in Sec 6.1.4.

### 6.2.3 Origin of the branches and edge overlap matrix

The branches in the entanglement spectra appear in the case of the edge spectrum of composite fermion states as well $[96,65]$. Each branch in that case could be associated with states with a particular occupancy of the composite fermion Landau levels. In this section, we ask whether a similar picture is true in the context of the parton states.

The entanglement spectrum contains states with different occupancy of the Landau levels of each parton. A strategy to address the question could be to expand the Schmidt eigenstates in the EWFs. Then identify the number of particles in each LL in the basis states that contribute predominantly to each Schmidt eigenvector. This strategy does not yield a clear answer as the EWFs are not all linearly independent.

We instead address the problem in the following way. We consider the states with a fixed number of particles in each LL of each parton. We consider the excitations at the edge of the system at each angular momentum. These are the same as the EWFs that we had constructed earlier but with a specific Landau level occupancy of each parton. We consider the overlap matrix of the edge states, $\mathcal{O}$ and plot the (negative logarithm of) eigenvalues for different $L_{z}$-blocks of $\mathcal{O}$. The number of dominant eigenvalues is a measure of the linearly independent states in the space of these states, i.e, the dimension of the space.

Interestingly, the number of dominant eigenvalues of $\mathcal{O}$ at different $L_{z}$ values reproduce the same counting that we saw in the individual branches present in the RSES. The dominant eigenvalues as a function of momentum are plotted in Figs. 6.15 and 6.16 for the case of $\phi_{2}^{2}$ and $\phi_{2}^{3}$ respectively, and further results are summarized in Tables 6.1 and 6.2 respectively.


Figure 6.15: Dominant eigenvalues of the overlap matrix $\mathcal{O}$ for two different Landau level occupancies. Left panel shows the spectra when both partons have identical LL occupation $\left(N_{\mathrm{LLL}}, N_{\mathrm{LL} 1}\right)=(10,10)$. The right one is for when LL occupation of one of the partons is ( $N_{\mathrm{LLL}}+1, N_{\mathrm{LL} 1}-1$ ) and the other one has a configuration $\left(N_{\mathrm{LLL}}, N_{\mathrm{LL} 1}\right)$. The $y$-axis is the negative logarithm of eigenvalues of different $L_{z^{-}}$ blocks of $\mathcal{O}$.

For $\phi_{2}^{2}$ : Figure 6.15 shows dominant eigenvalues of the overlap matrix against $L_{z}$ for two different $\left(N_{\text {LLL }}, N_{\text {LL1 }}\right)$-sectors. The left panel shows the case of $\left(N_{\text {LLL }}^{1,2}, N_{\text {LL1 }}^{1,2}\right)=(10,10)$ (where superscript labels different partons). As shown in Table 6.1, as long as both the partons have same LL occupation, the counting remains the same. The right panel shows the case where $\left(N_{\mathrm{LLL}}^{1}, N_{\mathrm{LL} 1}^{1}\right)=(11,9)$ and $\left(N_{\mathrm{LLL}}^{2}, N_{\mathrm{LL} 1}^{2}\right)=(10,10)$. This produces a different branch. Similarly, we find that more generally whenever $N_{\text {LLL }}^{1}=N_{\text {LLL }}^{2}+1$ and $N_{\mathrm{LL} 1}^{1}=N_{\mathrm{LL} 1}^{2}-1$, we get the same counting (see Table 6.1). The counting that we see in these two cases is in agreement with the individual branches seen in the ground state RSES shown in Fig. 6.9.

| $(10,10) \times(10,10)$ |  |
| :---: | :---: |
| $(11,9) \times(11,9)$ | $1,2,6,13,29,57$ |
| $(12,8) \times(12,8)$ |  |
| $(11,10) \times(11,10)$ |  |
| $(11,9) \times(10,10)$ |  |
| $(12,8) \times(11,9)$ | $1,3,8,18,39,77$ |
| $(12,9) \times(11,10)$ |  |
| $(10,10+q) \times(10,10)$ |  |
| $(11,9+q) \times(11,9)$ | $1,3,8,19,41,83$ |
| $(11,10+q) \times(11,10)$ |  |

Table 6.1: Different LL configurations for parton state $\phi_{2}^{2}$ given by $\left(N_{\text {LLL }}^{1}, N_{\text {LL1 }}^{1}\right) \times$ $\left(N_{\text {LLL }}^{2}, N_{\text {LL1 }}^{2}\right)$ along with counting corresponding to the dominant spectra of its overlap matrix $\mathcal{O}$. Here $N_{L L n}+q$ represents the quasihole addition to $n$th LL.

If we perform a similar calculation of the eigenvalues of the overlap matrix for cases where there is a quasihole at the center, we obtain a counting that matches the individual branches of the RSES shown in the right panel in Fig. 6.13). This counting is independent of the number of the particles in each parton Landau level (Table 6.1). This is consistent with the fact that only one type of branch appear in this RSES.

For $\phi_{2}^{3}$ : Figure 6.16 shows the dominant eigenvalues of the overlap matrix for $\phi_{2}^{3}$ in two different LL occupation sectors. Counting matches the different branches present in the $\phi_{2}^{3}$ RSES (Fig. 6.11). The spectra in the left panel corresponds to LL configuration where all partons have same LL occupation $\left(N_{\text {LLL }}^{1,2,3}, N_{\text {LL1 }}^{1,2,3}\right)=(10,10)$. We checked that the counting remains same as long as all three partons have same LL occupation (Table 6.2). Similarly, we get the second branch (right panel in Fig. 6.16) in the RSES of $\phi_{2}^{3}$ when LL occupation is such that $N_{\text {LLL }}^{1}=N_{\text {LLL }}^{2,3}+1$ and $N_{\text {LL1 }}^{1}=N_{\text {LL1 }}^{2,3}-1$.
$\operatorname{RSES}$ of $\phi_{2}^{3}$ with the quasihole has two distinct branches given by counting $(1,3,9,22,51, \ldots)$ and $(1,4,11,28,63, \ldots)$ as shown in Fig. 6.13. We get the first branch from the dominant

Unprojected $\phi_{2}^{3}$


Figure 6.16: Dominant eigenvalues of overlap matrix $\mathcal{O}$ of $\phi_{2}^{3}$ for different Landau level occupancies. Left panel shows spectra for a configuration when all three partons have identical LL occupation $\left(N_{\text {LLL }}, N_{\text {LL1 }}\right)$. The right one is for a configuration when two partons have same LL occupation $\left(N_{\text {LLL }}, N_{\text {LL1 }}\right)$ and LL configuraion for the third parton is given by $\left(N_{\text {LLL }}+1, N_{\text {LL1 }}-1\right)$. Two distinct counting we get in these spectra match exactly to those of two distinct branches present in the RSES of $\phi_{2}^{3}$.
spectra corresponding to the LL configuration in which all three partons have the same LL occupation but one parton has a quasihole in LL1 (see Table 6.2). We get the second branch in configurations where $N_{\text {LLL }}^{1}=N_{\text {LLL }}^{2,3}+1$ and $N_{\mathrm{LL} 1}^{1}=N_{\mathrm{LL} 1}^{2,3}-1$ and the quasihole is in one of the latter (indexed by 2,3 ) partons.

| $(10,10)^{3}$ | 1,2,6,14,32,66 |
| :---: | :---: |
| $(11,9)^{3}$ |  |
| $(11,10)^{3}$ |  |
| $(11,9) \times(10,10)^{2}$ | 1,3,9,21,48,99 |
| $(12,8) \times(11,9)^{2}$ |  |
| $(12,9) \times(11,10)^{2}$ |  |
| $(10,10+q) \times(10,10)^{2}$ | 1,3,9,22,51,108 |
| $(11,9+q) \times(11,9)^{2}$ |  |
| $(11,10+q) \times(11,10)^{2}$ |  |
| $\begin{gathered} (11,9) \times(10,10) \times \\ (10,10+q) \end{gathered}$ | 1,4,11,28,63,134 |
| $(12,8) \times(11,9) \times(11,9+q)$ |  |
| $\begin{gathered} (12,9) \times(11,10) \times \\ (11,10+q) \end{gathered}$ |  |

Table 6.2: Different LL configurations for parton state $\phi_{2}^{3}$ given by $\left(N_{\text {LLL }}^{1}, N_{\text {LL1 }}^{1}\right) \times$ $\left(N_{\text {LLL }}^{2}, N_{\mathrm{LL} 1}^{2}\right) \times\left(N_{\mathrm{LLL}}^{3}, N_{\mathrm{LL} 1}^{3}\right)$ along with counting corresponding to the dominant spectra of its overlap matrix $\mathcal{O} .\left(N_{\mathrm{LLL}}^{i}, N_{\mathrm{LL} 1}^{i}+q\right)$ represents the LL occupation sector where a quasihole is added to LL1 of the $i$ th parton.

### 6.3 Conclusion

In this chapter, we have studied the RSES of a variety of unprojected parton states given by $\phi_{2}^{2}$, $\phi_{2}^{3}$, and $\phi_{3}^{2}$ for bipartitions of systems with as many as 80 particles. The RSES of $\phi_{2}^{2}$ and $\phi_{2}^{3}$ was also computed when the parton states had quasihole excitations in the bulk. We found that counting present in RSES for the unprojected parton wave function of the form $\phi_{n}^{k}$ has a one-to-one mapping with the counting of states in the $\widehat{s u}(n)_{k} \times u(1)$ edge current algebra. RSES counting that matches with different representations of the algebra could be realized by considering sectors of the reduced density matrix with odd and even numbers of particles or by insertion of a quasihole.

We also studied RSES of LLL-projected $\left[\phi_{1}^{2} \phi_{2}\right]^{2}$ state with an approximate projection scheme. We found that the RSES for this state has an identical structure as that of unprojected $\phi_{2}^{2}$ which suggests that both states are topologically equivalent (up to Abelian anyons). Multiplication with $\phi_{1}^{2}$ and LLL-projection does not change the topological class of a parton state (to be precise, multiplication by $\phi_{1}^{2}$ does not change the chiral central charge but does alter other topological quantities like the shift and the charges of the quasiparticles but these can be readily accounted for).

Finally, we computed the spectra of the overlap matrices corresponding to the edge excitations of the parton states while restricting the number of particles in parton Landau levels. The calculations indicate that the different branches seen in the RSES can be associated with different Landau level occupancies of the partons. However, a more thorough study is needed to consider a wider range of Landau-level occupancies to see how they are embedded in the RSES. A careful study of the overlaps between the fixed Landau level occupancy edge state space and the eigenspace of states formed by the individual branches in the RSES can provide a more concrete demonstration of the connection between the Landau level occupancies and the branches. The qualitative similarity in the branch structure of the RSES to the ones previously studied [81] for the Jain sequence states motivates the question of whether these entanglement spectra as well can be associated with a local entanglement Hamiltonian.

## Chapter 7

## RSES of projected FQH states using Monte Carlo

In the previous chapter, we saw that entanglement spectrum of the unprojected CF state and parton states [39] can be efficiently obtained using Monte Carlo methods [65, 97]. The bottleneck in extending the same technique to the projected CF states (which are energetically more favorable) is the difficulty in implementing the LLL projection. In a large number of studies involving energetics of the CF states, an approximate method introduced by Jain and Kamilla (JK) to perform lowest Landau level (LLL) projection has been found to provide computationally efficient and reliable results [98, 99, 100]. Combining the JK projection with the MC methods for RSES evaluation involves further approximations but this can be used for calculations in systems upto hundred particles [65, 81, 97]. Testing the approximations require comparison with computationally expensive but exact RSES calculated using alternate methods. This is the goal of the chapter.

We identify cases where alternate exact methods can be employed to calculate RSES in relatively large systems. For the fermionic Jain 2/5th state, the Trugman-Kivelson (TK) Hamiltonian [47] can be diagonalized to produce an exact expansion of the unprojected CF state. RSES of the state can be obtained using a generalization of the method presented by Chandran et al. in Ref. [101] We use this to show that the MC method indeed produces practically exact results for the RSES.

Construction of exact Hamiltonians for the projected state is an open problem [88], so a similar strategy cannot be employed to test the RSES for the projected state. Instead we consider the case of the bosonic Jain 2/3rd state, where we employ exact projection in a manner that allows us to exactly compute the low momentum entanglement spectrum in systems as large as $N=24$. We find that as system size increases the results from approximate projection employed in the MC method approach the exact RSES, at least in the low momentum sectors.

We emphasize that the results presented in this chapter is not a comparison of the RSES
of the exact projected CF states $\left(\psi_{\text {Ex }}\right)$ and the RSES of the JK projected CF states $\left(\psi_{\mathrm{JK}}\right)$. Since the two states are nearly identical to each other, we expect their RSES to be nearly the same. Instead what we are testing is the effect of the approximate projection used while implementing the MC method for RSES calculation. The approximation in the latter is similar in spirit to the JK projection but is not the same. Secondly, the results presented compare the approximate results from MC estimates of RSES with the RSES of the $\psi_{\mathrm{EX}}$. The comparison is done with $\psi_{\mathrm{EX}}$ rather than with $\psi_{\mathrm{JK}}$ because, using methods described in Sec. 7.2.2, RSES of $\psi_{\mathrm{EX}}$ can be computed exactly at least for small systems. Doing the same for $\psi_{\mathrm{JK}}$ is harder.

This chapter is structured as follows. We begin by presenting the numerical techniques involved. We present, in Sec 7.1, a strategy for a numerically exact computation of the RSES of the unprojected Jain 2/5th state obtained from exact diagonalization of the TK Hamiltonian. We will later use this to demonstrate that the RSES using MC method is practically exact for the unprojected state. In Sec. 7.2, we give a summary of the method for computing RSES of variational states by expanding them in terms of entanglement wavefunctions (EWFs). The details of the method, originally introduced in Ref. [65], can be found in Refs. [81, 97]. Section 7.2 .2 provides the details for using this method with exactly projected Jain $2 / 3$ rd state of bosons. We could use this to obtain numerically exact RSES in systems up to size 24. Section 7.2.5 details the approximations that are made to perform LLL projection of the EWFs, which makes accessing large systems possible. All numerical results benchmarking the methods are given in Sec. 7.3, and finally we conclude with Sec. 5.4.

Notations: All calculations in the chapter are performed for systems in the spherical geometry where the single particle Landau orbitals for a particle in the $n$th LL and with angular momentum $m$ are the monopole harmonics, [32, 33, 31] given by

$$
\begin{equation*}
Y_{Q n m}=N_{Q n m}(-1)^{Q+n-m} v^{Q-m} u^{Q+m} \times \sum_{s=0}^{n}\binom{n}{s}\binom{2 Q+n}{Q+n-m-s}|v|^{2(n-s)}|u|^{2 s} \tag{7.1}
\end{equation*}
$$

where $u$ and $v$ are given by $u=\cos (\theta / 2) e^{\iota \phi / 2}$ and $v=\sin (\theta / 2) e^{-\iota \phi / 2}$ in terms of coordinates $0 \leq \theta<\pi$ and $0 \leq \phi<2 \pi$ on the sphere, and $Q$ quantifies the strength of monopole which produces a radial magnetic field of flux $2 Q$ in units of flux quanta $\phi_{0}=h c / e$. The normalization factor is given by

$$
\begin{equation*}
N_{Q n m}=\left(\frac{(2 Q+2 n+1)}{4 \pi} \frac{(Q+n-m)!(Q+n+m)!}{n!(2 Q+n)!}\right)^{1 / 2} \tag{7.2}
\end{equation*}
$$

### 7.1 RSES of state expanded in Slater determinant basis

In this section, we describe the method to calculate RSES for fermionic quantum Hall states which are expressed as linear combinations

$$
\begin{equation*}
\psi\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)=\sum_{\lambda} c_{\lambda} \mathcal{M}_{\boldsymbol{\lambda}}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right) \tag{7.3}
\end{equation*}
$$

where the basis states $\mathcal{M}_{\boldsymbol{\lambda}}$ are Slater determinants of single particle momentum orbitals. The coefficients $c_{\boldsymbol{\lambda}}$ 's can, for instance, be from exact diagonalization. The basis states $\mathcal{M}_{\boldsymbol{\lambda}}$ are parametrized by the ordered list of occupied single particle orbitals $\boldsymbol{\lambda} \equiv\left(\lambda_{1}, \lambda_{2} \ldots\right)$ and can be expanded as

$$
\begin{equation*}
\mathcal{M}_{\boldsymbol{\lambda}}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)=\frac{1}{\sqrt{N!}} \sum_{\sigma \in \mathcal{S}_{N}} \epsilon(\sigma) \prod_{i=1}^{N} \phi_{\lambda_{\sigma(i)}}\left(\boldsymbol{r}_{i}\right) \tag{7.4}
\end{equation*}
$$

where $\phi_{\lambda_{i}}\left(\boldsymbol{r}_{i}\right)$ 's are the normalized single particle Landau orbitals $\lambda_{i} \equiv\left(n_{i}, m_{i}\right)$ specified by the LL-index $n_{i}$ and the angular momentum $m_{i}$, and $\mathcal{S}_{N}$ is the set of all permutations of $(1,2, \ldots, N)$. In the spherical geometry, the single particle orbitals are given by monopole harmonics given in Eq. (7.1).

We present a method which enables us to compute RSES for states with particles occupying different LLs. For a real-space cut which respects the rotational symmetry of the system, angular momentum states (projected onto either subsystem) remain orthogonal to each other as long as they are in same LL. However states with same angular momentum but different LLs have non-zero overlap due to restricted limits of integration within each subsystem. The method presented below extends the one given in Ref. [101] which works for states restricted to the LLL, by incorporating non-orthogonal momentum states.

In this chapter, we will use this method to compute the RSES of unprojected Jain 2/5state, which we get as the ground state (using ED) of Trugman-Kivelson Hamiltonian [47] projected into the lowest 2 LLs treated as degenerate.


Figure 7.1: Azimuthally symmetric cut for the spherical geometry.

For any wavefunction $\psi\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)$ for $N$ particles, the density matrix is given by

$$
\begin{equation*}
\rho\left(\boldsymbol{r}_{1}^{\prime}, \ldots, \boldsymbol{r}_{N}^{\prime} ; \boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)=\frac{\bar{\psi}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right) \psi\left(\boldsymbol{r}_{1}^{\prime}, \ldots, \boldsymbol{r}_{N}^{\prime}\right)}{\int \prod_{i} \mathrm{~d}^{2} \boldsymbol{r}_{i}\left|\psi\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)\right|^{2}} \tag{7.5}
\end{equation*}
$$

We partition the system into two subsystems $A$ and $B$ using an azimuthally symmetric cut (Fig. 7.1) and consider the sector where region $A$ contains $N_{A}$ particles (and $B$ has $N_{B}=N-N_{A}$ particles). We use the following shorthands for collections of particle coordinates $\boldsymbol{R} \equiv\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right), \boldsymbol{R}_{A} \equiv\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N_{A}}\right)$ and $\boldsymbol{R}_{B} \equiv\left(\boldsymbol{r}_{N_{A}+1}, \ldots, \boldsymbol{r}_{N}\right)$.

The reduced density matrix for subsystem $A$ is then given by

$$
\begin{align*}
\rho_{N_{A}}\left(\boldsymbol{R}_{A}^{\prime} ; \boldsymbol{R}_{A}\right) & =\frac{\int_{B} \mathrm{~d} \boldsymbol{R}_{B} \rho\left(\boldsymbol{R}_{A}, \boldsymbol{R}_{B} ; \boldsymbol{R}_{A}^{\prime}, \boldsymbol{R}_{B}\right)}{\int_{A} \mathrm{~d} \boldsymbol{R}_{A} \int_{B} \mathrm{~d} \boldsymbol{R}_{B} \rho\left(\boldsymbol{R}_{A}, \boldsymbol{R}_{B} ; \boldsymbol{R}_{A}, \boldsymbol{R}_{B}\right)} \\
& =\frac{1}{p_{N_{A}}}\binom{N}{N_{A}} \int_{B} \mathrm{~d} \boldsymbol{R}_{B} \rho\left(\boldsymbol{R}_{A}, \boldsymbol{R}_{B} ; \boldsymbol{R}_{A}^{\prime}, \boldsymbol{R}_{B}\right) \tag{7.6}
\end{align*}
$$

where $p_{N_{A}}$ is the probability that subsystem $A$ contains exactly $N_{A}$ particles. Using Eqs. (7.3) and (7.4), we can rewrite the Eq. (7.6) as

$$
\begin{equation*}
\rho_{N_{A}}=\frac{1}{p_{N_{A}}}\binom{N}{N_{A}} \sum_{\boldsymbol{\lambda}, \boldsymbol{\lambda}^{\prime}} \bar{c}_{\boldsymbol{\lambda}} c_{\boldsymbol{\lambda}^{\prime}} \int_{B} \mathrm{~d} \boldsymbol{R}_{B} \overline{\mathcal{M}}_{\boldsymbol{\lambda}} \mathcal{M}_{\boldsymbol{\lambda}^{\prime}} \tag{7.7}
\end{equation*}
$$

To simplify further, we will use the following property

$$
\begin{equation*}
\mathcal{M}_{\lambda}(\boldsymbol{R})=\sqrt{\frac{N_{A}!N_{B}!}{N!}} \sum_{\substack{\mu, \nu \\\langle\boldsymbol{\mu} ; \boldsymbol{\nu}\rangle=\lambda}} \epsilon_{\mu \nu} \mathcal{M}_{\mu}\left(\boldsymbol{R}_{A}\right) \mathcal{M}_{\nu}\left(\boldsymbol{R}_{B}\right) \tag{7.8}
\end{equation*}
$$

Here the Slater determinant of $N$ particles is expanded as anti-symmetrization of products of Slater determinants corresponding to ordered set of orbitals $\boldsymbol{\mu}$ (of size $N_{A}$ ) and $\boldsymbol{\nu}$ (of size $N_{B}$ ) such that the ordered combination of two is equal to $\boldsymbol{\lambda}$ (this constraint is represented by $\langle\boldsymbol{\mu} ; \boldsymbol{\nu}\rangle=\boldsymbol{\lambda})$. The sign corresponding to the permutation $\sigma$, which makes $\left(\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(N)}\right)=\left(\mu_{1}, \ldots, \mu_{N_{A}}, \nu_{N_{A}+1}, \ldots, \nu_{N}\right)$ is given by $\epsilon_{\mu \nu}=\epsilon(\sigma)$. This allows us to rewrite $\rho_{N_{A}}$ as

$$
\begin{equation*}
\rho_{N_{A}}\left(\boldsymbol{R}_{A}^{\prime}, \boldsymbol{R}_{A}\right)=\sum_{\mu, \mu^{\prime}} Q_{\mu, \mu^{\prime}} \overline{\mathcal{M}}_{\mu}\left(\boldsymbol{R}_{A}\right) \mathcal{M}_{\mu^{\prime}}\left(\boldsymbol{R}_{A}^{\prime}\right) \tag{7.9}
\end{equation*}
$$

where

$$
\begin{gather*}
Q_{\mu, \mu^{\prime}}=\frac{1}{p_{N_{A}}} \sum_{\nu, \nu^{\prime}} \int_{B} \mathrm{~d} \boldsymbol{R}_{B} \overline{\mathcal{F}}_{\boldsymbol{\nu}}^{\mu}\left(\boldsymbol{R}_{B}\right) \mathcal{F}_{\nu^{\prime}}^{\mu^{\prime}}\left(\boldsymbol{R}_{B}\right) \\
\mathcal{F}_{\nu}^{\mu}\left(\boldsymbol{R}_{B}\right)=\epsilon_{\mu \nu} c_{\langle\boldsymbol{\mu} ; \boldsymbol{\nu}\rangle} \mathcal{M}_{\boldsymbol{\nu}}\left(\boldsymbol{R}_{B}\right) \tag{7.10}
\end{gather*}
$$

This integral contains the overlaps between the angular momentum states which are restricted in $B$ subsystem. As mentioned before, overlap between single particle momentum
orbitals in subsystem $B$ is non-zero only when they have same angular momentum. Hence, only those ordered sets $\boldsymbol{\nu}, \boldsymbol{\nu}^{\prime}$ contribute in the sum in Eq. (7.1) which have identical set of angular momentum quantum numbers. Note that the LL-indices need not be the same. The matrix $Q$ in Eq. (7.10) can be numerically computed by summing over such ordered sets $\boldsymbol{\nu}$ and $\boldsymbol{\nu}^{\prime}$.

The reduced density matrix $\rho_{N_{A}}$ is block-diagonal in angular momentum. Its $L_{z}^{A}$-sectors, represented as $\rho_{N_{A}, L_{z}^{A}}$ is

$$
\begin{equation*}
\rho_{N_{A}, L_{z}^{A}}\left(\boldsymbol{R}_{A}^{\prime}, \boldsymbol{R}_{A}\right)=\sum_{\mu, \mu^{\prime}}^{\prime} \overline{\mathcal{M}}_{\mu}\left(\boldsymbol{R}_{A}\right) Q_{\mu, \mu^{\prime}} \mathcal{M}_{\boldsymbol{\mu}^{\prime}}\left(\boldsymbol{R}_{A}^{\prime}\right) . \tag{7.11}
\end{equation*}
$$

where we the restricted sum is over ordered sets $\boldsymbol{\mu}, \boldsymbol{\mu}^{\prime}$ of size $N_{A}$ which have the correct total angular momentum i.e. $L_{z}(\boldsymbol{\mu})=L_{z}\left(\boldsymbol{\mu}^{\prime}\right)=L_{z}^{A}$. As the Slater determinant states $\mathcal{M}_{\boldsymbol{\mu}} \mathrm{s}$ span the entire Hilbert space of $A$-subsystem, any eigenvector $\chi$ of $\rho_{N_{A}}$ with eigenvalue $k$ can be written as following linear combination

$$
\begin{equation*}
\chi\left(\boldsymbol{R}_{A}\right)=\sum_{\mu} a_{\mu} \mathcal{M}_{\mu}\left(\boldsymbol{R}_{A}\right) \tag{7.12}
\end{equation*}
$$

where the basis $\mathcal{M}_{\mu} \mathrm{s}$ are generally not orthogonal if they contain states from higher LLs ( $n>1$ ). Using the eigenvalue equation, given by

$$
\begin{equation*}
\int_{A} \mathrm{~d} \boldsymbol{R}_{A} \rho_{N_{A}}\left(\boldsymbol{R}_{A}, \boldsymbol{R}_{A}^{\prime}\right) \chi\left(\boldsymbol{R}_{A}\right)=k \chi\left(\boldsymbol{R}_{A}^{\prime}\right) \tag{7.13}
\end{equation*}
$$

and Eq. (7.12), it can be shown that a matrix $M$ can be constructed such that it has same set of non-zero eigenvalues as that of $\rho_{N_{A}}$, where $M=Q P$ where $Q$ is defined in Eq. (7.10) and $P$ is given by

$$
\begin{equation*}
P_{\mu, \mu^{\prime}}=\int_{A} \mathrm{~d} \boldsymbol{R}_{A} \overline{\mathcal{M}}_{\mu}\left(\boldsymbol{R}_{A}\right) \mathcal{M}_{\mu^{\prime}}\left(\boldsymbol{R}_{A}\right) \tag{7.14}
\end{equation*}
$$

which is the overlap matrix (inside $A$ ) for EWFs, which can be computed using accurate numerical integration.

The method allows exact computation of RSES for ED eigenstates of various parent QH Hamiltonians where particles are allowed to occupy different LLs [31, 47, 54, 97]. Exponential growth of dimension restricts the usage of this method to only smaller systems ( $N \lesssim 10$ ). Nonetheless, having exact RSES at disposal allows us to benchmark the MC method. In the next section, we discuss an efficient RSES computation method based on the Monte Carlo technique.

### 7.2 RSES using Entanglement Wavefunctions

Many FQH phases are described by wavefucntions which have a product-of-Slater-determinants form, for instance, the Jain CF states [39] and the partonic QH states [41]. An efficient algorithm for RSES computation has already been studied for such QH states, using Monte Carlo method in Ref. [65]. In this section we present a brief overview of the method for unprojected CF states first followed by description of strategies to deal with projected states.

### 7.2.1 RSES of unprojected CF states

The unprojected CF state for $N$-particles at filling fraction $\nu=n /(n p+1)$ has the form

$$
\begin{equation*}
\psi_{n /(n p+1)}^{\text {unproj }}(\boldsymbol{R})=\left[\Phi_{1}(\boldsymbol{R})\right]^{p} \Phi_{n}(\boldsymbol{R}) \tag{7.15}
\end{equation*}
$$

where $\Phi_{n}$ is a Slater determinant state where $N$ particles completely fill $n$ LLs. As before, we assume a rotationally symmetric cut in real space which restricts $N_{A}$ particles in region $A$ and $N_{B}=N-N_{A}$ in the $B$ region. Using Eq. (7.8), one can rewrite the state as

$$
\begin{equation*}
\psi_{n /(n p+1)}^{\text {unproj }}(\boldsymbol{R})=\operatorname{anti} \sum_{\overrightarrow{\boldsymbol{\mu}}, \overrightarrow{\boldsymbol{\nu}}} s(\overrightarrow{\boldsymbol{\mu}} ; \overrightarrow{\boldsymbol{\nu}}) \xi_{\overrightarrow{\boldsymbol{\mu}}}^{A}\left(\boldsymbol{R}_{A}\right) \xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\left(\boldsymbol{R}_{B}\right) \tag{7.16}
\end{equation*}
$$

where $\overrightarrow{\boldsymbol{\mu}}$ and $\overrightarrow{\boldsymbol{\nu}}$ are collections of $p+1$ ordered sets of orbitals $\overrightarrow{\boldsymbol{\mu}}=\left(\boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{p}, \boldsymbol{\mu}^{*}\right)$ and $\overrightarrow{\boldsymbol{\nu}}=\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{p}, \boldsymbol{\nu}^{*}\right)$. Here $\boldsymbol{\mu}_{i}$ and $\boldsymbol{\nu}_{i}($ for each $i=1, \ldots, p$ ) are disjoint ordered sets of orbitals, of length $N_{A}$ and $N_{B}$ respectively, containing single particle orbitals from the Slater determinant $\Phi_{1}$. Similarly, $\boldsymbol{\mu}^{*}$ and $\boldsymbol{\nu}^{*}$ are disjoint ordered sets of lengths $N_{A}$ and $N_{B}$ made of occupied single-particle orbitals from $\Phi_{n}$. Integer valued combinatorical factors $s(\overrightarrow{\boldsymbol{\mu}} ; \overrightarrow{\boldsymbol{\nu}})$ arise from considering the signs in Eq. 7.8. The entanglement wavefunctions (EWFs) $\xi_{\vec{\mu}}^{A}$ and $\xi_{\vec{\nu}}^{B}$ are defined as

$$
\begin{align*}
& \xi_{\overrightarrow{\boldsymbol{\mu}}}^{A}\left(\boldsymbol{R}_{A}\right)=\mathcal{M}_{\boldsymbol{\mu}^{*}}^{A}\left(\boldsymbol{R}_{A}\right) \prod_{i=1}^{p} \mathcal{M}_{\boldsymbol{\mu}_{i}}^{A}\left(\boldsymbol{R}_{A}\right) \\
& \xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\left(\boldsymbol{R}_{B}\right)=\mathcal{M}_{\boldsymbol{\nu}^{*}}^{B}\left(\boldsymbol{R}_{B}\right) \prod_{i=1}^{p} \mathcal{M}_{\boldsymbol{\nu}_{i}}^{B}\left(\boldsymbol{R}_{B}\right) \tag{7.17}
\end{align*}
$$

where $\mathcal{M}_{\boldsymbol{\mu}}^{A}$ and $\mathcal{M}_{\boldsymbol{\nu}}^{B}$ are the Slater determinants where the set of orbitals $\boldsymbol{\mu}$ and $\boldsymbol{\nu}$ are occupied by the particles in $A$ and $B$.

The reduced density matrix of $A$ is block diagonal with each block characterized by $\left(N_{A}, N_{B}\right)$ values. Calculation of a specific block

$$
\begin{equation*}
\rho_{N_{A}}=\operatorname{Tr}_{B} \mathcal{P}_{N_{A} N_{B}}\left|\psi_{n /(n p+1)}^{\text {unproj }}\right\rangle\left\langle\psi_{n /(n p+1)}^{\text {unproj }}\right| \mathcal{P}_{N_{A} N_{B}} \tag{7.18}
\end{equation*}
$$

involves projecting the state into a sector where first $N_{A}$ particles are inside $A$ subsystem
and $N_{B}$ are in $B$. The operator $\mathcal{P}_{N_{A} N_{B}}$ represents this projection. The projected state is

$$
\begin{equation*}
\mathcal{P}_{N_{A} N_{B}} \psi_{n /(n p+1)}^{\mathrm{unproj}}(\boldsymbol{R})=\sum_{\overrightarrow{\boldsymbol{\mu}}, \overrightarrow{\boldsymbol{\nu}}} s(\overrightarrow{\boldsymbol{\mu}} ; \overrightarrow{\boldsymbol{\nu}}) \xi_{\overrightarrow{\boldsymbol{\mu}}}^{A}\left(\boldsymbol{R}_{A}\right) \xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\left(\boldsymbol{R}_{B}\right) \tag{7.19}
\end{equation*}
$$

Using Eq. (7.17), Eq. (7.19) and Eq. (7.18) one can write the reduced density matrix for subsystem $A$ with $N_{A}$ as

$$
\begin{equation*}
\rho_{N_{A}}=\sum_{\substack{\overrightarrow{\vec{\mu}}, \overrightarrow{\boldsymbol{\mu}^{\prime}}, \overrightarrow{\boldsymbol{\nu}}^{\prime}}} s(\overrightarrow{\boldsymbol{\mu}} ; \overrightarrow{\boldsymbol{\nu}}) s\left(\overrightarrow{\boldsymbol{\mu}}^{\prime} ; \overrightarrow{\boldsymbol{\nu}}^{\prime}\right)\left|\xi_{\vec{\mu}}^{A}\right\rangle\left\langle\xi_{\overrightarrow{\boldsymbol{\nu}}^{\prime}}^{B} \mid \xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\right\rangle\left\langle\xi_{\overrightarrow{\boldsymbol{\mu}}^{\prime}}^{A}\right| \tag{7.20}
\end{equation*}
$$

It can be shown that the non-zero eigenvalues of $\rho_{N_{A}}$ is same as that of a matrix $M$ given by

$$
\begin{equation*}
M_{\vec{\mu}, \vec{\nu}}=\sum_{\overrightarrow{\boldsymbol{\alpha}}, \overrightarrow{\boldsymbol{\beta}}} s(\overrightarrow{\boldsymbol{\alpha}} ; \overrightarrow{\boldsymbol{\beta}}) s(\overrightarrow{\boldsymbol{\mu}} ; \overrightarrow{\boldsymbol{\nu}})\left\langle\xi_{\overrightarrow{\boldsymbol{\alpha}}}^{A} \mid \xi_{\overrightarrow{\boldsymbol{\mu}}}^{A}\right\rangle\left\langle\xi_{\overrightarrow{\boldsymbol{\beta}}}^{B} \mid \xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\right\rangle \tag{7.21}
\end{equation*}
$$

Note that the overlaps of EWFs appearing here are computed inside their respective subsystems $A$ and $B$. We can find eigenvalues of an $L_{z}^{A}$ sector of $\rho_{N_{A}}$ by using only those EWFs which have angular momentum equal to $L_{z}^{A}$, in Eq. (7.20). For every $N_{A}$, there is a smallest possible relative momentum $L_{z 0}^{A}$ for the $N_{A}$ particles inside $A$. In the remaining text, $L_{z}^{A}$ will represent the angular momentum of an EWF $\xi^{A}$ relative to $L_{z 0}^{A}$.

For small systems, these overlap matrices can be computed exactly for both unprojected and projected CF states. For large systems, Monte Carlo methods are used to compute RSES for unprojected states.

In following two sections, we describe RSES computation for the cases of exact projection, and approximate projection using Monte Carlo methods, respectively.

### 7.2.2 RSES for Exactly Projected CF states

The methods described in Sec. 7.2 can be used to calculate the RSES of the projected CF states as well:

$$
\begin{equation*}
\psi_{n /(n p+1)}^{\mathrm{proj}}(\boldsymbol{R})=\operatorname{anti} \sum_{\vec{\mu}, \overrightarrow{\boldsymbol{\nu}}} s(\overrightarrow{\boldsymbol{\mu}} ; \overrightarrow{\boldsymbol{\nu}})\left[\mathcal{P}_{\mathrm{LLL}} \xi_{\overrightarrow{\boldsymbol{\mu}}}^{A}\left(\boldsymbol{R}_{A}\right)\right]\left[\mathcal{P}_{\mathrm{LLL}} \xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\left(\boldsymbol{R}_{B}\right)\right] \tag{7.22}
\end{equation*}
$$

which imply that the only change needed is that EWFs in Eq. 7.17 should now be projected to the LLL:

$$
\begin{equation*}
\mathcal{P}_{\mathrm{LLL}} \mathcal{M}_{\mu^{*}}(\boldsymbol{R})\left[\mathcal{M}_{\mu}(\boldsymbol{R})\right]^{p} \tag{7.23}
\end{equation*}
$$

where $\mathcal{P}_{\text {LLL }}$ represents the LLL projection. Note that the results so far are exact. The exact RSES can be calculated if the LLL projection can be implemented exactly and if the matrix $M$ (Eq. 7.21) is exactly computed.

In the above expression, the ordered set $\boldsymbol{\mu}^{*}$ may contain orbitals from higher LLs whereas
$\boldsymbol{\mu}$ contains orbitals in the LLL only. Exact LLL projection is implemented by elevating the Slater determinant $\mathcal{M}_{\boldsymbol{\mu}^{*}}$ to an operator $\widehat{\mathcal{M}}_{\boldsymbol{\mu}^{*}}$ which acts on $\left[\mathcal{M}_{\boldsymbol{\mu}}\right]^{p}$. The operator $\widehat{\mathcal{M}}_{\boldsymbol{\mu}^{*}}$ is constructed by replacing each single particle orbitals $\phi_{\mu^{*}}$ in the determinant $\mathcal{M}_{\boldsymbol{\mu}}^{*}$ with an operator $\hat{\phi}_{\mu^{*}}[4]$ that acts on LLL single particle orbitals as defined below. In the spherical geometry, where the single particle orbitals are $Y_{Q n m}$ (Eq. (7.1)), the operator that replaces this, acts on a LLL state $Y_{Q^{\prime} 0 m^{\prime}}$ as

$$
\begin{equation*}
\widehat{Y}_{Q n m}^{Q^{\prime}}=\mathcal{N}_{Q Q^{\prime}}:: Y_{Q n m}\left(\bar{u} \rightarrow \partial_{u}, \bar{v} \rightarrow \partial_{v}\right):: \tag{7.24}
\end{equation*}
$$

where :: $Y$ :: represents a normal ordering where all $\bar{u}$ and $\bar{v}$ are moved to extreme right before replacing them with the corresponding derivatives. The coefficient $\mathcal{N}_{Q Q^{\prime}}$ is given by $\frac{2\left(Q+Q^{\prime}\right)+1}{2\left(Q+Q^{\prime}\right)+n+1}$.

It is computationally difficult to evaluate the projected state for large enough systems to perform the comparisons that we intend to do. Hence, we will consider the simplest non-trivial case namely that of $n=2, p=1$ which corresponds to a bosonic Jain state at filling fraction $2 / 3$. The EWFs (Eq. (7.17)) for this state can be written as

$$
\begin{align*}
\xi_{\overrightarrow{\boldsymbol{\mu}}}^{A}\left(\boldsymbol{R}_{A}\right) & =\widehat{\mathcal{M}}_{\boldsymbol{\mu}^{*}}^{A}\left(\boldsymbol{R}_{A}\right) \mathcal{M}_{\boldsymbol{\mu}_{1}}^{A}\left(\boldsymbol{R}_{A}\right) \\
\xi_{\overrightarrow{\boldsymbol{\nu}}}^{B}\left(\boldsymbol{R}_{B}\right) & =\widehat{\mathcal{M}}_{\boldsymbol{\nu}^{*}}^{B}\left(\boldsymbol{R}_{B}\right) \mathcal{M}_{\boldsymbol{\nu}_{1}}^{B}\left(\boldsymbol{R}_{B}\right) \tag{7.25}
\end{align*}
$$

where the ordered sets $\boldsymbol{\mu}^{*}$ and $\boldsymbol{\mu}_{1}$ are $N_{A^{-}}$-sized subsets of orbitals in $\hat{\Phi}_{2}$ and $\Phi_{1}$ respectively. Similarly, $\boldsymbol{\nu}^{*}$ and $\boldsymbol{\nu}_{1}$ are $N_{B}$-sized complements of subsets $\boldsymbol{\mu}^{*}$ and $\boldsymbol{\mu}_{1}$ respectively. The action of the operators $\hat{\phi}_{\mu_{i}^{*}}\left(\boldsymbol{r}_{i}\right)$ a LLL state $\phi_{\mu_{1, i}}\left(\boldsymbol{r}_{i}\right)$, shown in Eq. (7.24), can be written as

$$
\begin{gather*}
\hat{\phi}_{\mu_{i}^{*}} \phi_{\mu_{1, i}} \equiv \hat{Y}_{Q n_{i} m_{i}}^{Q^{\prime}} Y_{Q^{\prime} 0 m_{i}^{\prime}}= \\
=F\left(Q, Q^{\prime}, n_{i}, m_{i}, m_{i}^{\prime}\right) Y_{Q+Q^{\prime}, 0, m_{i}+m_{i}^{\prime}} \equiv F\left(\mu_{i}^{*}, \mu_{1, i}\right) \phi_{\gamma_{i}} \tag{7.26}
\end{gather*}
$$

where the coefficient $F\left(\mu_{i}^{*}, \mu_{1, i}\right)$ for spherical geometry is given in Sec. 7.2.3. The projected EWFs can be conveniently expanded in terms of symmetric many particle states given by

$$
\begin{align*}
\widehat{\mathcal{M}}_{\boldsymbol{\alpha}}^{A}\left(\boldsymbol{R}_{A}\right) \mathcal{M}_{\boldsymbol{\beta}}^{A}\left(\boldsymbol{R}_{A}\right) & =\frac{1}{N_{A}!} \sum_{P, Q \in \mathcal{S}_{N_{A}}}(-1)^{P Q} \prod_{i=1}^{N_{A}} \hat{\phi}_{\alpha_{P(i)}}\left(\boldsymbol{r}_{i}\right) \phi_{\beta_{Q(i)}}\left(\boldsymbol{r}_{i}\right) \\
& =\frac{1}{N_{A}!} \sum_{P \in \mathcal{S}_{N_{A}}}(-1)^{P}\left[\prod_{i=1}^{N_{A}} F\left(\alpha(P)_{i}, \beta_{i}\right)\right] \operatorname{sym}\left(\phi_{\gamma(P)_{1}}\left(\boldsymbol{r}_{1}\right) \ldots \phi_{\gamma(P)_{N_{A}}}\left(\boldsymbol{r}_{N_{A}}\right)\right) \tag{7.27}
\end{align*}
$$

where $\phi_{\boldsymbol{\gamma}(P)_{i}}$ represents the state obtained from $\hat{\phi}_{\alpha_{P(i)}} \phi_{\beta_{i}}$ as shown in Eq. (7.2.2). The
symmetrization is defined as

$$
\begin{equation*}
\operatorname{sym}\left(\phi_{\lambda_{1}}\left(\boldsymbol{r}_{1}\right) \ldots \phi_{\lambda_{N_{A}}}\left(\boldsymbol{r}_{N_{A}}\right)\right)=\sum_{P \in S_{N_{A}}} \prod_{i} \phi_{\gamma_{i}}\left(\boldsymbol{r}_{P(i)}\right) \tag{7.28}
\end{equation*}
$$

We can expand all EWFs as linear combinations of orthogonal symmetrized basis states using Eq. (7.27). Using these, we can exactly compute matrix $M$ (Eq. (7.21)), without using Monte Carlo methods as we obtain the EWFs as an expansion in orthogonal states. Eigenvalues of $M$ give the numerically exact RSES for the LLL projected $\psi_{2 / 3}$.

Exact projection can be performed on EWFs with $N_{A, B} \sim 12$ allowing calculation of exact RSES of the projected $2 / 3$ state in systems of sizes upto $N=N_{A}+N_{B} \sim 24$ particles. We will now discuss possible approximations to the LLL projection of the EWFs which can be used instead of the exact projection. We will first discuss the Jain Kamila projection for the $2 / 3$ rd state to motivate the approximations used.

### 7.2.3 Coefficients for exact projection of $2 / 3$ state on sphere

We saw in Sec. 7.2.2, computing the exact projection of bosonic $2 / 3 \mathrm{CF}$ state requires calculation of coefficients $F(\alpha, \beta)$ arising when performing LLL projection on product of single particle orbitals:

$$
\begin{equation*}
\mathcal{P} \phi_{\alpha}(\boldsymbol{r}) \phi_{\beta}(\boldsymbol{r})=F(\alpha, \beta) \phi_{\gamma}(\boldsymbol{r}) \tag{7.29}
\end{equation*}
$$

Here $\phi_{\beta}$ and $\phi_{\gamma}$ are LLL orbitals whereas $\phi_{\alpha}$ might occupy any arbitrary LL. For spherical geometry, Landau orbitals are represented by monopole harmonics $Y_{Q, n, m}(u, v)[32,33,31]$. On the sphere, LHS of Eq. (7.29) can be written as

$$
\begin{equation*}
\mathcal{P} Y_{Q, n, m}(u, v) Y_{Q^{\prime}, 0, m^{\prime}}(u, v)=\hat{Y}_{Q, n, m}(u, v) Y_{Q^{\prime}, 0, m^{\prime}}(u, v) \tag{7.30}
\end{equation*}
$$

where the operator $\hat{Y}_{Q, n, m}(u, v)$ is defined in Eq. (7.24). Explicit expansion of the above expression produces a LLL orbital upto a proportionality constant:

$$
\begin{equation*}
\hat{Y}_{Q, n, m}(u, v) Y_{Q^{\prime}, 0, m^{\prime}}(u, v)=F\left(Q, Q^{\prime}, n, m, m^{\prime}\right) Y_{Q+Q^{\prime}, 0, m+m^{\prime}}(u, v) \tag{7.31}
\end{equation*}
$$

where the coefficients $F(\alpha, \beta) \equiv F\left(Q, Q^{\prime}, n, m, m^{\prime}\right)$ are defined as

$$
\begin{aligned}
& F\left(Q, Q^{\prime}, n, m, m^{\prime}\right)= \\
& \begin{cases}N_{Q, m}^{L L L} N_{Q^{\prime}, m^{\prime}}^{L L L} & \\
N_{Q+Q^{\prime}}^{L L L}, m+m^{\prime} & n=0 \\
-\frac{\left(2\left(Q+Q^{\prime}\right)+1\right)!}{\left(2\left(Q+Q^{\prime}\right)+2\right)!} \frac{N_{Q, n, m} N_{Q^{\prime}, m^{\prime}}^{L L L}}{N_{Q+Q^{\prime}, m+m^{\prime}}^{N L L}}\left(\binom{2 Q+1}{Q-m+2}\left(Q^{\prime}-m^{\prime}\right)-\binom{2 Q+1}{Q+1-m}\left(Q^{\prime}+m^{\prime}\right)\right) & n=1\end{cases}
\end{aligned}
$$

where normalization $N_{Q, n, m}$ is defined in Eq. (7.1) and normalization for state in LLL, $N_{Q, m}^{L L L}$, is given as

$$
\begin{equation*}
N_{Q, m}^{L L L}=N_{Q, 0, m} \times\binom{ 2 Q}{Q+m} \tag{7.32}
\end{equation*}
$$

### 7.2.4 Jain-Kamilla projection

The LLL projected $2 / 3$ state can be evaluated in an approximate way as $\frac{1}{\Phi_{1}} \mathcal{P} \psi_{\frac{2}{5}}$. The LLL projected Jain state at filling fraction $2 / 5$ can be evaluated, again in an approximate way, using Jain Kamilla (JK) projection [99]. The latter is computationally efficient and has been found to work well in variational studies [4]. The LLL projected EWFs can be approximated in a similar manner. We give a short summary of the JK projection for the $2 / 5$ state first.

The CF state at filling fraction $2 / 5$ is given by

$$
\begin{equation*}
\mathcal{P} \Phi_{2}(\boldsymbol{R})\left[\Phi_{1}(\boldsymbol{R})\right]^{2}=\hat{\Phi}_{2}(\boldsymbol{R})\left[\Phi_{1}(\boldsymbol{R})\right]^{2} \tag{7.33}
\end{equation*}
$$

which can be evaluated exactly by elevating the first factor to an operator as described Sec. 7.2 .2 but evaluating this explicitly is computationally expensive.

In the discussion below, we will only assume that $\Phi_{2}$ is a Slater determinant where particles occupy at most two Landau levels but not necessarily fully. $\Phi_{1}$ corresponds to LLL fully occupied by $N$ particles. $\left[\Phi_{1}(\boldsymbol{R})\right]^{2}$ appearing in the wavefunction above can be rewritten as

$$
\begin{equation*}
\left[\Phi_{1}(\boldsymbol{R})\right]^{2}=c \prod_{i}^{N} J_{i} \tag{7.34}
\end{equation*}
$$

where $J_{i}=\prod_{k \neq i}^{N}\left(u_{i} v_{k}-u_{k} v_{i}\right)$ and $c$ is some constant. With this, the unprojected CF state can be rewritten as

$$
\begin{align*}
\psi_{2 / 5}^{\mathrm{unproj}}(\boldsymbol{R}) & =\Phi_{2}(\boldsymbol{R})\left[\Phi_{1}(\boldsymbol{R})\right]^{2}=c \operatorname{Det}\left[Y_{i}\left(\Omega_{j}\right)\right] \prod_{i} J_{i} \\
& =c \operatorname{Det}\left[Y_{i}\left(\Omega_{j}\right) J_{j}\right] \tag{7.35}
\end{align*}
$$

where $\left\{Y_{i}\left(\Omega_{j}\right)\right\}$ represents the single particle orbitals in the Slater determinant $\Phi_{2}$. The JK projection approximates the projection of this determinant as follows

$$
\begin{equation*}
\mathcal{P} \operatorname{Det}\left[Y_{i}\left(\Omega_{j}\right) J_{j}\right] \approx \operatorname{Det}\left[\mathcal{P} Y_{i}\left(\Omega_{j}\right) J_{j}\right]=\operatorname{Det}\left[\hat{Y}_{i}\left(\Omega_{j}\right) J_{j}\right] \tag{7.36}
\end{equation*}
$$

where $\hat{Y}_{i}$ 's are the operators defined in Eq. (7.24). This can be simplified further by defining $\tilde{Y}$ as

$$
\begin{equation*}
J_{j} \tilde{Y}_{i}=\hat{Y}_{i}\left(\Omega_{j}\right) J_{j} \tag{7.37}
\end{equation*}
$$

For the case, where $\Phi_{2}$ contains at most two lowest LLs (sufficient for our discussion), $\tilde{Y}_{i}$ can be shown to have the same form as Eq. (7.24), but with the derivatives $\partial_{u}, \partial_{v}$ in $\hat{Y}_{i}\left(\Omega_{j}\right)$ replaced as follows:

$$
\partial_{u_{j}} \rightarrow \sum_{k \neq j} \frac{v_{k}}{u_{j} v_{k}-v_{j} u_{k}}
$$

$$
\begin{equation*}
\partial_{v_{j}} \rightarrow \sum_{k \neq j} \frac{-u_{k}}{u_{j} v_{k}-v_{j} u_{k}} \tag{7.38}
\end{equation*}
$$

In summary, putting Eq. 7.37 and Eq. 7.36 together, the projected state can be approximated as

$$
\begin{equation*}
\hat{\Phi}_{2}\left[\Phi_{1}(\boldsymbol{R})\right]^{2} \approx\left[\Phi_{1}(\boldsymbol{R})\right]^{2} \operatorname{Det}\left[\tilde{Y}_{i}\left(\Omega_{j}\right)\right] \tag{7.39}
\end{equation*}
$$

### 7.2.5 Approximate projection for Monte Carlo method

The JK approximation relied on the possibility of writing the Jastrow Slater determinant $\Phi_{1}$ as a product of $J_{i}$ (Eq. 7.34). The Slater determinants $\mathcal{M}_{\mu_{1}}^{A}, \mathcal{M}_{\mu_{1}}^{B}$ appearing in the EWFs (Eq. 7.25) do not have the same form as $\Phi_{1}$. We discuss an approximation similar in spirit to the JK projection but which applies to the EWFs.

The EWFs occuring in the case of the RSES calculations of the projected $2 / 3$ rd state (Eq. (7.25)) can be written as

$$
\begin{equation*}
\xi^{A}=\mathcal{P} \mathcal{M}_{\boldsymbol{\alpha}}^{A} \mathcal{M}_{\boldsymbol{\beta}}^{A}=\widehat{\mathcal{M}}_{\boldsymbol{\alpha}}^{A} \mathcal{M}_{\boldsymbol{\beta}}^{A} \tag{7.40}
\end{equation*}
$$

The state $\mathcal{M}_{\boldsymbol{\beta}}^{A}$ is a Slater determinant of LLL orbitals:

$$
\begin{equation*}
\mathcal{M}_{\boldsymbol{\beta}}^{A}=c \times \operatorname{anti}\left[\prod_{i=1}^{N_{A}}\left(u_{i}^{q+m_{i}} v_{i}^{q-m_{i}}\right)\right] \tag{7.41}
\end{equation*}
$$

where $c$ is a constant, $q=(N-1) / 2, m_{i}$ are the angular momenta of the single particle orbitals occupied inside $\mathcal{M}_{\boldsymbol{\beta}}^{A}$. Factorizing out $\prod_{i} u_{i}^{2 q}$, defining $z=u / v$, and using the definition of Schur polynomial we get

$$
\begin{equation*}
\mathcal{M}_{\boldsymbol{\beta}}^{A}=c \times \prod_{i<j=1}^{N_{A}}\left(z_{i}-z_{j}\right) \times s\left(\left\{z_{i}\right\}\right) \times \prod_{i=1}^{N_{A}} u_{i}^{2 q} \tag{7.42}
\end{equation*}
$$

where $s$ is some Schur polynomial determined by $\boldsymbol{\beta}$ and which has a small degree $\Delta \sim L_{z}^{A}$ relative to $N_{A}$. Rewriting $z$ in terms of $u, v$ we get

$$
\begin{equation*}
\mathcal{M}_{\boldsymbol{\beta}}^{A}=\Phi_{1}^{A} f_{\boldsymbol{\beta}}^{A} \prod_{i=1}^{N_{A}} u_{i}^{N-N_{A}-\Delta} \tag{7.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{1}^{A}=\prod_{i=1}^{N_{A}} \prod_{j=i+1}^{N_{A}}\left(u_{i} v_{j}-u_{j} v_{i}\right) \tag{7.44}
\end{equation*}
$$

The function $f$ is a polynomial in $u, v$ of degree $\Delta$.
We can approximate the projected state, just as we did in the case of JK projection for
$2 / 3$ state:

$$
\begin{equation*}
\xi^{A} \approx \frac{1}{\Phi_{1}^{A}} \widehat{\mathcal{M}}_{\boldsymbol{\alpha}}^{A}\left[\Phi_{1}^{A}\right]^{2} f_{\boldsymbol{\beta}}^{A} \prod_{i=1}^{N_{A}} u_{i}^{N-N_{A}-\Delta} \tag{7.45}
\end{equation*}
$$

Since $f$ has a small degree relative to other factors, we can ignore the action of the derivatives inside $\mathcal{M}_{\alpha}^{A}$ on $f$.

Decomposing $\left[\phi_{1}^{A}\right]^{2}$ just as in the case of JK projection in terms of products of $J_{i}=$ $\prod_{k=1, k \neq i}^{N_{A}}\left(u_{i} v_{k}-u_{k} v_{i}\right)$, we can make approximations similar to that in Eq. (7.36). The result is that we can replace the derivatives in $\widehat{\mathcal{M}}_{\boldsymbol{\alpha}}^{A}$ with the following

$$
\begin{align*}
\partial_{u_{j}} & \rightarrow \frac{N-N_{A}}{u_{j}}+\sum_{k \neq j} \frac{v_{k}}{u_{j} v_{k}-v_{j} u_{k}}, \\
\partial_{v_{j}} & \rightarrow \sum_{k \neq j} \frac{-u_{k}}{u_{j} v_{k}-v_{j} u_{k}} . \tag{7.46}
\end{align*}
$$

which is a modification of the prescription given in Eq. 7.38.
Similar approximations when made on $\xi^{B}$ result in the following prescription

$$
\begin{align*}
\partial_{u_{j}} & \rightarrow \sum_{k \neq j} \frac{v_{k}}{u_{j} v_{k}-v_{j} u_{k}}, \\
\partial_{v_{j}} & \rightarrow \frac{N-N_{B}}{v_{j}}+\sum_{k \neq j} \frac{-u_{k}}{u_{j} v_{k}-v_{j} u_{k}} . \tag{7.47}
\end{align*}
$$

In the above expressions, we have approximated $N-\Delta \approx N$. The additional factors appearing in the above prescription relative to the JK case (Eq. (7.38)) are associated with the fact that $\xi^{A}$ and $\xi^{B}$ have particles occupying only one hemisphere. The large multiplicative factors of $\prod_{i} u_{i}$ and $\prod_{i} v_{i}$ in $\xi^{A}$ and $\xi^{B}$ ensure that the net wavefunction is still in the LLL Hilbert space, in spite of the reciprocal terms $1 / u_{i}$ and $1 / v_{i}$.

The sequence of approximations made here is in spirit similar to the JK projection which do produce reliable results in variational studies in the context of energetics. Nevertheless, the approximations here go beyond JK projection and are being used in the context of RSES. Approximate projections can generate spurious effects such as destroy linear dependencies of trial functions, [102] which could in general change the counting of RSES. Therefore these calculations based on such approximations need quantitative comparisons with exact answers, which we do in the following section.

We consider other related, plausible approximations as well as results of the RSES calculated using them in Sec. 7.3.4. These produce results that show less agreement with the exact RSES. One of these is methods is to define the projected EWFs by simply replacing the derivatives using Eq. 7.38. Note that when this is plugged into the right handside of EWF expansion (Eq. 7.25), this is not yield the JK projected CF state.

### 7.3 Numerical Results

In this section we present the numerical results comparing the RSES computed using different methods. To help keep track of which methods are being compared, we list them here

1. For RSES of the unprojected state obtained by using the Slater determinant expansion of the ground state of the TK Hamiltonian (Sec. 7.1), we use the name "unproj $E D$ " in the figures.
2. For RSES of the projected state obtained by using the Slater determinant expansion of the LLL projected ground state of the TK Hamiltonian (Sec. 7.1), we use the name "proj ED" in the figures.
3. For RSES of the unprojected state obtained by using Monte Carlo integrations of the unprojected EWFs (Sec. 7.2.1), we use the name "unproj EWF MC " in the figures.
4. For RSES of the projected state obtained by using exact projection of the EWFs as described in Sec. 7.2.2, we use the name "exact proj EWF" in the figures.
5. For RSES of the projected state obtained by using approximate projection (Sec. 7.2.5), we use the name "approx proj EWF MC" in the figures.

### 7.3.1 Exact results using EWFs method

In this section, we demonstrate that methods using EWFs indeed produce exact results. This is expected as there were no approximations made in the scheme.

Figure 7.2 shows the RSES for unprojected (left panel) and projected (right panel) $2 / 5$ CF state with $N=8$ and $N_{A}=4$. The RSES is computed using two methods. We use the method described in Sec. 7.1 to compute the exact RSES of the ground state of the TK Hamiltonian obtained from ED. The second method uses MC integrations as described in Sec. 7.2. As shown in the left panel, both methods produce exactly identical RSES. Note that the Monte Carlo method introduces an overall vertical shift in the RSES. We fix the shift by aligning both RSES such that lowest eigenvalue in the $L_{z}^{A}=0$ sector is equal to zero. The MC method costs a tiny fraction of the computational time and can be extended to 100 s of particles (even at this large system size, the bottleneck is not the computational time but the numerical precision of the wavefunction evaluations).

In the right panel of Fig. 7.2, we present the RSES for the projected $2 / 5$ state. Exact results are obtained by using the method in Sec. 7.1 on the LLL projection of the ground state of the TK Hamiltonian. Secondly, we compute the RSES by exactly projecting the EWFs for the $2 / 5 \mathrm{CF}$ state, as described in Sec. 7.2.2. As shown in the Fig. 7.2, since projection of the EWFs can be performed exactly, the second method produces


Figure 7.2: RSES for the unprojected (left panel) and projected (right panel) $2 / 5$ CF state, for $N=8$ and $N_{A}=4$. The left panel compares the RSES computed using methods in Sec. 7.1 which uses ED ground state of TK Hamiltonian (brown) and the Monte Carlo from Sec. 7.2 .1 (green), in given $L_{z}^{A}$-sectors. For small $L_{z}^{A}$ values, both methods produce identical RSES (modulo an overall shift). In the right panel, we compare the RSES of the exact projected $2 / 5 \mathrm{CF}$ state computed using method in Sec. 7.2.2 (red) with that of projected ground state of TK Hamiltonain, which uses method given in Sec. 7.1 (yellow) for $N=8$ and $N_{A}=4$, in given $L_{z}^{A}$ sectors. Both methods produce identical RSES. All RSES are shifted so that the least entanglement energy at $L_{z}^{A}$ is equal to zero.
exact results. Since computation of exact projection is feasible only for small number of particles, the methods work for small systems only.

### 7.3.2 Effect of projection on RSES

Here we compare the RSES of the projected and unprojected CF states in small systems, where we can obtain results exactly without any artifact from approximate projections. Calculation of exactly projected $2 / 5 \mathrm{CF}$ state is not feasible for larger systems. However, exact projection can be extended to larger systems $(N \sim 24)$ for the case of $2 / 3 \mathrm{CF}$ state. We compare the RSES of the unprojected and (exact) projected CF state at $2 / 3$ in Fig. 7.3. For the unprojected case we use a Monte Carlo method (which, as mentioned earlier, is practically exact) whereas exact RSES for the projected state is computed using the methods in Sec. 7.2.2. RSES pattern is different for even and odd values of $N_{A}$ and we present the two largest system sizes for each.

We see the RSES for the projected state shows the same counting as that of the unprojected state, though the RSES of the projected states show larger spread in the eigenvalues compared to that of the unprojected states. The numbers above the panels show the


Figure 7.3: RSES for the unprojected (green) and exactly projected (red) bosonic $2 / 3$ CF state. RSES for unprojected case is computed using Monte Carlo method from Sec. 7.2 whereas for exactly projected case, we use method presented in Sec. 7.2.2. RSES are shifted to make the mean entanglement energy equal to zero in $L_{z}^{A}=0$ sector. (a) and (c) show the RSES for even $N_{A}$ values, given by $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively whereas (b) and (d) show the same for odd $N_{A}$ values, given by $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively. The numbers above the top axis of panel (a) and (b) represent the dimension of EWFs in each $L_{Z}^{A}{ }^{-}$ sector for even and odd value of $N_{A}$, given the system is sufficiently large. Projected states have larger spread in the RSES for each $L_{z}^{A}$ sectors compared to RSES of unprojected state but the counting remains the same.
number of EWFs in each $L_{z}^{A}$ sector. The number of entanglement eigenvalues are smaller than that of the EWFs due to linear dependencies between them. The projection does not add further linear dependencies resulting in the same counting in both cases.

### 7.3.3 RSES from approximate projection of EWFs

In this section, we compare the exact RSES and the RSES obtained by approximating the LLL projection of the EWFs. As mentioned in the introduction, the comparison is not between RSES of exact projected CF state and RSES of the JK projected CF state these two are likely to very similar to each other. The comparison is being made between
the exact RSES and the RSES obtained after approximately projecting the EWFs.
Figure 7.4 shows the central result of this chapter comparing the RSES of exactly projected (Sec. 7.2.2) and approximately projected (Sec. 7.2.5) $2 / 3$ CF state for small systems. To make the comparison easier, all RSES are shifted vertically to make mean entanglement energy in $L_{z}^{A}=0$ sector equal to zero.


Figure 7.4: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. RSES for the exactly projected state is compute using method in Sec. 7.2.2 and method in Sec. 7.2.5 is used for approximately projected state. Since even and odd $N_{A}$ have different RSES pattern, we compare them separately. RSES in all $L_{z}^{A}$-sectors are shifted such that the mean entanglement energy at $L_{z}^{A}=0$ is equal to zero. Panel (a) and (c) show RSES comparison for system sizes $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively. Panels (b) and (d) show similar comparisons for system sizes $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively.

Panels $(a)-(d)$ in Fig. 7.4 present a side-by-side comparison of RSES for approximately projected and exactly projected $2 / 3$ CF states for two largest systems where exact projection was feasible. Comparing the RSES for two different sizes, we see that the RSES for approximately projected state is close. Similar results were obtained even for smaller systems. Here too, the counting in different branches remain the same. It is noteworthy that the approximate projection does not destroy linear dependencies; this can be inferred from the identical counting in both cases.


Figure 7.5: RSES for approximately projected (blue) and unprojected (green) bosonic $2 / 3 \mathrm{CF}$ for system sizes $N=90, N_{A}=45$ (left) and $N=100, N_{A}=50$ (right). The RSES are shifted to make the mean entanglement energy in $L_{z}^{A}=0$ sector equal to zero. We see that, except for a larger spread, RSES for the projected state is qualitatively identical to that of the unprojected state for large systems.

Finally, Fig. 7.5 shows the comparison between the unprojected and approximately projected $2 / 3 \mathrm{CF}$ state for two large system sizes $N=90, N_{A}=45$ (left) and $N=$ $100, N_{A}=50$ (right). Total number of EWFs in angular momentum-sectors given by $L_{z}^{A}=$ $(0,1,2,3,4)$ for systems with even and odd $N_{A}$ are $(2,6,20,50,120)$ and $(1,5,15,40,97)$ respectively. Although the RSES for the projected state has a larger spread as was observed in the case of smaller systems in Fig. 7.3, the branch structure is identical to that of the unprojected state. Qualitatively, the RSES of QH state does not change after projection.

### 7.3.4 Other approximations for LLL projection

In this section, we present the results comparing RSES of bosonic Jain $2 / 3$ state computed using two different approximations for the LLL projection. First, we use the JK method given in Sec. 7.2.4, where LLL projection is equivalent to following replacement of derivatives

$$
\begin{align*}
\partial_{u_{j}} & \rightarrow \sum_{k \neq j} \frac{v_{k}}{u_{j} v_{k}-v_{j} u_{k}}, \\
\partial_{v_{j}} & \rightarrow \sum_{k \neq j} \frac{-u_{k}}{u_{j} v_{k}-v_{j} u_{k}} . \tag{7.48}
\end{align*}
$$

in all operators $\widehat{Y}_{Q, n, m}$, in Eq. (7.24). Fig. 7.6 shows the comparison of RSES generated using this method with that of the exactly projected state. Both RSES are shifted to make the mean entanglement energy in $L_{z}^{A}=0$ sector equal to zero. Panel $(a),(b)$ and $(c)$ show the trend of entanglement energies for the two methods with increasing system size, in
given $L_{z}^{A}$-sectors. We see, with increasing system size, both RSES appear to converge towards each other.

Figure 7.6: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. RSES for the exactly projected state is compute using method in Sec. 7.2.2 and method in Sec. 7.2.5 is used for approximately projected state. Since even and odd $N_{A}$ have different RSES pattern, we compare them separately. RSES in all $L_{z}^{A}$-sectors are shifted such that the mean entanglement energy at $L_{z}^{A}=0$ is equal to zero. Panel (a) shows the comparison of RSES for exactly and approximately projected states in $L_{z}^{A}=0$ sector. We see a clear convergence in RSES with $N_{A}$ here. Comparison in $L_{z}^{A}=0$ sector is trivial for odd $N_{A}$ values as there is only one entanglement energy.

Panel $(d)-(g)$ of Fig. 7.7 show RSES comparison for fixed system size, each one for largest system sizes accessible for the exact projection. Compared to RSES (Fig. 7.4) of the approximation given in Sec. 7.2.5, we see larger mismatch with RSES of exactly projected state, which worsens in larger $L_{z}^{A}$-sectors. It is also apparent that the mismatch decreases with increasing system size.

For the second case, we approximate the projection of EWFs as

$$
\begin{equation*}
\xi^{A}=\mathcal{P} \mathcal{M}_{\boldsymbol{\alpha}}^{A} \mathcal{M}_{\boldsymbol{\beta}}^{A}=\widehat{\mathcal{M}}_{\boldsymbol{\alpha}}^{A} \mathcal{M}_{\boldsymbol{\beta}}^{A} \approx \frac{1}{\mathcal{M}_{\boldsymbol{\beta}}^{A}} \widehat{\mathcal{M}}_{\boldsymbol{\alpha}}^{A}\left[\mathcal{M}_{\boldsymbol{\beta}}^{A}\right]^{2} \tag{7.49}
\end{equation*}
$$

This approximation leads to following replacement of derivatives, given by

$$
\begin{align*}
\partial_{u_{j}} & \rightarrow 2 \frac{N-N_{A}}{u_{j}}+\sum_{k \neq j} \frac{v_{k}}{u_{j} v_{k}-v_{j} u_{k}} \\
\partial_{v_{j}} & \rightarrow \sum_{k \neq j} \frac{-u_{k}}{u_{j} v_{k}-v_{j} u_{k}} \tag{7.50}
\end{align*}
$$



Figure 7.7: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3$ CF state. Panel (d) and (e) show RSES comparison for system sizes $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively. For same system size, RSES for approximately projected state has more spread compared to RSES of the exactly projected state. Panels (f) and (g) show similar comparisons for system sizes $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively.
for $A$-subsection and for $\xi^{B}$, results in the following prescription

$$
\begin{align*}
\partial_{u_{j}} & \rightarrow \sum_{k \neq j} \frac{v_{k}}{u_{j} v_{k}-v_{j} u_{k}}, \\
\partial_{v_{j}} & \rightarrow 2 \frac{N-N_{B}}{v_{j}}+\sum_{k \neq j} \frac{-u_{k}}{u_{j} v_{k}-v_{j} u_{k}} . \tag{7.51}
\end{align*}
$$

Fig. 7.8 shows the similar comparison of resultant RSES with that of exactly projected Jain $2 / 3$ state, for different system sizes. We notice that the RSES is significantly different than that of exactly projected state, with no clear entanglement gaps even in small $L_{z}^{A}$-sectors.


Figure 7.8: RSES for exactly projected (red) and approximately projected (blue) bosonic $2 / 3 \mathrm{CF}$ state. RSES for the exactly projected state is compute using method in Sec. 7.2.2 and method in Sec. 7.2.5 is used for approximately projected state. Panel (a) and (c) show RSES comparison for system sizes $N=20, N_{A}=10$ and $N=24, N_{A}=12$ respectively. For same system size, RSES for approximately projected state has no clear entanglement gaps and does not look similar to the RSES of the exactly projected state. Panels (b) and (d) show similar comparisons for system sizes $N=18, N_{A}=9$ and $N=22, N_{A}=11$ respectively.

### 7.4 Conclusion

In this chapter, we carefully analyzed the Monte Carlo methods for RSES calculations. MC methods are useful to explore RSES of variational states in FQHE as they can be used to study much larger systems (upto 100 particles) than what is possible with any of the other methods ( $\sim 10$ particles). However when studying LLL projected CF states MC method needs adhoc approximations. This chapter attempts to address the question of the quality of these approximations. We present alternate methods with which exact RSES can be computed in small systems and we used them to benchmark the MC results.

The MC method proceeds by working with EWFs which are those states in individual subsystems which 'entangle' with the states in the complementary subsystem. These EWFs are far fewer in number when compared to the full dimension of the individual subsystems [102, 89, 65]. In case of Jain CF states and parton states [39, 41], EWFs can be explicitly written down due to the specific structure of these functions. MC method uses the fact that the density matrix can be compactly expressed in a basis of made of the EWFs. In particular the eigenvalues of the density matrix is determined by the overlap matrix of the EWFs.

Firstly, by comparing with the exact RSES of the unprojected Jain 2/5th state, we have shown that the MC method, using a fraction of a computational cost, produces practically exact results. Although this is expected, a quantitave verification is appealing. Comparison could be performed only in small systems, however we believe that the exact agreement extends to large systems as well.

Progress can be made in the case of the RSES of projected states provided that suitable approximation schemes can be devised. The EWFs have a structure different from the Jain states. It is not obvious that the naive application of the JK projection which works well in the Jain states would work for the EWFs. We present an approximation scheme for the EWFs that is in the spirit of the JK projection. In quantitative comparisons with the exact RSES of finite systems, the approximate method we presented works better than the one obtained by a naive application of the JK projection (see Sec. 7.3.4).

The approximate projection allows MC methods to be used in systems as large as 100 particles. We find that the RSES of the projected $2 / 3$ rd state is very close to that of the unprojected state. Independent of the quality of the approximations used for the projection, we find that the counting of the RSES states remain robust. These suggest that all these methods produce close to the correct projected state. Improved estimates of the RSES neverthelss can help in quantitative analysis of the scaling properties of the RSES.

## Chapter 8

## Conclusion

Several characteristic features of FQHE in the LLL cane be understood in terms of CF theory. In the first part of the thesis, we attempt to analyze a simplified model that abstracts some key features of the CF wavefunctions. Second part of the thesis deal with the study of RSES of parton states which generalizes the CF states.

The inverse problem of finding a parent Hamiltonian for LLL projected CF states has been a challenging one. Our attempt at solving this problem lead us to the model interaction presented in Ref. [103]. The model produces eigenstates that are very similar to CF state but are actually distinct from them. More precisely, a strong short-range interaction is presented for electrons in a magnetic field [103]. We write the model interaction in terms of pseudopotentials, where the energy of a pair of particles depends on their relative angular momentum. On the disk geometry, we can write the exact eigenstates for the QPs, QHs, and neutral excitations, in addition to the incompressible FQH state at the Jain sequence of filling fraction.

We extend the interaction to spherical geometry where the numerics are convenient. We show that the low-energy spectra of model interaction for a spherical system at Jain sequence of filling fractions i.e. $\nu=n /(2 n p+1)$ is identical to the spectra of IQH system at $\nu^{*}=n$. This correspondence is accurate, not only for incompressible states but their charged and neutral excitations as well. Although the interaction requires rotational symmetry, we argue that, since the model interaction is short-ranged, boundary conditions in the torus and cylinder should not affect the local physics. This argument led us to extend the model interaction to torus and cylinder geometries [104]. The complication of writing matrix elements of the model interaction in torus and cylinder basis is solved using the Fourier transform of the interaction on the disk. In both torus and cylinder geometries, the low-energy spectra of the model interaction show a correspondence to the IQHE spectra similar to what could be shown in the case of spherical geometry. In the torus case, however, the spectra of model interaction for the system at filling $\nu=n /(2 n p+1)$ shows the characteristic $(2 n p+1)$-fold degeneracy, which is related to the topology of a torus. Thus, the model interaction describes FQHE at the Jain sequence of filling fractions across
many system geometries.
One key feature of this model interaction is that it is exactly solvable in the disk and cylinder geometry [103]. Ansatz eigenfunctions written for disk can be directly generalized to the cylinder geometry. However, similar generalization does not work for compact geometry like a sphere and torus, the reasons for which are explained below.

Although the eigenfunctions of the model interaction were inspired by CF wavefunctions and most of their properties, like fractional charge and statistics of charged excitations, are identical, the two are qualitatively different. In exact eigenfunctions, the IQH state is prepared in the actual magnetic field $B$, and the Jastrow factor is modified such that guiding-center coordinates replace the position coordinates. The modified Jastrow factor increases the relative angular momentum of each pair of particles by $2 p$ without changing their LL indices. The key difference is that the modified Jastrow factor increases the area of the IQH Hall droplet instead of increasing the magnetic field. The resultant increment in the flux quanta changes the filling fraction from $\nu^{*}$ to $\nu$. The increment in the area might explain why the ansatz wavefunction in the disk does not generalize to the sphere and torus geometry.

Unlike planar geometries, the concept of a guiding center is not well-defined on a sphere. Instead, the sphere has two mutually commuting $S U(2)$ algebras [59]. The first operator, called guiding-center momentum $\boldsymbol{L}$, forms ladder operators for angular momentum while preserving the LL of the eigenstate. On the other hand, ladder operators associated to the second operator, called cyclotron momentum $\boldsymbol{S}$, change the flux quantum number as well as LL index of the eigenstate. In order to generalize the disk eigenfunction on sphere, we need to construct a Jastrow factor which increments the area of IQH Hall droplet without scattering particles in LLs. In sphere, increase in size is equivalent to increment in the flux which, as we saw, is always accompanied by a change in the LL index. This prohibits the direct generalization of disk ansatz to spherical geometry. In torus, just like the sphere, the direct generalization fails. This is because the resultant eigenfunction breaks boundary conditions. However, we could still construct eigenstates for a few QPs of $1 / 3$ in spherical and torus geometry using simplifications in the disk ansatz [104].

Rotational symmetry can also be broken using mass anisotropy [69, 70]. Studying the extension of model interaction, including such mass anisotropy, will be interesting. In its current form, the model interaction describes FQHE at the Jain sequence of filling fraction, which only hosts Abelian excitations. Naturally, possible extensions to the model interaction which captures the physics of FQHE at non-Abelian states and parton states make an exciting study [74]. This has been achieved for the specific case of Pfaffian and its excitations.

In the second half of this thesis, we study properties of a generalization of the CF states called parton states [97]. In particular, we investigate these states' entanglement spectrum (ES), quantifying the entanglement between various system parts. Additionally, it was argued in Ref. [63] that the ES of quantum Hall wavefunctions has a one-to-one cor-
respondence with its edge spectra. In this thesis, we develop and generalize the Monte Carlo technique introduced in Ref. [65, 81] to calculate the real-space entanglement spectra (RSES). Direct calculation of entanglement spectra is numerically intensive, and we can study only small systems ( $\sim 24$ particles). In addition, entanglement spectra are sensitive to finite-size effects, so methods that allow the study of larger systems are desired. We use the Monte Carlo method to calculate the RSES of simple non-Abelian parton states, namely unprojected $\Phi_{2}^{2}, \Phi_{2}^{3}$ and $\Phi_{3}^{2}$ with a system as large as $\sim 100$ particles. Ref. [83] argues that the edge-spectra of parton state $\Phi_{n}^{k}$ is described by the highest weight representation of $\widehat{s u}(n)_{k} \times u(1)$ affine Lie algebra. Since RSES and edge-spectra of FQH states have a one-to-one correspondence, we present a non-trivial demonstration of this correspondence by comparing the RSES of parton state $\Phi_{n}^{k}$ with the highest weight representations of $\widehat{s u}(n)_{k}$ affine Lie algebra.

To verify that the RSES computed using the MC method is indeed correct, we compare it to the RSES of the direct but inefficient method for the unprojected and projected $2 / 5 \mathrm{CF}$ state [105]. Where the direct way takes hours or even days with hundreds of processors for small systems ( $\sim 20$ particles) [101], the efficient method not only produces the correct RSES for similar system sizes in a few minutes on a processor but much larger systems with $\sim 100$ particles can also be studied (for the unprojected case). Unfortunately, operation of exact projection becomes exponentially cumbersome with an increasing number of particles in higher LLs i.e., $n>0$, which limits the application of the efficient MC method for projected FQH states. Based on a technique given by Jain-Kamilla for LLL projection [98, 99], we devise an approximate projection prescription that enables efficient RSES computation of projected CF state for much larger systems ( $\sim 100$ particles). By comparing the RSES of exactly and approximately projected $2 / 3 \mathrm{CF}$ state, we verify that the approximate method indeed produces qualitatively similar RSES. Thus, the approximation presented here opens up a way to study RSES of projected CF states for much more extensive system sizes.

In our study of entanglement spectra, we have only included CF states corresponding to filling fractions $\nu=n /(2 p n+1)$ where $n, p$ are positive integers. There are FQH states with filling fractions $\nu=n /(2 p n-1)$ where the composite fermions are in a reduced field $B^{*}$ which is antiparallel to the actual physical field $B$. Edge theory of such FQH state predicts the presence of backward-moving neutral modes [106, 107, 108], which are seen experimentally as well [109]. Our approximation for LLL projection in the computation of RSES is based on the Jain-Kamilla projection method, which only works for CF states with filling fractions $\nu=n /(2 p n+1)$. This projection method can be generalized for CF states with $\nu=n /(2 p n-1)$, which have a negative effective magnetic field [100]. Since RSES of FQH states has a one-to-one correspondence with its edge spectra, RSES for CF states with counter-propagating edge modes is expected to have interesting features. Thus, extending the approximation discussed in Ref. [105] for such CF states would be particularly interesting, when applied to reverse flux attached states. Our current attempt at doing this was made difficult by the poor efficiency of MC.

Lastly, a word on the computational tool that was invaluable in our work. Most of the exciting results in the study of model interaction would only be possible with the usage of massively parallelized exact diagonalization routines available in PETSc [110] and SLEPc libraries [111]. PETSc is a toolkit that collects classes and data structures for scalable scientific problems like finding eigenpairs and solving partial differential equations. It supports MPI and GPUs through CUDA, HIP, or OpenCL, as well as hybrid MPI-GPU parallelism. SLEPc is a software library of PETSc for solving large-scale sparse eigenvalue problems on parallel computers. Using these tools, we could explore the spectra of much larger systems with dimensions too large to be tackled with standard methods. The code allows reliable calculation of degenerate states, which were crucial in the study discussed in Chapter 2. Extending these codes to matrix free Krylov methods can very useful in tackling versatile problems related to FQHE and other quantum many-body systems.
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