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Abstract

Integro-differential operators arise naturally in biological modeling and mathemat-
ical finance. We aim to conduct an in-depth study of integro-differential operators
and their regularity properties in this thesis. We start by considering linear integro-
differential operators of Lévy type and by studying existence-uniqueness results
for the associated boundary-value problems, maximum principles, and generalized
eigenvalue problems. As an application of these results, we discuss Faber-Krahn in-
equality and a one-dimensional symmetry result related to the Gibbons’ conjecture.

Next we bring our attention to the boundary regularity of the solutions of lin-
ear integro-differential operators over bounded domains and we prove that these
solutions are globally C** regular. This is also used to study an overdetermined
problem. To extend the linear case, we consider fully nonlinear, non-translation
invariant integro-differential operators and discuss boundary regularity of solutions
which requires a careful construction of a sub and supersolutions and appropriate
Harnack type inequality.

At last, we consider fully nonlinear nonlocal operators. We establish Holder
regularity, Harnack inequality and boundary Harnack estimates. As an application
of maximum principles, regularity theory and generalized eigenvalue problems, we
then discuss one of the most celebrated reaction-diffusion model, known in literature
as Fisher-KPP model, in the nonlocal setting. We further establish the existence,
uniqueness and multiplicity results of the solutions to the steady state Fisher-KPP

equation and long time asymptotic of the solutions of the parabolic counterpart.

xi
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Introduction

Let us start by defining the Hamilton-Jacobi-Bellman-Isaacs (HJBI) integro-

differential operator

Tu(z) :=sup inf {Lg,u(z) + fo.(x)} =0,
gco Ve
where

Lo,u(x) = Tr ag, (z) D*u(x) + Jg,u(x) + bgy, () - Du(x) + cgy(2)u(x).

Here ©,1" are set of indexes and Jy, is an integral operator defined as

Toyu(z) = /R (ulr +y) — u(e) ~ 15, (5)Du(z) - ) Nou(,9) dy,

(1.0.1)

(1.0.2)

with Lévy kernel Ny,. We assume that ag, are non negative definite matrices and
sup, [ra(LA |y|?)Noy(z,y)dy < oo. Also the coefficient ag, (-), bgy (-), cov(-) and fo,(-)

are continuous bounded functions on R4,

Consider equations (1.0.1) and (1.0.2), wherein the operators involved are defined

using both the integral operators Jp, and the differential operators D? and D. Thus,

it is appropriate to categorize these operators as integro-differential operators due to

their combined nature of encompassing both integral and differential components.

Also note that Jy, is a mapping from function to function such that to compute the



value of the output function at a given point, information about the input function
is required not only in the neighbourhood of a point but in the whole space R¢. This
is in contrast with the local operators such as differential operators like D?, D for
which only information about the input function in the neighbourhood of a given
point is required to determine the output function’s value at that point. Hence this
type of operator is sometimes also called a mixed local nonlocal operator.

One can see that I defined in (1.0.1) is a continuous map from CZ(R?) — Cy(RY).
In fact, I is a Lipschitz map. It also satisfies the global comparison property (GCP).

Definition 1.0.1 (Global comparison property). We say that a map I : CZ(R?) —
Cy(R?) satisfies the global comparison property (GCP), whenever v < v in R and
u(zr) = v(z) implies Tu(z) < Tv(xz). It says that if a function touches another
function from above at some point, then the operator preserves the ordering at that

point.

A very natural question would be how general is the max-min form of the oper-
ator I in (1.0.1)7 For a better understanding, let us start with the linear integro-
differential operator Lg, which is clearly a Lipschitz map and satisfies GCP as dis-
cussed above. How about the converse? Is it always true that a linear Lipschitz oper-
ator L from CZ(R?) — Cy(R?) is of the form given by (1.0.2) if it satisfies GCP? The
answer is affirmative; P. Courrege showed this in 1960 [67]. Furthermore, Guillen
and Schwab [100] recently prove that any translation invariant Lipschitz map from
CE(RY) — Cy(R?) satisfying GCP will have the form (1.0.1) with linear operators
Ly, having translation invariant coefficients (see [100, Theorem 1.10]). For a more
general class of operators, Guillen and Schwab also showed similar results in the
same paper [100] under some spatial regularity assumption. This motivates us to
study operators of the form (1.0.1).

Another motivation stems from the applications to mathematical finance, more
generally, from stochastic control. To cite some of the earlier works, we refer to
Soner [157] which consider nonlinear first order Hamiltonian with nonlocal term
and Merton [127] where he extended the work of Black and Scholes [39] that revo-
lutionized the theory of corporate liability pricing. For more details, one may read
the books [65,137]. Integro-differential equations involving dispersal type nonlocal

kernels arise naturally in the study of population dynamics in biological modelling
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[14]. Also, recently Dipierro and Valdinoci [78] showed that sometimes mixed oper-
ators such as A — (—A)*® are more suited for predatory modelling. We refer to [77]

and reference therein for more information.

This thesis is centred around a detailed study of the regularity properties of
integro-differential operators and their subsequent applications. In this regard, the
class of integro-differential operators for which certain regularity properties are ap-
plicable are enlarged in this thesis. We also obtained global regularity results for a
large class of integro-differential operators. We used both analytical and probabilis-

tic tools to study these operators.

1.1 Notations

We start by setting up some conventional notation. We use B,(z) to denote an
open ball of radius r > 0 centred at a point x € R? and B, to denote B,(0). For
any subset U C R¢, we use USC(U), LSC(U),C(U) and Cy,(U) to denote the space
of upper semicontinuous, lower semicontinuous, continuous functions and bounded

continuous functions on U, respectively.

For any subset U C R? and a € (0,1) , we define C%(U) as the space of all

bounded, a-Hélder continuous functions equipped with the norm

f(z) = fy)]
[flloew) := sup | f(z)] + sup “————7==.
zeU syet |z =yl
Note that for a = 1, C%(U) denotes the space of all Lipschitz continuous func-
tions on U. The space of all bounded functions with bounded a-Hélder continuous
derivatives is denoted by C*(U) with the norm

HfHCLa(U) = 5161[]!]) |f(@)] + HDfHC“(U)-

For any z € R?, we say that u € C?(z) if u is twice continuously differentiable in
some neighborhood of z. u € CZ(R?) means that u € C*(R?) and bounded in R.
S represents a space of all d x d real symmetric matrices. C(Q,S9) == {a : Q —

S% a is continuous} and we will usually denote a(z) = (a;;(z)). If 3, ; Gai ;¢ >0
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for any ¢ = (¢;) € RY, then we say that matrix (a;;) is non-negative definite. For
any p,q € R, we will use p A ¢ = min{p, ¢} and p V ¢ = max{p, ¢}.
A Bernstein function is a non-negative completely monotone function, that is,

an element of the set

B = {f € C*((0,00)) : f>0 and (—1)”;1;5 <0, foralln e N}.

In particular, Bernstein functions are increasing and concave.

1.2 Viscosity solution for integro-differential op-

erator

In this section, we introduce our integro-differential operators in a very general form.

We first define the following two collections of functions.
Ao(Q) = {(a;;(x)) € C(2,S%); (a; j(x)) is bounded and non-negative definite }
and

Bo() = {N(z,y): O x R = R: N(z,y) > 0 and / (1A [y2) Nz, y)dy < oo}.
R4

For simplicity, we fix the notation 2ly and B, for the collection defined on 2. For

ag, € Ao and Ny, € By, we define a linear integro-differential operator, denoted

Lg,, as follows
Lo, |7, u] = Tr(ag,(v)D*u(z)) + Jo, [z, ], (1.2.1)

where Jy, is a nonlocal operator defined as
Jgpu(x) := g, [z, u] = /d(u(x +vy) —u(x) — 1p, (y)Du(z) - y) No,(x,y) dy. (1.2.2)
R:

Let .Z be the collection of all linear integro-differential operators Lg, of the form
(1.2.1). We explicitly notice that all Ly, € £ are defined using functions from the
set 2y and By. If we take any nonempty subsets 2 C 2y and B C By, then Lo »)
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represents all linear operators defined by using functions from 2 and 8. Now we use
this class of linear operators to define a fully nonlinear integro-differential operator

L as follows

Lu(z) := Llz,u] = sup inf Ly, [x,u] = sup inf {Tr(agy(x)D2u(x)) + Jgu [, u]} ,
pco Ve pco veD

(1.2.3)

for some index sets ©,I'. We say that £ is a fully nonlinear integro-differential
operator with respect to L m), if Ly, € Lgp) for all @ € © and v € I'. We
will always be working with some subclass Zjg ») of Ziq, s, where 2 C %y and
B C By. We will also assume that the subset 2 and B are always non-empty.
Coupling of second order derivatives and nonlocal terms gives rise to some natural
difficulties, for instance, mixed order of the derivatives, behavior of solution at
infinity and singular nature of the measure appearing in the nonlocal operator. We
will work with viscosity solutions throughout this thesis. Next we define the viscosity

solution and discuss some of its basic properties.

Definition 1.2.1. A function u € USC(Q)NL>(RY) (resp. u € LSC(Q)NL>(R%))
is said to be a viscosity subsolution (resp. supersolution) to Lu(z) = f(z) in Q and
written as Lu(z) > f(z) (resp. Lu(z) < f(x)) in Q, if the following holds: if a
C? function 1 touches u at x € Q from above (below) in a small neighbourhood
B,(z) € , i.e., ¥ > win B,(z) and ¥ (z) = u(x), then the function v defined by

) ¥ly) forye€ B.(z),
v(y) =

u(y) otherwise,

satisfies Tv(z) > f(x) (Tv(z) < f(x), resp.). A function u is said to be a viscosity

solution if u is both a viscosity subsolution and a viscosity supersolution.
Let us now recall some of the well-known properties of viscosity solutions.

Lemma 1.2.1. Assume that u,v are viscosity subsolutions in 2. Then max{u,v}

is also a viscosity subsolution in €.

The following lemma is a generalization of the above result when we have different

domains.
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Lemma 1.2.2. Let Q and 4 be bounded domains such that QO C Q. Suppose that
u € C(Q) is a viscosity supersolution in Q to Lu(z) = f(x) and v € C() is a

viscosity supersolution in Qy of Lv(z) = g(x). Assume that v > u on QS and let

u inQ\ Q, f in )\ Q,
w = B and h = _
inf{u,v} inQy, sup{f,g} inQy,

then w is a viscosity supersolution in Q of Lw(x) = h(z).
Now we define extremal Pucci operators defined on the collection 2 and B. Let

Pyu(z) = sup {TI‘(CLDQU(Z‘)) L a€ Ql} :
Pyu(x) = inf {Tr(aD2u(x)) Da€ Ql} ,

and
Pru() {/Rd u(z +y) —u(x) — 1p,(y)Du(x) - y)N(x,y) dy : NG’B},

Peu(z 1nf{/}Rd u(r +y) —u(r) — 1p,(y)Du(x) - y)N(x,y) dy : NG%} :

The following properties are easy to check.

Lemma 1.2.3. For any v € R and ry, 79 > 0, let A C Ao(B,,(x)) and B C
Bo(B,,(z)) be any non-empty subcollection. Then for any u € L=®(RY) NC?(x), the

following assertions hold true,
o Pyu(r) < Phu(z) and Pyu(r) < Phu(z).
e Forall £ € Ly, we have Pyu(z) + Pyu(xr) < Lu(z) < Piu(z) + Pyu(z).

o If A C A and B C B then Pyu(zr) < Pyu(z) < Piu(z) < Pu(z) and
Pau(z) < Pyu(z) < Phu(r) < Phu(z).

o Pi(au)(z) = aPiu(x) for all a > 0.
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Following lemma in literature refers to as the ellipticity criteria of the operators

L.

Lemma 1.2.4. Let u,v € C?(x) N L=(R?) for some x € RL. Then, for any £ €

L) we have
Po(u—v)(2) + Py (u —v)(x) < Lu(x) — Lo(x) < Ph(u—v)(x) + Pgu—v)(z) .

The next lemma generalizes the above result by requiring only one of the func-

tions being locally C?.

Lemma 1.2.5. If v € C?*(z) N L>®(RY) for any x € R? and u € L>®(R?) then for
any L € L) we have

Pa(u—v)(z) + P(u — v)(z) < Lu(z) - Lo(x)
when u is upper-semicontinuous in the neighbourhood of x, and

Culz) — Lo(x) < Py (u—v)(x) + P (u — v)(2)
when u is lower semicontinuous in the neighbourhood of x.

Proof. Let u be upper semicontinuous in a neighbourhood of z and ¢ be any C?

test function touching u from above at x. Define

¢ in B,(x),
w =
u in BS(z).
Applying the previous lemma on w — v gives us the desired result. O]

For the purpose of our analysis we need to investigate scaled operators which
we introduce here. It can be easily seen that a function and its scaled version may
not always satisfy the same integro-differential equations. For example, let u be
some function on R? and 2 € R? and » > 0. We can define a scaled function
v(y) = u(r(y — x) + ). We wish to study the type of integro-differential equations
satisfied by v. Let us first define the scaled domain. Let {2 be any bounded domain
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in R? then for any 0 < 7 < 1 and zy € R? we define scaled domain as
O (zg) = {r(x —xo) + 2o : €N}
Now 2 (Q"(x0)) and Bo(Q2"(xp)) can be defined in similar fashion as
Ao(Q"(20)) = {(ai;(x)) € C(Q (x0), M?) : (a;;(z))is bounded and nonegative definite}
and

Bo(Q(w0)) = {N(z,y) : Q(zo) xR = R: N(z,y) > 0and / (1IAJY)*)N (z,y)dy < oo}

R4

Let 24(Q"(z0)) C Ao(2"(z0)) and B(2"(z9)) C Bo(2"(z0)) be some nonempty sub-
collection. Then using 2A(Q"(z0)), B(2"(x0)) one can introduce the following scaled

subclasses of 2, and B,

A = {d'(z) = a(r(z — o) + x0); a € A(Q"(x0))},
= {N'(z,y) = r"2N(r(z — x0) + 20, 7y); N € B(Q"(20))}.

We claim that 21’ and 28’ are actually subclasses of 2y and B, respectively. For 2/
it follows directly from the fact that for any x € Q, r(x — z¢) + zo € Q"(z0) and

a(r(z — zo) + xo) is bounded and nonnegative definite.

Now for the class of nonlocal kernel, let N’ € B'. First, for any =’ € Q"(zg), we

have

/d(l Ay )N(z',y)dy < oo .
R

Hence taking @' = r(x — x¢) + o for any x €  and using the estimate from above

and the change of variable, we get

(LA |y)r®2N (2, ry)dy

\

/ (LA Jy|*)N'(z,y)d
R4 Rd

2
y
/d ‘ ’ )N (2, y)dy
R
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= [ AN Gy

< [ anbPING -

This gives us the correspondence between the sub-collection defined on Q" (zy) and
the sub-collection defined on 2. This is useful in defining the following scaled op-
erators on €2 using £ which is a fully nonlinear integro-differential operator with
respect to class Z(A(2"(zg)), B(Q(x0))). Let 0 <7 < 1 and £ be a fully nonlinear
integro-differential operator with respect to class 2 (2A(Q"(xo)), B(2"(z0))) then the

scaled operator L£"(zg) is defined as

L (xo)u(z) = L7 (x0)[2, ul

= sup inf {Tr(ap, (r(z — o) + 70) D*u()) + I (z0)pu [, ul },  (1.2.4)

where ag, € A(2"(xy)) and J"(xg) is a scaled nonlocal operator defined as

o (To)u(x) = Jg, (o) [z, u]

= [ (e +) = ua) = L, ()Du(a) - )Ny (2.9) o

where N} (x,y) = 42Ny, (r(x — x0) + 0, ry) With Ny, € B(Q"(x0)).

Lemma 1.2.6. Let Q be a bounded domain, let x+ € R? and 0 < r < 1.
Moreover, let L be a fully nonlinear integro-differential operator with respect to
class L (A(Q (), B(X(x0))), where A(Q"(z0)) C Ao(Q"(x0)) and B(Q"(zy)) C
Bo(Q" () are some nonempty subcollections. Let u be a viscosity subsolution
(resp.  supersolution) of the equation Lu(x) = f(x) in Q" (xg) Then, v(z) =
u(r(x — xo) + o) is a viscosity subsolution (resp., supersolution) of the equation
L (zo)v(x) = r2f(r(x — x) + 30) in Q, where L"(x0) is a scaled operator defined in
(1.2.4).
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1.3 Probabilistic representation of the solution

We start this section by giving a brief introduction to some notion of probability
theory that will help us to explain the probabilistic representation of a solution.

If X is a real-valued random variable defined on a probability space (Q,F,P),
and integrable with respect to the probability measure P then its integral value is

called expectation and is denoted by
E[X] = / X (w) P(dw).
o)

If f is any bounded measurable function on R¢ and X is a R%valued random variable
defined on a probability space (Q,F,P) then

ELFON) = [ FX@)PWe) = [ (o) Plaa),

where Px denotes the distribution of X on R?. A stochastic process is a family of
random variables, that is, a family {X;,# > 0} of random variables on R¢ parame-
terized by ¢ € [0,00), defined on a common probability space (Q,F,P), is called a
stochastic process. An important property concerning a family of a random variable
is independence. Let B(R?) be the Borel o-algebra on R? and X; be an R% val-
ued random variable on a probability space (Q,F,P) for j = 1,...,n. The family
{X1,...,X,} is independent if for every B; € B(R%), j =1,...,n,

PIN/_; {w: X € Bj}| =Px,(B1)...Px,(By).

An infinite family of random variable is independent if every finite subfamily of it is
independent. Let X = {X;,t > 0} be a stochastic process defined on a probability
space (Q,F,P). We say that it has independent increments if for each n € IN and
each 0 <t <ty < - - <t,y1 < 00, the random variables (th+1 — Xy, 1 <5< n)
are independent. The stochastic process is said to have stationary increments if each
Xi — X S X — X (that is, X, ., — X,

J

and Xy, ¢, — Xo are identically

distributed). Now we are ready to give the definition of a Lévy process.

Definition 1.3.1 (Lévy processes). We say that a stochastic process X =
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{X;,t > 0} defined on a probability space (Q,F,P) is a Lévy process if:
1. Xy = 0 almost surely.
2. X has independent and stationary increments.

3. X is stochastically continuous, that is, for all @ > 0 and for all s >0

lim P(|X, — X,| > a) = 0.

Note that in the presence of (1) and (2), (3) is equivalent to the condition
lim P(1X,| > a) = 0

for all a > 0.

1.3.1 Characteristic functions and the Lévy-Khintchine for-

mula

In this section we discuss the relationship between the generator of a Lévy process
and its characteristic function. Let X be a random variable defined on (Q, %, P)

which takes value in R? with law Py. Its characteristic function ¢x is defined by

ox (u) = E[e"] = / e Px(dy),
R
for each u € RY. More generally, if P is a probability measure on R? then its
characteristic function is the map u — [, e™¥ P(dy).
Let X = {X;,t >0} be a Lévy process. Then its characteristic function will
look like
Ele™X] = e ™™ >0, ue R,

where 1) is a characteristic exponent with the following form

1 .
Y(u) = 5 U Au+1ib-u +/ (1—e ™Y +iu-ylg )v(dy), u e R,
R4\ {0}
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where A = (a;;) is a symmetric non-negative definite d x d matrix, b € R?, v is a

measure on R? satisfying

v({0}) =0 and /}Rd(|y|2 A 1)v(dy) < oo. (1.3.1)

The representation of 1 by (A, b, v) is unique. Conversely, if A is a symmetric non-
negative definite d x d matrix, b € R?, and v is a measure on R¢ satisfying (1.3.1),
then there exist a Lévy process whose characteristic exponent is ¢ with (A, b, v).
We call A the diffusion coefficient of X, b the drift coefficient of X and v is the Lévy
measure of X. (A,b,v) is referred to as a Lévy triplet of a Lévy process X. For

more details on this topic we refer to the book of Sato [148].

The transition semigroup associated to the Lévy process X = {X;} is defined by

Fif(z) = Bo[f(Xy)] = E[f(z + X3)].
The infinitesimal generator A of X is defined by

P _
A(u)(x) = lim 202 Z ul@),
t—0 t
provided that the limit exists. It is well known that Awu is well defined when u is a

bounded C? function and is represented by

Au(z) = ;Tr(ADZU(x))—i-b-Du(I)—l—/Rd ) (u(z4y)—u(x)—1pg,(y)Du(z) y)v(dy).

o (1.3.2)
As we see here, integro-differential operators can be realized as the infinitesimal
generator of some Lévy process. There is a great amount of information that can
be obtained about an operator from its generating process and used in the ana-
lytic study of the integro-differential operator. To cite some specific examples, see
[11,12,112] where the authors use a probabilistic approach to study different reg-
ularity properties. In [30,32,34], some properties of the generating Lévy process

are exploited to obtain different analytic properties like Hopf’s lemma, maximum
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principles, Liouville-type theorems and Serrin-type rigidity results. overdetermined
problem etc. This motivates us to consider the probabilistic representation of a
solution u to (1.3.2) over a bounded domain. The probabilistic representation of a
solution can be given using the Green function and this representation is going to
play a key role in this thesis. We need a few notation to introduce this representa-
tion. Let T be the first exit time of X from (2, that is,

T=inf{t >0 : X; ¢ Q}. (1.3.3)
We define the killed process { X!} by
X=X, ift<t, and X'=0 ift>rn,

where 0 denotes a cemetery point. X;® has transition density pq(t,z,y) and its

transition semigroup {Pf*};> is given by

PRf(2) = E[F(XO) L framy] = / F(@)palt,z,y) dy.

The Green function of X is defined by

0

Now we are ready to give the probabilistic representation of a solution.

Definition 1.3.2. A function u € Cy(R?) is said to have a probabilistic represen-
tation of a sub-solution to
Au< f in

whenever for every x € 2,

) < [ 6o F0) dy + ELu(Xo)) = s [ JNES dt] PR (13.4)

The main advantage of probabilistic representation (1.3.4) is that we can make
use of semi-group property, heat kernel estimate and other probabilistic tools

to study analytic properties like Alexandrov-Bakelman-Pucci (ABP) estimate or
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boundary behavior and transfer those estimates once an appropriate connection

between viscosity solution and its probabilistic representation is established.

1.4 Results

In this thesis, the interior and boundary regularity properties of linear and nonlin-
ear integro-differential operators and fully nonlinear nonlocal elliptic operators are
developed using analytic and probabilistic methods. The next two chapters, that
is, Chapters 2 and 3 deal with linear integro-differential operators whereas Chap-
ter 4 discusses the global regularity of nonlinear nontranslation invariant integro-
differential operators. Chapter 5 considers regularity theory of fully nonlinear non-
local operators and the last chapter, that is, Chapter 6 deals with the nonlocal
Fisher-KPP model.

We begin Chapter 2 with linear integro-differential operators obtained by su-
perpositioning Laplacian with a translation invariant nonlocal operator of the form
(1.2.2). In Section 2.1, we considered the Dirichlet boundary value problem and
studied the existence and uniqueness of the solution. While Mou [131] showed ex-
istence of a solution for a large class of integro-differential operators using Perron’s
method, we do not rely on Perron’s method to establish the existence of solution. In-
stead, we used the probabilistic structure inherited by the linear integro-differential
operator and comparison principle to establish the existence of a unique viscosity
solution which also has a probabilistic representation. In Section 2.2, we establish
preliminary results required to study the eigenvalue problem and symmetry results.
The probabilistic representation of viscosity solution plays a very crucial role in es-
tablishing ABP maximum principle. We use this ABP maximum principle to obtain
a narrow domain maximum principle. We end this section by providing the proof
of Hopf’s lemma which requires a careful construction of the subsolution. We start
Section 2.3 with a discussion on eigenvalue problem. We also prove the existence of
a principal eigenvalue and principal eigenfunction by combining Krein-Rutman the-
orem with boundary estimate and the existence of a unique solution to the Dirichlet
boundary value problem of operators L + ¢ where ¢ is a bounded continuous func-

tion. We end Section 2.3 by proving a well known Faber-Krahn inequality for linear
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integro-differential operator. We utilize a probabilistic representation of the prin-
cipal eigenfunction to get a probabilistic representation of the principal eigenvalue
then use the Brascamp-Lieb-Luttinger inequality to obtain Faber-Krahn inequality.
In Section 2.4, we aim to study the symmetry properties of the positive solutions of
semilinear equations and the one-dimensional symmetry result related to the Gib-
bons’ conjecture by standard method of moving plane without imposing any addi-
tional regularity assumption on a solution. The comparison principle and a narrow
domain maximum principle are used to establish radial symmetry of the positive
solution. The one-dimensional symmetry result related to the Gibbons’ conjecture

was proved using maximum principle type result Lemma 2.4.1.

We continue with the linear integro-differential operator in Chapter 3 and study
the boundary behavior of the solution establishing C** regularity up to the bound-
ary. We first show the Lipschitz regularity of a solution up to the boundary. This
requires three standard ingredients, interior C%® regularity estimate, comparison
principle and a barrier function to control the behavior of a solution u near the
boundary. As it turns out a distance function from the complement of the do-
main €, that is d(x) = dist(x,Q°) gives a barrier function at the boundary (see
Lemma 3.1.1). Next we focus on showing global Hoélder regularity of Du. As it
turns out, the distance function d as a barrier to the solution is not enough and one
needs to show that u/§ is actually Holder regular up to the boundary. A key step
in this analysis is the oscillation lemma (see Proposition 3.2.1) establishing that the
oscillation of the function u /¢ is controlled near the boundary. Harnack estimates
from [90], which was obtained using probabilistic structure inherited by the linear
integro-differential operator, play a crucial role in establishing this result. Another
difficulty we encounter here is that linear integro-differential operators applied on
a distance function & becomes singular near boundary and thus requires several
careful estimates to manage this behavior. At last global Hélder regularity of u/§
combined with interior C%® regularity estimate gives us the global C%® regularity of
the solution. This is used in combination with results from Chapter 2 to study the
overdetermined problem for such operators, ultimately proving that if there exists a
positive solution to the class of linear integro-differential operators satisfying both

Dirichlet and a constant Neumann boundary data, then the domain must be a ball.

Inspired by the global regularity results for linear integro-differential operators,
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in Chapter 4 we consider fully nonlinear nontranslation invariant integro-differential
operators and established C%*-regularity up to the boundary. Unlike the linear
case, most of the analytic and probabilistic tools are unavailable here. For example
higher interior regularity results and Harnack type estimates that are uniform with
respect to the scaling are developed in this chapter. Furthermore, the standard
comparison principle is also unavailable due to the nontranslation invariant nature
of the operators considered here. The idea is to try to prove that either a viscosity
subsolution or a supersolution is more regular (C? locally) and use this to obtain
an appropriate comparison between subsolution and supersolution. We also need to
construct sub and super-solutions with appropriate singular nature near boundary
when integro-differential operator is applied to them. This is due to the fact that
operators do not have an order. All these are developed to obtain global regularity

properties.

In Chapter 5, the study of regularity theory of fully nonlinear nonlocal opera-
tors with kernels obtained by superpositioning a-stable kernel with a lower order
(possibly degenerate) kernel are discussed. Such operators do not have a global scal-
ing properties. A nonlocal version of Alexandrov-Bakelman-Pucci (ABP) estimate,
weak Harnack inequality and interior Holder estimate is established. A key insight
is to use non-degeneracy of a-stable kernel. The Harnack inequality, half Harnack
inequality for subsolutions and boundary Harnack estimate are also studied for such
operators. The main features of these regularity results are their robustness as com-
pared to the case of stable-like operators, since the operators considered here can

have kernels of variable order.

At last in Chapter 6, nonlocal Fisher-KPP model is considered, in particular a
class of nonlocal reaction-diffusion equations with a harvesting term are considered.
Here the nonlocal operators are generators of a large class of subordinate Brownian
motion and can have variable order kernel. First steady state equations are taken
into consideration and the existence/non-existence, uniqueness and multiplicity re-
sults are established for such equations. One of the critical steps to obtain these
results is a comparison principle which was obtained using Hopf’s lemma and bound-
ary regularity properties. The existence/non-existence of solution was established
using the monotone iteration method, bifurcation results and the eigenvalue theory

of the nonlocal operator. At last the long-time asymptotic of the solution is studied
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for the parabolic counterpart using both analytic and probabilistic arguments.



2

Linear integro-differential equation

In this chapter, we consider a linear operator in R? which is a combination of a local

and a nonlocal operator. In particular, we consider operators of the form
Lu=du+ [ (ule+y) - ule) - Lyeny - Du@)iw)d (20.1
R
where j : R?\ {0} — [0, 00) is a jump kernel satisfying

| it <. (2.0.2)

Operators of the form (2.0.1) appear naturally in the study of Lévy process. More
precisely, as shown in equation (1.3.2), the generator of a d-dimensional Lévy process

is given by the following general structure

Au = Tr(aD%u) +b- Du+ /}R (ulx +y) = ul2) = Ly <y - Dula))v(dy)

where a is a non-negative definite matrix, b € R¢ and v is a Lévy measure satisfying

/ 1A |y)Pv(dy) < oo.
Rd

The choice v = 0 corresponds to the local elliptic operator. For v(dy) = |y|~¢2*dy,

the nonlocal part corresponds to the well-studied fractional Laplacian. Here we set

18



Chapter 2. Linear integro-differential equation 19

a=1,b=0and v(dy) = j(y)dy where j satisfies (2.0.2). There is a large number of
works dealing with elliptic operators with both local and nonlocal parts, but most
of them restrict the nonlocal term to be the factional Laplacian [1,5,7,8,19-24, 54,
75]. However, there are many practical situations; for instance, in biology [60,135],
mathematical finance [29,137], where the Lévy measure need not be of fractional
Laplacian type. This gave us enough motivation to consider an integro-differential
equation with a general Lévy measure in [37].

Let us now explicitly construct the processes whose generator is given by the
linear operator L in (2.0.1). We do this mainly by superpositioning a Brownian
motion and a pure jump Lévy process. We will assume that all the processes are

defined on a complete probability space (Q,F,P). Let us denote by

Y(z) = /Rd(l — e Lyp<yiz - ) §(€)dE. (2.0.3)

Let Y be a pure-jump Lévy process with Lévy-Khinchine exponent given by v and
B be a Brownian motion, independent of Y, running twice as fast as the standard
d-dimensional Brownian motion. Let X = B+Y. It is well-known that X is a strong
Markov process and the semigroup generated by X is determined by the generator

(2.0.1). Furthermore, the Lévy-Khinchine representation of X is given by
E[e?*X1] = ¢ /F*+¥)  for all z € RY andt > 0.

We impose the following assumption on .

(A1) For some constant C' > 0, we have [Im(¢(p))| < C(|p|* + |[Re(¥(p))]) for all p
and for all r > 0 we have sup,,.(|p|* + Re(¢/(p))) > 0.

It is easy to see that any symmetric kernel j (that is, j(y) = j(—y)) satisfies (A1),

since

0 = [ (1= cos(z-€)i(6)de > 0.

and thus, (A1) holds.
In this chapter, our focus will be to study the existence-uniqueness results for the
Dirichlet boundary value problems. We will show that the solution of the Dirichlet

problem has a unique probabilistic representation. We will use this representation to
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study maximum principles which will be further helpful in the study of generalized
eigenvalue problems. As applications to these results, we obtain Faber-Krahn in-

equality and a one-dimensional symmetry result related to the Gibbons’ conjecture.

2.1 Existence and uniqueness of viscosity solution

In this section, we will study the existence and uniqueness of a Dirichlet boundary
value problem. That is, we concern ourselves with the solution of the following

boundary value problem
Lu=—f inQ, and w=g inQ° (2.1.1)

where f € C(Q) and g € C(Q°).

As in [68,69] M.G. Crandall, H. Ishii and P.I. Lions developed a theory of vis-
cosity solution for a nonlinear partial differential equation to prove the existence
of a solution. Our goal in this section is to prove the existence of a unique viscos-
ity solution to (2.1.1). The classical approach is to first show the existence of the
super solution and subsolution for the Dirichlet boundary value problem and then
use Perron’s method together with the comparison principle to find the solution in
between. For mixed local-nonlocal operators similar things have been done by Mou
in [131] to establish the existence of a solution.

Here we present a different approach for the operator L. We will do this by
establishing the connection between the viscosity solution and the probabilistic rep-
resentation of a solution. We will do this in the following way. First we show the
uniqueness properties of the viscosity solution for equation (2.1.1). Then we will
introduce the probabilistic representation of a solution corresponding to the linear
operator L and show that it is indeed a viscosity solution.

We start with following maximum principle type result similar to [50, Lemma
5.10].

Lemma 2.1.1. Let u be a bounded function on R* which is in USC(Q) and satisfies

Lu >0 in 2. Then we have supg u < supgqe U.

Proof. From [131, Lemma 5.5] we can find a non-negative function ¢ € C?*(2) N
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Cy(R?) satisfying
Ly < —1 in Q.

Note that, since 1 € C?(Q), the above inequality holds in the classical sense. For
e > 0, we let ¢y to be
ou(x) = M + .

Then Loy < —e in €.

Let My be the smallest value of M for which ¢3; > v in RY. We show that
My < supge u. Suppose, to the contrary, that My > supg. u. Then there must be a
point zy € Q for which u(zg) = @, (x0). Otherwise using the upper semicontinuity
of u, we get a My < My such that ¢y, > v in R?, which contradicts the minimality
of My. Now ¢y would touch u from above at xy and thus, by the definition
of the viscosity subsolution, we would have that L¢y, (o) > 0. This leads to a

contradiction. Therefore, My < supq. u which implies that for every x € R¢
u< op, < My+esupy <supu+ € sup .
Rd Qe Rd
The result follows by taking ¢ — 0. m

We remark here that a similar result holds for the more general fully nonlinear
integro-differential operator that will be discussed in the coming chapters. Linear
integro-differential operator L of the form (2.0.1) enjoys not only a nice probabilistic
structure but also has the following useful coupling property between its subsolution

and supersolution.

Theorem 2.1.1. Let €2 be an open bounded set, u and v be two bounded functions
such that w is upper-semicontinuous and v is lower-semicontinuous in . Also,
assume that Lu > f and Lv < g in the viscosity sense in ), for two continuous

functions f and g. Then L(u —v) > f — g in Q in the viscosity sense.

This result combined with the maximum principle in Lemma 2.1.1 gives the
uniqueness for the Dirichlet problem. Indeed if we have two different solutions u and
v for (2.1.1), then from the theorem above we will have L(u—v) > 0 and L(v—u) > 0

in 2 and v —v = 0 in Q°. Hence using the maximum principle Lemma 2.1.1 we
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obtain © = v. Throughout this chapter Theorem 2.1.1 will play a key role in proving

many other results. The readers may compare it with [50, Theorem 5.9].

To prove Theorem 2.1.1, we need the notion of inf and sup convolution. Given
a bounded, upper-semicontinuous function u, the sup-convolution approximation u°

is given by
|z — ="

Likewise, for a bounded and lower-semicontinuous function u, the inf-convolution

U is given by

2
ue = inf u(z+y)+=— = inf u(y)+ z=y :

Lemma 2.1.2. Let Q be an open bounded set and f be a continuous function in
Q. If u is a bounded, upper-semicontinuous function such that Lu > f in €2, then
Lu® > f—d. in 2y @ Q where d. — 0 in Qq, as € — 0, and depends on the modulus
of continuity of f.

An analogous statement also holds for supersolutions.

Proof. Fix z¢ € €y, and let ¢ be a test function that touches u® from above at z

in some neighbourhood B, (zy) C € and ¢ = u° in BS(zp). We define
* 1 *|2
Q) = plo+ 70— a3) + leo — 33l

We observe from the definition of u® that |zg — | < M where M = (2||u|| )"
Hence we can pick €; such that for all ¢ < ¢e; and xg € €2 we have zj; € Q. It then
follows from the definition that u(z) < w*(z + zg — ) + L|zg — z§|*>. Thus, for

|z — x§| < r we then get

* 1 *
u(z) < @z +x9 — x) + g|x0 — x0|2 = Q(x)
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and u(xf) = Q(zf). Hence Q touches u by above at zj in B,.(zf). Define

Qx) =€ By(xp),
w(z) =

u(z) xR\ B (x}).

Then by the definition of viscosity subsolution we have Lw(zj) > f(zf), that is,

AQUai) + [ (wlas +9) = Qla) = Lgyny - DIy > £(wy)

R4

Now we observe that AQ(zf) = Ap(zo), DQ(zf) = Dp(xy) and Q(xi+y) —Q(zf) =
o(xo+y) — ¢(xg). Since ¢ > u > u, we obtain

Lo(wg) > f(zo) — | f(25) — f(x0)].

Since |z — x| < Me?, choosing d.(z) = SUDyeR,, - (x0) |f(x5) — f(z0)| gives us the
desired result. O

Now we will show that the difference between sub and supersolution gives us a
subsolution. Let us begin by defining the convex envelope and contact set. Let u
be a function that is non-negative outside B,(xy). The convex envelope I', of u in

By, () is defined as follows

ry() sup{p(x) : pis a plane satisfying p < u~ in By, (x9)} in By, (o),
ulT) =
0 in BS,.(xo).

The contact set is defined to be ¥ = {I', = u} N B,.(xp).

Lemma 2.1.3. Let Q C R? be a bounded open set, and let f,g € C(Q). Moreover,
let u,v be bounded functions such that w is upper-semicontinuous and v is lower-
semicontinuous in R:. Also, let Lu > f and Lv < g in Q. Then L(u —v) > f —g
in €.

Proof. Fix Q1 € Q and ¢ > 0. Let P € CZ(xg) be such that v* —v. < P in
B, () C Qy and uf(xg) — v-(xg) = P(xo). Without loss of generality, we may also
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assume that P is a paraboloid and Bs,(xg) C §2. Take § > 0 and define
w(z) = v.(x) — uf(z) + ¢(x) + 0(|]x — 30| AT)* — 077,
where 0 <7r; <d A 5 and

P(z) x € By(x)

u(z) — v (z) z€ R\ B.(xg).

We see that w > 0 on 0B,, (), w(zo) < 0 and w > 372 on R?\ B,(z¢). For any
x € B,, () there exists a convex paraboloid P* on opening K such that it touches
w from above at x in B, (z), where K(= 4/¢) is a constant independent of z. Using

[48, Lemma 3.5] and w(xy) < 0 we obtain

0 </ detD?T,,, (2.1.2)
An{w=TCw}

where I'y, is the convex envelope of w in Bs.(xg) and A C B, (x) satisfies
| By, (w0) \ A| = 0, T, is second order differentiable in A and 'y, € C*'(Bz). Fur-
thermore, u®, v* (and hence w) are punctually second order differentiable in A
[48, Theorem 5.1] . Thus Lu®(z), Lv*(z) are defined in the classical sense for z € A

and from Lemma 2.1.2 we have
Lu®(z) > f(z) —d. and L(v°)(x) < g(z) + d..

We note that since the contact set {w = I',,} are the points of minimum for w — I,
and w is differentiable at the points of A (as it is punctually twice differentiable),
we have Dw = DI', on AN {w =T,}. Therefore, since I, is convex and T, < w,
for all z € An{w =T} we have

Bu(@) 20 and [ (et y) - w() - Lgyeny D))y 20,
z+y€Br(x)
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using the fact that for x € AN {w =T} we have
w(z +y) —w(@) = y<yy - Dw(r) 2 Du(z +y) = Lu(z) = Ty <y - Dw(z) 20,

for all x +y € B,(x).
Now from (2.1.2) it follows that

| {w=T,}NAl>0,

and therefore, there is one point 2§ € {w =T} N A where Lu®(z), Lv?(z) can be

computed classically. At this point we thus have

(@) = de < Lu®(27) = Loe(27) — Lw(2) + Lo () + OL(] @ —wo| A7)*(27)

< g(e?) + d. + Lo(a) / (wad + ) — w(zd))j(y)dy

ly|>r

[y DRy + 6L @ —aol AT
r<[y|<1

Letting r; — 0, we see that 28 — 29 and DT, () — DI'(z¢). Since I',, attains its
minimum at zo we have DT, (xg) = 0. Also, w(x$ +y) —w(x9) — w(wo+y) —w(wo).

Hence, by the dominated convergence theorem, we have

f (o) — de < glao) + de + Lo(ao) — / (w(zo + ) — w(z0))j(y)dy

ly|>r

+ 0L(| @ —xo| A7) (o).
Since w(xo + y) — w(xg) > 0 for all |y| > r, we have
f(wo) —d. < g(x0) +de + Lp(o) + SL(| @ —x0| A7) (0).
Now, we let § — 0 to find that
f(zo) — g(xo) — 2d. < Lp(xp).

This gives us L(u® —v.) > f — g — 2d. in )y, in the viscosity sense. At the end, we

let ¢ — 0 and use the stability property of viscosity solution to obtain our desired
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result.

]

Now applying a standard approximation argument together with Lemma 2.1.3
we obtain Theorem 2.1.1 (cf. [50, Theorem 5.9])

Now we prove the existence of viscosity solution to (2.1.1).

Lemma 2.1.4. Assume (A1) and let Q be a bounded Lipschitz domain. Define

ulx) = E, [ / "R dt] CE (X)), xef,

where T denotes the first exit time of X from Q as defined in (1.3.3), that is T =
inf{t >0 : X; & Q}. Then u € Cy(R?) and solves (2.1.1) in the viscosity sense.

Proof. Since u(x) = g(x) in Q°, we only need to show that u € C(Q). Let z,, € Q
and z,, — z € Q. Define

T, =inf{t>0: X'=2,+ X, ¢ Q}.

Here T, is the first exit time of a process starting from x,,. In a similar manner, one

can define the first exit time T, of a process starting from z as
T,=inf{t>0: X;=z2+X,¢Q}.

First suppose that z € 0. Since Q is Lipschitz, it satisfies the exterior cone
condition and hence regular with respect to X [128,159]. This means P,(tq = 0) =

1. Therefore, for every § > 0, X* intersects (£2)¢ before time §, almost surely. Since

sup |z, + X — 2+ Xy)| <|zp,—2] =0, as n— oo, (2.1.3)
tel0,M]
for every fixed M, it implies that T, — 0 and X — z, almost surely. Therefore,
using Lemma 2.2.1 and dominated convergence theorem, it follows that u(x,) —
g(z) as n — oc.
For the remaining part, we assume that z € 2. For a fixed M > 0, next we show
that T, A M — 1., A M almost surely. Denote by Qj; the event in (2.1.3). Then
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P(2y) = 1. Since 2 is regular we have P(t, = T,) = 1, where T, is the first exit
time of a process from () starting at z . Denote by Q = {t.=7.}. Let ¢ > 0. We
claim that, on Qy NQ, T, A M < 1, A M + ¢ for all large n. Also, we only need to
show it on {1, < M}. For w € Qy,NQN{t. < M}, there exists s € [T.(w), T.(w) +5]
such that X?(w) € Q° which implies

dist(XZ(w), Q) > 0.
By (2.1.3), it then implies that
T (w) < s <. (w) + %,
for all large n. This proves the claim.

Next we show that, on Qn Qur, we have 1, AM — e < 1, A M for all large n.
Now since T, (W) AM —e < T,(w), for all s € [0, T.(w) A M —¢] we have XZ(w) € Q°.
Applying (2.1.3) we get X' € Q° for all s € [0,7T.(w) A M — ¢] and for all large n.
Thus T, A M — e < 1, A M for all large n. Thus for every ¢ > 0 and w € Q,y N,
we have N(w) satisfying

T(W)AM—e <t (W) AM <1, (W) AM +¢

for all n > N(w). Hence we proved M AT, — M A T, pointwise in w € Qy N Q, as
n — 0o. Since M is arbitrary, this also implies T, — T, almost surely.
Next we want to show that exit location converges, that is, X' — XZ asn — oo,

almost surely. We recall the Lévy system formula ( cf. [43, p. 65]),

E. [ > f(Xs—aXs)]l{Xs_;éXs}] =E, [/0 y f(Xs, )iy — X,)dyds (2.1.4)

0<s<t

which holds for all non-negative f € B,(R? x RY). Now we put f.(z,y) =

Lizcoy Lijz—y|>e} Liycany, in the above formula and using the fact [0€2] = 0 we obtain

EZ |: Z fs(Xs,Xs)]l{XsyéXS}] = 0, for all e > 0.

0<s<t



28 2.1. Existence and uniqueness of viscosity solution

Since € and ¢ are arbitrary, this gives us

P.({Xr. € 09, Xr.- # X:.}) = 0. (2.1.5)

Again, choosing

A

f€<x7y) = ]l{weaQ}]l{ngj}u for Q: = {y : dlSt<y7 Q) > g}

in (2.1.4) and since X has transition density (see Lemma 2.2.2), it follows that

E.| Y fg(XS_,XS)]l{IS#XS} = 0.

0<s<t

Since ¢,t are arbitrary, we get

P.({X,- € 00, X, € (Q)}) =0. (2.1.6)
We claim that for any M > 0 we have
Xooam — Xi o as n— oo, almost surely.

We will be interested in the case where T, < M since, given t = M, function ¢t — X,
is almost surely continuous at ¢t = M. Now fix w so that it is in the complement of
the events in (2.1.5) and (2.1.6). Since process, X; is Cadlag (right continuous with
a finite left limit) and t, A M — T, A M almost surely, we only need to consider a
situation where T, AM 1, A M. On set {t, < M}, we have T, / T,.

If t - X7(w) is continuous at T,(w) = ¢, then we have the claim. So we let
X? _(w) # X7 (w). Since w is in the complement of the events in (2.1.5) and
(2.1.6), we have X7 _(w) € Q° and XZ (w) € Q°. But z, — 2 and X? l07) (w) is in
Q°, then X" |jox,] (w) is in Q° for large n, contradicting the fact that X7 (w) € Q°.
So this case can not happen and we get that X7’ \,, — XZ ), as n — oo, almost

surely. Since M is arbitrary and T, — T,, it gives us

Xo — X7 as n — 0o, almost surely. (2.1.7)
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Now we are ready to show that u(z,) — u(z), Applying dominated convergence

theorem and using (2.1.7) we get

E., [9(Xx)] = E:[g(X5)].

Since T, A M — T, A M almost surely and for all w, sup,ep g X3 — X7 — 0 (see

(2.1.3)), we have
T ANM T-ANM
[ e [T s,
0 0

almost surely. Hence by dominated convergence, we have

E VOWM f(Xf)ds] S E UOMM f(Xj)ds] .

Now since M is arbitrary, using Lemma 2.2.1, it follows that

E [/0 f(X?)ds] S E VO f(X,j)ds] .

This completes the proof.
It is standard to show that u is a viscosity solution (cf. [32, Remark 3.2] [140,
Theorem 2.2]). O

Now we can establish the existence and uniqueness of the solution. Lemma 2.1.4

combined with Theorem 2.1.1 and Lemma 2.1.2 gives us the following result.

Theorem 2.1.2. Assume (A1). Let Q be an open, bounded Lipschitz domain in R.
Also, assume that f € C(Q) and g € Cy(Q°). Then there exists a unique viscosity
solution u € Cy(R?) to

Lu=—f nQ, and u=g inS". (2.1.8)
Furthermore, the unique solution can be written as
o) =€ | ["fexy ] s L0, wen, 219
0

where T = Tq denotes the first exit time of X from Q, that is, Tq = inf{t > 0
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X, ¢ Q.

When f € C%(Q) and g € C?*T*(Q°) for some a > 0, the existence of a unique
classical solution to (2.1.8) is known from the work of Garroni and Menaldi [96]. In
[8] Barles, Chasseigne and Imbert establish the existence of viscosity solutions for a
large class of nonlinear integro-differential operators. Unlike ours, [8] (see also [9]) re-
quires the operators to be strictly monotone in the zeroth order term. Recently Mou
[131] proved the existence of viscosity solution for fully nonlinear integro-differential
operators using Perron’s method which also includes the linear operator considered
here. What we are able to achieve using the probabilistic structure induced by the
linear operator is that we have a unique probabilistic representation of the viscosity
solution. Also, this representation of the solution by (2.1.9) will play a crucial role

in the subsequent section.

2.2 Maximum principles

In this section we prove a Alexandrov-Bakelman-Pucci (ABP) maximum principle, a
narrow domain maximum principle, a Hopf’s lemma and a strong maximum princi-
ple. We will use the representation (2.1.9) of a solution to establish an Alexandrov-
Bakelman-Pucci (ABP) maximum principle. For this purpose, we will begin with

the following estimate on the exit time.

Lemma 2.2.1. Assume (A1). Let Q@ C R? be a bounded domain. For every k € N

we have

sup E,[T¥] < k! <Sup E. [T]) k :

zeD zeD

Moreover, there exists a constant 0 = 0(d, diam(S2)), monotonically increasing with

respect to diam(€2), such that

sup E,[TF] < k6.
zeD

Proof. Proof follows from [32, Lemma 3.1], (A1) and [149, Remark 4.8]. O

Using Lemma 2.2.1 we find an ABP type estimate for the semigroup subsolutions.

This is the content of our next lemma.
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Lemma 2.2.2. Let Q be any bounded domain and v : R — R be a bounded function
satisfying

u(z) < Eg[u(Xo)] + E, VOTf(Xt) dt] for allz € Q,

with f € LP(Y), for some p > %, where T denotes the first exit time from Q. Then

there exists a constant Cy = Cy(p, d,diam(Q?)) such that

sgp ut < sgp ut + C1 | fllee)-

Proof. For simplicity of notation we extend f by zero outside of {2. From the given

condition it is easily seen that

u(r) <suput +E, [/T|f(XS)|d31 , x €.
Qe 0

Thus, we only need to estimate the rightmost term in the above expression. Recall
that X = B 4+ Y where B is a d-dimensional Brownian motion, running twice as
fast as standard Brownian motion, and is independent of Y. Let v; be the transition

probability of Y;, starting from 0, that is,
Vt(A) = P()/; S A),

for all A € B(RY). Let

ly|2

pP(y) = (4mt) e o,

be the transition density of B; starting from 0. Then the transition density of X,

starting from x, is given by
pe(z,y) = /dpf(z —x—y)(dz), t>0.
R

In particular, for any ¢ € (0,00) and z,y € R?, we have

1 _le—y—z?
pila,y) = / o ()
]Rd 2

— (2.2.1)
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Next we write

e | 1] =0 | [ teatronias

1 o]
<E; VO |f(XS)|ds] + E, Ul 1{T>s}|f(X5)|ds]. (2.2.2)
We estimate the first term on the RHS as
e | [ ucons] = [ 1w enants < Il [ el
» (z,y))P'd d
< Wl [ | [ ey as

= (47T1)d/2p\|f|\m(m/ [(S_g)p/_l/ﬁd(ps(%y))dy] " ds
1

Vg 1 2p
< o | s = o el

=

where in the third line we use (2.2.1) and p, p’ are Holder conjugates. To deal with
the rightmost term in (2.2.2) we choose k € IN with & > p’. Using Lemma 2.2.1 we

then calculate

Ex[/lmn{wsnﬂxsnds]s [ Putrs e

(47T1)d/2pr [P / T (Pulr > 5)7ds

1 00
(47T)d/2p||f||LP(Q/ S p/E [ } ds

1 l
< Ly Mo = (k)7
e 2

Combining these estimates in (2.2.2) completes the proof. O

Using Lemma 2.2.2 and the arguments of [34, Theorem 3.1 then gives us the

ABP maximum principle.

Theorem 2.2.1 (ABP-maximum principle). Assume (A1). Let f : Q@ — R be
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continuous and u € Cy(R?) be a viscosity subsolution to
Lu=—f in{fu>0}NQ, and u<0 inQ".
Then for every p > g, there exists a constant C' = C(d, p,diam(2)) satisfying
SUPU = Cllf )

In [132, Theorem 3.2] Mou and Swiech consider the Pucci extremal operators
and establish the ABP estimate for strong solutions. Similar estimate for viscosity
solutions can be found in Mou [131]. It should be observed that the ABP estimates in
[131,132] holds for p > py where py is some number in [d/2,d). Theorem 2.2.1 shows
that we can choose py = d/2 for L. Also, compare this result with [46, Theorem 1.9].
Recently, Sobolev regularity and maximum principles for the operator —A + (—A)?
, s € (0,1), are studied by Biagi et. al. in [20]. We also mention the work of
Alibaud et. al. [2] where the authors provide a complete characterization of the
translation-invariant integro-differential operators that satisfy the Liouville property
in the whole space.

As an application of Theorem 2.2.1 we obtain a narrow domain maximum prin-

ciple.

Corollary 2.2.1 (Maximum principle for narrow domains). Assume (A1). Let

u € Cy(RY) be a wviscosity subsolution to
Lu+cu=0 nQ, and u<0 inQ°,

for some continuous bounded function ¢ : Q0 — R. Then there exists a constant
e = e(d, ||¢| (o), diam(2)) such that u < 0 in R?, whenever |Q| < e.

Proof. Since v < 0 in ¢ it is enough to show that supou < 0. Suppose, to
the contrary, that supgu > 0. Note that, moving cu on the RHS, we can take
[ = llellze@yu™ on {u > 0} in Theorem 2.2.1. Then applying Theorem 2.2.1, we

obtain

1
supu < 1wy < Clleliox@ sup i€,
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d . 1 . . 1
for some p > §. This gives us that 1 < C||c|| (q)|€2|?. Now choosing e? = el
gives us the contradiction. Therefore, we have sup, v < 0 which gives us the desired

results. O

Corollary 2.2.2. Assume (A1) and let Q be a bounded open set. Let u,v € Cy(RY)
satisfy
Lu+cu>f, Lv+cv<g in{,

for some ¢, f,g € C(Q). Also, assume that ¢ <0 and f > g in Q. Then, ifu <wv

in Q°, we have u < v in R,

Proof. Using Theorem 2.1.1 we get that (L + ¢)w > 0 in Q with w < 0 in Q¢ where
w = u —v. Note that, moving cw on the RHS, we can take f = 0 on {w > 0} in
Theorem 2.2.1. Then applying Theorem 2.2.1, we obtain w < 0 in R¢. Hence the
proof. O]

Next we prove the Hopf’s lemma. At this point, we mention a recent interesting
work of Klimsiak and Komorowski [116] where an abstract Hopf’s type lemma is

obtained for the semigroup solutions of a general integro-differential operator.

Theorem 2.2.2 (Hopf’s lemma). Let Lu + cu < 0 in Q where u € Cy(R?) and
c € Cb(f_l). Suppose that u > 0 in Q and non-negative in R%. Then there exists
n > 0 such that for any xo € 0 with u(xg) = 0 we have

u(x)

o=
(r = |z —2])

for all x € B,(2) N Bz (x0), where B,(2) C Q is a ball that touches OS2 at x,.

Proof. Since u > 0 in €2, without any loss of generality, we may assume that ¢ < 0.
Let K = B,(z) N Bz (xo) and define
2

v(z) = e"@) _ gmar”

where ¢(z) = |z — z|> A9r?. Clearly v > 0 in B,(z), v(z) =0 on dB,(z), and v <0
in RY\ B,(z). For z € By,(2) we have

Av = el (4a|x — 2 - 2d> :
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Fix any « € B, (z). Using the convexity of z — e” we first note that, for |y| <1,

v(z +y) —v(x) — Ly <y - Do(z)

_ e—a\x-{-y—z\Q . e—o¢|:1:—z|2 + 2a]l{\y|§1}y . (ZL’ . Z>e—o¢\x—z|2

> —qeole—#l (|a: +y—zP— |z — 2 = 20y - (x — z))
—Q $_2/'2

> —ae Ty 2,

Therefore, for = € Bs,.(z), we have

[ wla ) = (@) = Ly Doty
B /|<1(v(x +y) —v(x) — Lyy<yy - Do(x))j(y)dy
v(x —v(x))j(y)d
+/|y>1< (2 + 1) — v(2))j(y)dy
— e~z 2i(y)d v(x —v(x))7(y)d
> /|y<1 Y%7 (y) y+/ (v(z +y) —v())i(y)dy

ly[>1

> _Oéefoz|97372|2 /| |y|2j(y) dy + ea|mz|2/ (6790(7"2 o 1) ](y) dy,
y|<1

ly[>1
where in the last line we used |z — z 4+ y|> A9r? < |z — 2|4+ 9r2. Thus, using (2.0.2)
and © € By, (z), we obtain
Lo(z) + c(x)v(z)

> ae ™" [dalz — 2> — 2d — / [P (y)dy +a”! / (7 =1) j(y) dy

ly|<1 ly|>1
- HCHLOO(Q)CYil(l - ea(r2|xz|2)):|'
For |x — z| > r/2, we can choose a large enough so that
Lv+cv>0 for g <l|z—z| <2r (2.2.3)

Let m = ming- u where Qg = {y € Q : dist(y,0Q) > }. Defining w = mv, we
have L(w — u) il c(w—u) > 01in B,(z) \ B,/2(2), by Theorem 2.1.1, and w —u < 0
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in (B,(2) \ By/2(2))¢. Thus as a consequence of Corollary 2.2.2, we obtain

u > mu

_ me—ar2 (ea(r2—|x—z|2) . 1)

> me " a(r? — |z — z]?).

This completes the proof. n

As a by-product of the proof of Hopf’s lemma above we obtain a strong maximum

principle (compare with Ciomaga [63]).

Theorem 2.2.3 (Strong maximum principle). Assume (A1) and let ¢ € Cy(S2). Let
Lu+cu <0 inQ and u € Co(R?Y) be non-negative in RE. Then either u > 0 in

or it is identically 0 in €.

Proof. Since u is non-negative, without any loss of generality, we may assume that
c < 0. If we take K = {u =0} N, then we want to show that K N Q is either
empty or §2. Suppose, to the contrary, K N €} is non-empty and is not equal to the
set ). This means Q0 \ K is also non-empty. Hence we can find a point z € Q\ K
and 7 small, such that =y € 0B,(z) for some xyp € K N, By.(2) C Q and u > 0 in
B, (2).

Now we consider the function v that we constructed in Theorem 2.2.2, that is

v(x) = e a®) _ e_o"”Q,
where ¢(z) = |z — x[> A9r?. Again we have v > 0 in B,.(z), v(z) = 0 on dB,(z), and
v <0in R?\ B,(z). Also by (2.2.3) we have

Lv+cv >0 in By (2)\ Byj2(2). (2.2.4)

Let m = ming, ;) u and define w = mv. Then following similar argument as in
2
Theorem 2.2.2 we have u > w in R% Since w € C?(By,(2)) and w(zg) = u(zy) = 0,

we use w as a test function and define

w for B, (xg),
o) = (y) fory € Bi(x0)

u(y) otherwise.
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Then by the definition of viscosity supersolution we have

Lo(zo) + c(xg)p(zo) < 0.

Clearly, w < ¢ in R, D¢(xy) = Dw(zy) and Ad(xg) = Aw(zp). Thus Lw(zg) +
c(xo)w(xg) < 0 which contradicts the fact that Lw(xg)+c(xo)w(zg) > 0 (see (2.2.4)).
Hence K N is either empty or 2. This completes the proof. m

2.3 Principal eigenvalue and Faber-Krahn inequal-
ity

In this section, we study the generalized eigenvalue problem of L and then we es-
tablish a Faber-Krahn inequality. In view of Theorems 2.1.2 and 2.2.1 we can define
a generalized principal eigenvalue for L in the spirit of Berestycki, Nirenberg and
Varadhan [16]. By C () (Cy (R?)) we denote the set of all positive (bounded and
non-negative) continuous functions in Q (in RY, respectively). Given any bounded

domain €2, the (Dirichlet) generalized principal eigenvalue of L in (2 is defined to be
Ao =sup{\ : Fv e C(Q) N Cy (R satisfying Lv + cv + v < 01in Q},

where ¢ € Cp(92).
We begin with the following boundary estimate which will be useful. We will

show that a solution to the Dirichlet problem behaves like a distance function to OS2

near the boundary of (2.

Lemma 2.3.1. Assume (A1). Let Q be a bounded domain satisfying a uniform
exterior sphere condition with radius v > 0. Let u € Cy(R?) be a viscosity solution
to

Lu=f in Q, u=0 in F

for some f € L>®(Q)). Then there exists a constant C, dependent on r,d,diam(f),
satisfying
(u(z)| < C||f|lpe (o) dist(z,08) forz € Q.
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Proof. Let B be ball containing 2. Then v(z) = E,[tp] solves (see Theorem 2.1.2)
Lv=—-1 inB, v=0 in B

Applying coupling property, Theorem 2.1.1 and Lemma 2.1.1, it then follows that
lu(x)| < || fllze@u(z), =€ RY. (2.3.1)

Without any loss of generality we may assume r € (0,1). By [131, Lemma 5.4]
there exists a bounded, Lipschitz continuous function ¢, with Lipschitz constant

r~1, satisfying

p =0, in B,,
0 >0, in B¢,
¥ > g, in B(Cl+6)r7
Lo <-1, in Buis),

for some constant ¢,d, where B, denotes the ball of radius r» around 0. Now for
any point y € 9Q we can find another point z € Q¢ such that B,(z) touches 9 at
y. Defining w(z) = 7| f|| 1@ |v]| =@ (2 — z) and using (2.3.1) it follows that
lu(z)| < w(x) in Baisyr(2) N, by Theorem 2.1.1 and Lemma 2.1.1. This relation
holds for any y € 0€2. Now for any point € Q with dist(z,0Q2) < ér we can find
y € 0N satisfying dist(z, 02) = |x — y| < dr. By the previous estimate we obtain

[u(@)| < e fllze@ vl @e(@ = 2) < e fllze vl (p@ — 2) = ¢y — 2))
< e M fll @ llv] ooy dist(, 9Q).

Now the proof follows from (2.3.1). O

Now fix a Lipschitz domain €2 satisfying a uniform exterior sphere condition.

In view of Theorem 2.1.2 we can define a map T : C(2) — Cy(2) where Cy(£2)
denotes the space of continuous function in € vanishing on the boundary, as follows:

T[f] = u where u is the unique viscosity solution to

Lu=—f inQ, and u=0 in Q-
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Lemma 2.3.2. Under (A1), the map T is a bounded linear, compact operator.

Proof. Tt is evident that T is a bounded linear operator. So we only need to show that

T is compact. Let K be a bounded subset of C'(Q2), that is, there exists a constant &
such that |||l < & for all f € K. Define § = {u : u = T[f] for some f € X}. By
Lemma 2.3.1, G is bounded in Cy(€2). Let us now show that G is also equicontinuous.
Consider € > 0. For §; > 0 let us define

Q5. = {r € Q : dist(x,00) > 6, }.
Using Lemma 2.3.1, we can then choose d; > 0 small enough to satisfy

sup |u(x)] <e/2 forallu e . (2.3.2)

Again, by [131, Theorem 4.2], there exists a > 0 satisfying

p [12) — )

—— < ry forallueg, (2.3.3)
x;ﬁy,x,yeQEl |£L’ - yl

for some constant ko. Choose § € (0,6;) satisfying k20“ < €. Then, from (2.3.2)
and (2.3.3), we obtain

lu(z) —u(y)| <e forallue Gz,yeQ, |z—y| <o.

Therefore G is equicountinuous. Hence by Arzela-Ascoli theorem we have G compact,

completing the proof. O

From Lemma 2.3.2 and Corollary 2.2.2 we get the following existence result.

Lemma 2.3.3. Grant (A1) and let Q be a bounded Lipschitz domain satisfying a

uniform exterior sphere condition. Suppose ¢ € C(Q) with ¢ < 0. Then for any

f € C(Q) there exists a unique solution u to

Lu+cu=—f nQ, and u=0 1inQ°" (2.3.4)
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Proof. Fixing f € C(), we define a map F : Cy(Q) — Co(Q) as
u=F)=J[f+ ],

where 7 is same as in Lemma 2.3.2. From Lemma 2.3.2 it follows that F'is continuous

and compact. Consider a set

E={veCy):v=AF(v) forsome € [0,1]}.

Claim: F is bounded in Cp(92).

Suppose, to the contrary, that E is not bounded. Then there exist v, € E, for
n € N, such that |[v,||L~@) — 00 as n — co. So we have tuples (v, A,) satisfying

U = A\ F(v,) which gives us
Lv, = \p(—f —cv,) in €L

Letting w,, = HUnHZOIO(Q)Un we get from above that

—f

Lw, =\,
|Vn ] Lo (@)

— CAL Wy,

Since ||wy, || g () = 1 for all n we see that

f

| An
|n || o< (@)

+ C/\nwn“Loo(Q) < Ka,

for some ko > 0. Therefore, using Lemma 2.3.2, {w, : n > 1} is equicontinuous
and hence, up to a subsequence, w,, — w in Cy(2). By the stability property of the

viscosity solutions we obtain
Lw=0—chw inQ and w=0 1inQ°,
for some A € [0,1]. Hence w solves the equation

Lw+cAw =0 1in ),

w=0 1in Q"
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From Corollary 2.2.2 we see that w = 0 in R?. But this contradicts the fact that
|w]| o) = 1, and this proves our claim.

Applying Leray-Schauder theorem we must have a fixed point of F'. This gives
the existence of solution for (2.3.4). Uniqueness again follows from the above argu-

ments. O
Now we are ready to prove the existence of principal eigenfunction.

Theorem 2.3.1. Assume (A1) and let Q2 be a bounded domain satisfying a uniform

exterior sphere condition. Let ¢ € C(2). There exists a unique g € Cy(R?),
satisfying

Lipg + cpg = —Aapq  in ),
ZﬂQ =0 1n Qc,
Yo >0 inQ, ba(0)=1.

Moreover, if u € Cy (R?) is positive in Q and satisfies
Lu+cu<-—-Xu in €,

for some A € R then A\ < Aq. Furthermore, if A = \q and u = 0 in Q°, then we
have u = kg for some k > 0. Furthermore, \q is the only Dirichlet eigenvalue

with a positive eigenfunction.

Proof. The proof technique is quite standard and follows by combining Krein-
Rutman theorem with Lemmas 2.3.2 and 2.3.3. Replacing ¢ by ¢ — ||c||pe(q) we
can assume that ¢ < 0. Using Lemma 2.3.3 we define a map T : Cp(2) — Cp(Q2) as

follows: T;[u] = v if and only if
Lv+cv=—u in§2, and v=0 in Q"

Since, by coupling property Theorem 2.1.1 and Corollary 2.2.2; we have |jv|] <

[[ull max{[jw |, [w-[|} where

Lwy +cwy ==+x1 inQ, and wy =0 inQ°,
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it follows from Lemma 2.3.2 that T; is a compact, bounded linear map. Again, if
u; < ug in Cy(R2), by coupling property Theorem 2.1.1 and Corollary 2.2.2; we get
T [u1] < Tqlug). Furthermore, if u; < ug, then T;[uq] < Ti[ug] in by Theorem 2.2.3.
Let f > 0 be a nonzero compactly supported function in Q. Then, for T;[f] = v,
we have v > 0 in Q and therefore, we can find M > 0 satisfying MT;[f] > f in Q.
Denote by P the cone of non-negative functions in Cy(£2). From Theorem 2.2.3, it
is easily seen that T7(P) C P. Therefore, Krein-Rutman applies to T; and we find
Ao > 0 and ¥p € Cy(2) with g > 0 in Q satisfying

Lipo + cpg + Ao =0 in Q,

(2.3.5)
Yo =0 in Q.

Now we focus on the second part of the theorem. Consider a non-negative function
u € Cy(RY) N CL(Q) satisfies

Lu+cu+Au<0 in{,

for some A € R. Suppose, to the contrary, that A > Ag. Then using Corollary 2.2.1,
Theorem 2.2.3 and the proof of [34, Theorem 3.2] we find 3 > 0 satisfying u = 37q

in 2. Since minimum of two viscosity supersolutions is also a supersolution, we have

3o = min{u, 31} and
L(3v0) + (¢ + A)(3v%0) <0 in Q.

Applying Theorem 2.1.1, we see that (A — Aq)1q < 0 in Q which is a contradiction.
Hence A < Aq. Rest of the proof follows from [34, Theorem 3.2]. O

For some recent works dealing with generalized eigenvalue problems of integro-
differential operator we refer [27,34,142]. Our next aim is to prove Faber-Krahn
inequality and to do so we need certain continuity property of the principal eigen-

value with respect to the domains. To do so we need the following condition.

(A2) The domain €2 is Lipschitz and bounded with uniform exterior sphere condi-

tion of radius r. Furthermore, there exists a collection of bounded, Lipschitz
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decreasing domains {€,} such that N,Q, = Q and each ©,, satisfies uniform

exterior sphere condition of radius r.

It can be easily seen that convex domains, C'*! domains satisfy the above condition.

In the next lemma we prove the result on continuity of \q.

Lemma 2.3.4. Assume (A1) and (A2). Denote by N\, = Xq,. Then A\, — Aq as

n — O0.

Proof. From Theorem 2.3.1 we notice that A\, < A\,41. Let lim, ;oo A\, = A. Evi-
dently, A < Aq. Using condition (A2), Lemma 2.3.1 and the proof of Lemma 2.3.2
it follows that {v,} is equicontinuous in R? where 1, is the principal eigenfunction
corresponding to \,. We also normalize 1, to satisfy ||t ||peray = 1. Apply-
ing Arzela-Ascoli we can extract a subsequence of 1, converging to 1 and by the

stability property of the viscosity solution we obtain
Ly+(c+N)p=0 inQ, and =0 in Q"

Since ¢ > 0, by strong maximum principle Theorem 2.2.3, we must have ¢) > 0 in
Q. Then, by Theorem 2.3.1, we must have A = \. Hence the proof. O]

Next we find a representation of the principal eigenvalue which is crucial for the

proof of Faber-Krahn inequality.

Lemma 2.3.5. Consider the setting of Lemma 2.3.4 and let ¢ = 0. Let Aq be the

corresponding principal eigenvalue. Then
o1
Aq = — lim ;log P.(t>1t) forallz e (2.3.6)
Proof. The principal eigenpair (¢q, ) satisfies
Lipg + Ao =0 in€), and g =0 in Q"
From the arguments of [28, Lemma 3.1] we then have

Yo(z) = E; [Po(X) sy ], z€Q. (2.3.7)
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Using (2.3.7), Lemma 2.3.4 and the proof of [32, Corollary 4.1] we get (2.3.6). This
completes the proof. O

Now we are ready to prove the Faber-Krahn inequality.

Theorem 2.3.2 (Faber-Krahn inequality). Let z — j(2) be isotropic and radially
decreasing. Let ) be any bounded domain satisfying |02 = 0. Then

Ao > g, (2.3.8)
where B is ball around 0 satisfying |B| = €.

Proof. By the assumption on j, (A1) holds. We note that p;(x,y) = p;(y — ) where

/ epy(z)da = e HIEFH©)
Ra

From [162] we know that p; is isotropic unimodal, that is, p; is radially decreasing.
We first assume that € is a smooth domain. Without any loss of generality we may

also assume 0 € (2. Then by Markov property
Po(T > 1) :nli—{%opo(XL € X €eQ,...,. Xm €Q)
= lim //---/p;n(%)p;;(xz—x1)"-pgn(fﬂm—xm_1)dx1dxz-.-dxm
QJo Q

m—00

< lim ///p (x1)pr(xe —x1)  pr(Tp — Tpp—1)dz1dey . .. Aoy,
BJB B

t t t
m—ro0 m m m

= P0<TB > t),

where in the third line we used Brascamp-Lieb-Luttinger inequality [44, Theo-

rem 3.4]. Therefore,
1 1
—tlgg n logPo(T > t) > _g&{bg Po(tp > t).
Applying Lemma 2.3.5 we then have

Ao > Ap. (2.3.9)
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Now given a bounded domain 2 with |02 = 0 we consider a decreasing sequence of
smooth domains €, such that N,>19Q, = Q and |, — |Q| as n — co. Let B, be a
ball centered at 0 and |B,| = |©2,|. It is also easily seen that B and {B,} satisfies
condition (A2). Using (2.3.9) and monotonicity of Aq with respect to domains, we
get that

Ao > Ao, = AB,-

Now let n — oo and apply Lemma 2.3.4 to conclude
Ao > Ap.
Hence the proof. O

As well-known Faber-Krahn inequality was first proved independently by Faber
[79] and Krahn [119] for the Laplacian. See also [102, Chapter 2]. Very recently,
Biagi et. al. [19] establish Faber-Krahn inequality for the operator —A 4 (—A)* for
s € (0,1). Their method uses Schwarz symmetrization combined with the Polya-
Szego inequality and [91, Theorem A.1]. Since the inequality in [91, Theorem A.1]
holds for a more general class of kernel j, it might be possible to mimic the proof
of [19] in an appropriate variational set-up and Sobolev space to establish (2.3.8).
However, our viscosity solution approach does not impose any additional regularity
on the solution. We found a probabilistic representation of the principal eigenvalue
using Theorem 2.3.1 which together with the Brascamp-Lieb-Luttinger inequality
gave us Theorem 2.3.2. Also, note that our condition on j is very general and our

proof works in dimension one.

2.4 Symmetry of positive solutions and Gibbons’

problem

One useful application of ABP maximum principle and Theorem 2.1.1 is to study
symmetry properties of the positive solutions of semilinear equations. Thanks to
Theorem 2.1.1, symmetry of the positive solutions can be established using the

standard method of moving plane [34,88,98|. Another interesting application of
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Theorem 2.1.1 is the one-dimensional symmetry result related to the Gibbons’ con-

jecture.

Theorem 2.4.1. Assume (A1). Also, assume that j is radially decreasing in R*\{0}
and strictly decreasing in a neighbourhood of 0. Suppose that Q) is conver in the
direction of the x1 axis, and symmetric about the plane {x; = 0}. Also, let [ :

[0,00) = R be locally Lipschitz continuous. Consider any solution u € Cy(R?) of

Lu= f(u) inQ,
u=20 1inQ°,

u>0 in.

Then u is symmetric with respect to x1 = 0 and strictly decreasing in the xq direction.

Proof. We use the method of moving plane appeared in the seminal work Gidas, Ni
and Nirenberg [98] which was motivated by a work of Serrin [152]. The proof can
be easily completed following the arguments of [88]. We provide proof for the sake

of completeness. Define

ZA:{x:(xl,x/)eQ:x1>)\} and T,\:{x:(xl,x/)ERd:xlz)\},

un(z) =u(zy) and wy(x) =uy(z) — u(z),

where zy = (2\ — 21,2'). For a set A we denote by %A the reflection of A with
respect to the plane T. Also, define

Amax = sup{A > 0: Xy # 0} .
We note that for any A € (0, Apax), uy is a viscosity solution of
Luy = f(uy) in Xy,
and therefore, from Theorem 2.1.1 we obtain

Lwy = f(uy) — f(u) in Xy.



Chapter 2. Linear integro-differential equation 47

Define ¥, = {z € £, : wy < 0}. Since wy > 0 on 9%, it follows that wy = 0 on
0¥} . Hence the function
wy in Xy,
V) =
0  elsewhere,

is in Cy(RY). We claim that for every A € (0, Apax)
Lvy < f(uy) — f(u) in 3y, (2.4.1)

in the viscosity sense. To see this, let ¢ be a test function that touches vy from
below at a point x € ¥3. Then ¢ + (wy — v)) € Cy(z) and touches wy at = from
below. Denote ()(z) = wy — vy. It then follows that

L(o+ Q)(x) < flua(x)) = f(u(x)).

Since ¢, = 0 in a small neighbourhood of z in ¥} we have A()(x) = 0. Again, since

Jj is radial, to show (2.4.1) it is enough to show that

/Rd@*(“’ +2) = O())j(2)dz > 0.

This can be done by following the argument of [88, p. 8] and the fact j is radially
decreasing.

If A < Anax is sufficiently close to Anax, then wy > 0 in X). Indeed, note that if
¥Y # 0, then v, satisfies (2.4.1). Denoting

fur(x)) — f(u(x))

uy(x) — u(x)

C(l’) = )
it then follows that
Lvy —c(x)vy <0 in Xj.

Thus choosing A sufficiently close to Ayax it follows from Corollary 2.2.1 that vy > 0
in R?. Hence ¥} = 0 and we have a contradiction. To show that wy > 0 in X, we
assume to the contrary that wy(x¢) = 0 for some xy € ¥,. Consider a non-negative

test function ¢ € Cy(xg) crossing wy from below with the property that ¢ = 0 in
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B, (x¢) € Xy and ¢ = w, in BS, (z¢). Furthermore, choose r small enough such that
By, (xg) € X and ¢ > 0 in 3. Then we obtain

Lp(x) < 0. (2.4.2)
Since Ap(zy) = 0 we get
1 .
Tlgl(s0) = 5 | (ol +2) + ploo = 2) = 2p(a0))i(2)d= <0
R
Next we compute I[¢](xg). Note that ¢ > 0in Ry = {x eRY : 7y > )\}. We have

mew—/wmum—w
/

oz hm—4M2+/‘ wr(2)j (1o — 2])dz
X R
J/PA

/RASD |xo—z|)dz—/RA wy(2)j(|ro — 2a])dz
/ 2) (i (w0 — 21) = (ko — 1)) dz
RA\Bar( afo)

—/ wx(2)j (|20 — 22[)dz
BQr(IO)

Since |zy — x| > |z — xo] and j(|zx — zo|) > j(|]z — xo|) thus the first term in the

=

A

-

() (0 — 2])d + / wr(z)i(lo — 2a])dz
Ry

Vv

above expression is non-negative. In fact, since

i [ @i~ )z =0
2 (20)

using (2.4.2), we obtain

lin% wa(2) (j(|xo — 2]) — 7(Jzo — 21])) dz < 0. (2.4.3)
"% JR\\Ba, (x0)

Since w) is continuous and j is strictly decreasing in a neighbourhood of 0, from

(2.4.3) we get wy = 0 in Bs(xg) for some 6 > 0. Thus {w) = 0} NX, is an open set.
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Hence {wy = 0} forms a connected component of ¥, which in turn, implies that
{wy =0} N9IX\ NN # (). This is a contradiction. Hence we must have wy > 0 in
X

Now from the above argument and Step 2 in [88, p. 10] we can show that inf{\ >
0 : wy>0 1in Xy} = 0. Also, strict monotonicity of u in the z; direction can be

obtained by following the calculations in Step 3 of [88]. O
As a consequence of Theorem 2.4.1 we obtain.

Corollary 2.4.1. Grant the setting of Theorem 2.4.1. Then every solution to
Lu= f(u) inBy(0), uwu=0 1inBj0), and u>0 1inB(0),

is radial and strictly decreasing in |x|.

The remaining part of this section is devoted to the Gibbons’ problem. Let
u: R — R be a solution to the problem

Lu(z) = f(u(x)), for z € RY,
(2.4.4)
lim,, oo u(z, x,) = %1, uniformly for 2’ € R4,
We also suppose that f € C'(R) satisfying
inf f'(r)>0. (2.4.5)

Ir[>1
We show that u is one-dimensional.

Theorem 2.4.2. Assume (A1). Let u € Cy(R?) solve (2.4.4) where f satisfies
(2.4.5). Then there exists a strictly increasing function ug : R — R satisfying

u(y,t) = uo(t) for ally € RY, t € R.

We need the following lemma to prove Theorem 2.4.2.

Lemma 2.4.1. Let w € Cy(R?) satisfy

Lw — c(z)w =0 inRY,
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with
w(xz) >0 RN\ U and c(x) > K in U

for some open set U C R® and some constant k > 0. Also, assume that ¢ € Cy(R?).
Then
w(x) >0 forallz € R

Proof. Suppose, to the contrary, that m = infr«w < 0. If m is attained then the
proof can be completed from the maximum principle. In general, without loss of

generality, we may choose a sequence z;, € R¢ satisfying

lim w(zg) =m and w(z,) < - <0 Vkel. (2.4.6)

m
k—o0 2

By given condition, for every k € IN, we have
xp €U and c(xg) > K> 0.

By [131, Theorem 4.1] there exist &, a > 0, dependent on j, d, ||c|| o (ray, such that

wp Iz —w)

S R HU)HLoo R4)- (247)
x;éy:x,yEBl/Q(O) |3: - y|a (D

Translating the center of the ball it is evident from (2.4.7) that w € Cf*(R?). We note
that for some 0 > 0 we have dist(zg, U¢) > . Otherwise, along some subsequence,
we must have |z — 2] — 0 as k — oo, for some 2z, € U¢. Since w € C(R?) and

w > 01in U, we get
w(zg) > w(zg) — Aleg — 26| — 0, ask — o0.

This is a contradiction to (2.4.6). Thus, we must find 6 > 0 so that Bs(zx) € U.

Let us now define vy (x) = w(z, + z). Using (2.4.6) and (2.4.7), we restrict &

small enough so that

in Bs(xy), for all k.

w(y) < %



Chapter 2. Linear integro-differential equation 51

Thus, by the given condition on ¢, it follows that
Luy < f@% in B;(0). (2.4.8)

Since {v} forms a equicontinuous family, using Arzela-Ascoli theorem, we can find
a v € Cy(R?) satisfying v, — v along some subsequence, uniformly over compacts.

Using the stability property of viscosity supersolutions, it follows from (2.4.8) that
Lv < n% in B;(0). (2.4.9)
On the other hand

v(0) = klgr;@ vE(0) = klggl@ w(zg) =m < klgr;@ w(zr + xp) = v(z),

for all z € R%. Thus x = 0 is a minimum point for v in R?. Then ¢ = m is a
bonafide test function at x = 0. From (2.4.9) we then obtain

0> %HZLQ&(O) >0,

which is a contradiction. Therefore, we must have m > 0 which completes the
proof. O

Now we can complete the proof of Theorem 2.4.2.

Proof of Theorem 2.4.2. We broadly follow the idea of [24,87] without imposing any
stronger regularity assumption on w. Fix a unit vector v = (v4,...,14) such that

vy > 0 and we write v = (v, v4). We also define
Cplul(x) = u(x + hv) — u(x).
We first show that T'y[u](x) > 0 for all z € R? and for all h > 0. Observe that
fu(z + hw)) = f(u(z)) = en(x)Tnlu](2),

where

cn(z) = /0 f (1= t)u(z) + tu(z + hv)) dt.
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Using (2.4.5) we can choose § € (0, 3) such that f’ > £ in (—oo, =1+ 8] U[1—§,00)
for some k; > 0. Again, by (2.4.4), we may take M > 0 satisfying

u(x) >1—-46 for x4>M, and u(zx)<-1446 for z4<-M. (2.4.10)
Claim: If x € {I';[u] <0} N {|z4] > M}, then ¢(x) > Ky.

If 2 € {Thfu] < 0} N {zy < =M}, then u(x + hv) < u(x) < =146, by (2.4.10),
which implies
(1 —t)u(x) + tu(z + hv) < =140,
for all t € [0,1]. Similarly, if z € {I'y(u) < 0} N{zy > M}, then u(x) > u(x+ hv) >
1 —9, since xqg + hvg > x4 > M. Thus

(1 —t)u(z) + tu(x + hv) > 1 -9,
for all ¢ € [0,1]. Hence we have ¢, (z) > k1 for z € {Ty[u] < 0} N{|zq| > M}.

Next we claim that if h > %, then T'[u](x) > 0 for any x € RY. Fix any h > %
and let U = {I'y(u) < 0}. For x4 = —M we have x4+ hvy > M and therefore,

Cplul(x) > inf w(x)— sup w(z)>1-90—(—=14+4d)=2(1-4)>0.
zazM rg<—M
Thus U C {xq = —M}°. We write U = U~ UU" where U- = U N{zy < —M} and
Ut =Un{xy >—M}. By above claim, ¢;(z) > k1 for x € U~. Again, for x € U*
we have x4+hvg > M by our choice of h and hence, we have u(z) > u(zx+hv) > 1-6.

Thus
(1 —t)u(z) + tu(x + hv) > 1 =9,

for all ¢ € [0,1]. Hence we have ¢;,(z) > k; for all z € U and T'y[u] > 0 in U°.
Applying Theorem 2.1.1 we also have

LTju) = ¢, Thlu]  in R

By Lemma 2.4.1 we then obtain I';[u] > 0 in R?. We can apply strong maximum
principle Theorem 2.2.3 to get T'y(u)(x) > 0 in R?, since [',[u] > 0 on {zg = —M}.
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This proves the claim that T'y[u] > 0 in R? and for h > % Define

ho = inf{h >0 : T,[u](x) > 0 for all + € R? with |z4| < M, for all s > h}.
(2.4.11)
From the above argument we have h, € |0, %] We show that h, = 0. Suppose, to
the contrary, that h, > 0. Then for any ¢ € (0, ho)

Chorelu)(z) = u(z + (ho + &)v) —u(z) > 0 for all z € {|zy] < M},
and
ho—e[u](zr) = u(zg + (ho — ex)v) — u(xy) < 0 for some z, € {|zq] < M},
for any sequence €, — 0 as k — 0o. Since u is continuous, we obtain
Ty, [u](x) = }jlil(l) u(x + (ho + €)v) —u(z) > 0, (2.4.12)

for any © € {|z4] < M}. Repeating an argument similar to above would give
[p[u] > 0 in RY Now we define wy = u(z + x1). Since u € C2(R?) by (2.4.7),
{wy} is equicontinuous and therefore, wy, — w., along some subsequence, uniformly

on compacts. As a consequence,

() = cho—e, (x + 1) = /0 (1= t)wg(x) + twg(x + (ho — e)v)) dt
%/0 P = ) () + tne(z + b)) dE = oo ()

uniformly over compacts. From the stability property of the viscosity solution, we

then obtain
LT, [wee)(x) = f(woo(2 + hov) () = f(woo()) = Coo () Th, [woc] ()  in R,
Again, by (2.4.12)

I [weo](x) = lim Ty [u](z + 2x) >0

k—o00 -7
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Also, from (2.4.7) we have

[, [weo](0) = klgn u(zy + hov) — u(xy)
< lim w(zy + (ho = ex)v) — u(zy) + (e)"|[uf|ca

<0.

Hence I', w0 (0) = 0. By strong maximum principle (Theorem 2.2.3) we must have

[, weo(z) = 0 for all z € RY. By a simple iteration this also gives

Woo (T + Jhot) = Weo(T)

for any o and j € Z. Choosing j € NN [2X 00) we see that jhovg + (zq)r > M

hol/d ’

and —jhovy + (zq)r < —M (since zy € {|z4] < M}) and therefore, by (2.4.10) we
obtain u(xy + jhov) > 1 — 6 and u(xy — jhov) < —1+ 9 for all k. Hence

2(1-9) < klim u(zy + jhov) — u(xg — jhov)
—00

= Woo (JhoV) — Woo(—Jjhov) =0,

which is a contradiction. Thus h, in (2.4.11) must be 0. In other words, for any
h >0, [yfu] > 0in {|zg < M}. Since ¢ (x) > Ky for any © € {I'z[u] < 0} N {|zq| >

M}, by the same argument as above we have I',[u] > 0 in R¢ .

Thus we have proved that T'%[u](x) == u(z + hv) —u(z) > 0 for all v € S9! with
vg > 0 and all h > 0. Taking y = —v we obtain for all A > 0 that

Iu] <0 for all z € RY and for all y € S™* with pg < 0,
as

CUu(2) = u(e + hp) — ulz) = u(@) — u(@ + h(-p))
— —(u(@ + h) — (@) = ~T4[u)(z) <0,
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where & = x + hu. Now letting pg 7 0 and vy N\, 0 it follows from above that
I%[u] =0 for all z € R?, and for all w € S ! with wy = 0.

In particular, this gives d,,u = 0 for ¢ = 1,2,...,d — 1. Again, vy is strictly
increasing follows from (2.4.11) and the fact that h, = 0. This completes the proof
of the theorem.

]

The above problem is inspired by a conjecture of G. W. Gibbons [97] which was
formulated for the classical Laplacian operator. The classical Gibbons’ conjecture
was proved by several researchers using different approaches; see for instance, [10,
15,84]. In [87] Farina and Valdinoci prescribed a unified approach to this problem
which also works for several other classes of operators. Using the approach of [87], a
similar problem is treated in [24] for the operator —A + (—A)® with s € (0,1). For
the proof of Theorem 2.4.2 we also broadly follow the approach of [87] but, thanks

to Theorem 2.1.1, we do not impose any additional regularity assumption on w.



3

Regularity theory of linear intergo-differential

equation

This chapter will be focused on the study of the regularity theory of linear mixed
local-nonlocal operators and its applications. We are interested in the integro-

differential operator L of the form
Lu = Au + Iu,

where [ is a nonlocal operator given by

Tu(z) = /d (u(x +y) —u(x) — Lyy<ny - Du(m))k(y)dy

R

1

=5 | (e +9) +ule — )~ 2u(e)k(y)dy
R

for some nonnegative, symmetric kernel k, that is, k(y) = k(—y) > 0 for all y. Here
the second representation of the nonlocal operator I as an integration of symmetric
difference of v around a point x times a kernel k is due to the fact that k is sym-
metric. As we have seen in Chapter 2, operator L appears as a generator of a Lévy
process which is obtained by superimposing a Brownian motion, running twice as
fast as standard n-dimensional Brownian motion, and an independent pure-jump
Lévy process corresponding to the nonlocal operator I. Throughout this chapter,

we impose the following assumptions on the kernel k.

o6
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Assumption 3.0.1.

(a) There exist constants a € (0,2), A > 0 and a non-negative and measurable

function J € L'(B¢) such that

A

rd+akry S%y = —
(ry) < k(y) [

Ig,(y) + J(W)s:(y) YyeR, re(01]

(b) There exists 3 > 0 such that for any r € (0,1] and xy € R¢ the following
holds: for all x,y € Br(zo) and 2 € By(xo) we have

k(e —z) < ok(y—z) forly—z[ <P,
for some p > 1.

Assumption 3.0.1(a) will be used to study certain scaled operators and to find
the exact behavior of Id(x) near the boundary where (x) denotes the distance
function from §2¢. Here scaled operator will be much more manageable due to the
linear and translation-invariant nature of the operator L. Assumption 3.0.1(b) will
be used to apply the Harnack estimate from [90]. It should be noted that [90] uses a
stronger hypothesis compared to Assumption 3.0.1(b). Assumption 3.0.1 is satisfied

by a large class of nonlocal kernels as shown in the examples below.
Example 3.0.1. The following class of nonlocal kernels satisfy Assumption 3.0.1.

(i) k(y) = Mﬁ for some o € (0,2). More generally, we may take k(y) =

|wﬁ]l p(y) for some ball B centered at the origin.

(i) k(y) < %’;2) where WU is Bernstein function vanishing at 0. In particular, ¥
is strictly increasing and concave. This class of nonlocal kernels correspond to
a special class of Lévy processes, known as subordinate Brownian motions (see
[150]). Assume that W satisfies a global weak scaling property with parameters

M1, p2 € (07 1)7 that iS,

MU (s) < W(As) S M2 W(s) fors >0, > 1.
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Then it is easily seen that

v(1) w(1)
[yjatze O ) |y|d+2m

. LYy ™) - (y[™?)
rd+2ll k(ry) = TZM ’y|d S ’y‘d 5 ]lBl( )

for all 7 € (0,1]. Thus Assumption 3.0.1(a) holds. Using the weak scaling
property we can also check that Assumption 3.0.1(b) holds.

Let © be a bounded C? domain in R¢. Let u € C(R%) be a viscosity solution to

Lu+ Cy|Du| > =K in Q,
Lu—Cy|Du| < K inQ, (3.0.1)
u=20 in Q°,

for some nonnegative constants Cy, K. Though the results in this Chapter are
obtained for viscosity solutions, the result can be also applied for weak solutions,
see Remark 3.3.2 below for more details. Our equations in (3.0.1) are motivated by

the operators of the form

Lu+ H(Du,z) := Lu—l—i%f sup{b,.(z) - Du(z)+ fu,(x)} =0 inQ, u=0 inQ"

’ (3.0.2)
Such equations arise in the study of stochastic control problems where the control
can influence the dynamics only through the drift b, ,.

On the topic of regularity theory for linear elliptic equations, Holder estimates
play a key role and it can be obtained by using Harnack inequality. The pioneering
contributions are by DeGiorgi-Nash-Moser [73,130,136] who proved C' regularity for
solutions to second order elliptic equations in divergence form with measurable coef-
ficients under the assumption of uniform ellipticity. For equations of non-divergence
form, the corresponding regularity theory was established by Krylov and Safonov
[121]. In [122], Krylov studied the boundary regularity for local second order el-
liptic equations in non-divergence form with bounded measurable coefficients. He
obtained the Holder regularity of ¥ up to the boundary where § denotes the distance
function, i.e, 6(x) = dist(z, Q°).

For linear equations, one may recover up to the boundary C'7 regularity of u
from the W?2? regularity (cf. [96, Theorem 3.1.22]). Recently, inspired by [50,51],
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interior regularity of the solutions of (3.0.2) are studied in [131,133]. Let us also
mention the recent works [72,94] where interior Holder regularity of the gradient
is established for the weak solutions of degenerate elliptic equations of mixed type.
Here we are interested in the boundary regularity of the solutions. This study was
carried out in [38]. It should also be noted that we are dealing with solutions to
inequations (integro-differential inequalities).

Remark 3.0.1. When we say that u is a viscosity solution to the inequations or
integro-differential inequalities (3.0.1), what we mean is that u is a viscosity sub-
solution to the equation Lu + Cy|Du| = —K and a viscosity supersolution to the
equation Lu — Cy|Du| = K in Q and u = 0 in Q°.

We will start with the interior regularity theory of the solutions of the equation
(3.0.1). Here regularity of the solution is a direct consequence of the ellipticity of
the Laplacian. As we can see in [131], the Harnak estimate is an essential tool to
get C°-interior regularity result. C'“interior regularity result is obtain in [133]
using blowup and approximation technique. We will state a version of interior C'*

regularity result for linear integro-differential operator L. See [133] for more details.

Lemma 3.0.1. Let u € Cy(R?) solves the in-equations

Lu+ Cy|Du| > —K in By,

(3.0.3)
Lu — Cy|Dul < K in By,

in the viscosity sense. Then there exist constants 0 < v <1 and C' > 0, such that
[ullcrvmyy < C’(I!u||Loo(]Rd) + K),

where vy and C' depend only on d,Cy and [p.(1 A |2k (y)dy.

We mention here that the proof in [133, Theorem 4.1] is stated for equations
but it is easily seen that the same proof also works for a system of inequalities as
in (3.0.3). In fact, by making minor changes to the technique involved in proving
[133, Theorem 4.1], we will generalize this result uniformly for inequations involving
scaled fully nonlinear nontranslation invariant integro-differential operators. We will
discuss this in more detail in the next chapter where we will deal with such operators
(see Theorem 4.1.1).
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3.1 Lipschitz regularity up to the boundary

In this section, we will prove Lipschitz regularity of the solution of the inequation
(3.0.1) over a C™!' domain 2. To prove such a regularity result we need two stan-
dard ingredients, interior estimates Lemma 3.0.1 and barrier function. It can be
easily shown that dist(-, 2¢) gives a barrier function to u at the boundary. We also
need coupling property and maximum principle throughout this chapter to com-
pare appropriate sub and super solutions. Note that the operator in Lemma 2.1.1
and Theorem 2.1.1 does not have any gradient term, but the same proof (using the
supersolution obtained in [131, Lemma 5.5]) also gives a comparison principle for
the above operator. For reference, we state the following comparison principle with

gradient term.

Theorem 3.1.1. Let 2 be a bounded open set, and let Cy > 0. Then, the following
facts hold.

(i) If u is a viscosity subsolution of Lu+ Co|Du| = 0 in Q, then we have supg u <

Such u .

(i) If f,g € C(2) and is u,v are, respectively, a viscosity subsolution of Lu +
Co|Du| = f and a wviscosity supersolution of Lv £ Co|Dv| = g in Q, then
L(u—v) £ Co|D(u—v)| > f — g in Q in the viscosity sense.

To show the Lipschitz regularity up to the boundary, we begin by showing that

0 is a barrier function to u at the boundary.

Lemma 3.1.1. Let Q be a bounded C*' domain. Suppose that Assumption 3.0.1(a)
holds and w be a wiscosity solution to (3.0.1). Then there exists a constant C,
dependent only on d, Cy, diam(S2), radius of exterior sphere and [L.(|y[* A 1)k (y)dy,
such that

lu(z)| < CKo(x) forallz € Q, (3.1.1)

where §(z) = dist(x, Q°).

Proof. We first show that
lu(z)] < kK 2 €RY, (3.1.2)
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for some constant k. From [131, Lemma 5.5] we can find a non-negative function

x € C?(2) N Cy(RY), with infra x > 0, satisfying

Lx+Co|Dx| < -1 in Q.

Note that, since x € C?(f2), the above equation holds in the classical sense. Defining
v =2(K +¢)x, € > 0, we have that infra¢) > 0 and

L+ Co|Dy| < =2(K +¢) in Q. (3.1.3)

We claim that u < ¢ in R%. Suppose, on the contrary, that (u —)(z) > 0 at some
point in z € Q. Define
0 = inf{t : u < t+1in R},

Since (u — v¥)(z) > 0, we must have 6 € (0,00). Again, since u = 0 in Q°, there
must be a point zy € Q such that u(zy) = 0 + ¥ (z0) and u < @ + ¢ in R?. Since 9

is C? in ), we get from the definition of viscosity subsolution that
—K < L(0 + ¢)(xo) + Co| DY (0)| = Lip(xo) + Co| Dip(20)| < —2(K +¢),

using (3.1.3). But this is a contradiction. This proves the claim that u <) in R%.

Similar calculation using —u will also give us —u < ¢ in R¢. Thus
lu| < 2sup |x| (K +¢) in R%
R4

Since ¢ is arbitrary, we get (3.1.2).

Now we can prove (3.1.1). In view of (3.1.2), it is enough to consider the case
K > 0. Since Q belongs to the class C*!, it satisfies a uniform exterior sphere
condition from outside. Let r, be a radius satisfying uniform exterior condition.
From [131, Lemma 5.4] there exists a bounded, Lipschitz continuous function ¢,

Lipschitz constant being r; 1, satisfying
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¢>0 in B¢,
p>¢e in B,
LQD + C’O|DSO| S _1 ln B(1+6)To \ BTO?

for some constants €, d, dependent on Cy and [, (Jy|? A1)k(y)dy. Furthermore, ¢ is
C?in B 46y, \BTO. For any point y € 0f2, we can find another point z € Q€ such that
B, (z) touches 9Q at y. Let w(z) = e 'k Kp(x — 2). Also L(w) + Co|Dw| < —K.
Then

L(u—w)+ Co|D(u —w)| >0 in Baisy, () N

Since, by (3.1.2), v —w < 0 in (B(i44)r, (2) N Q)¢, from comparison principle The-
orem 3.1.1 it follows that u(z) < w(z) in R% Repeating a similar calculation
for —u, we can conclude that —u(x) < w(x) in RY. This relation holds for any
y € 092. For any point x €  with dist(z,0Q) < r, we can find y € 09 satisfying

dist(x,00Q) = |z — y| < r.. By previous estimate we then obtain
lu(z)] < e 'hKp(r —2) < e kK (p(x — 2) — p(y — 2)) < e 'wK r) ! dist(x, 09).

This gives us (3.1.1). O
Now we are ready to prove that u € C%1(R?).

Theorem 3.1.2. Let Q0 be a bounded C'' domain. Suppose that Assump-
tion 3.0.1(a) holds and uw € C(RY) is a wviscosity solution to (3.0.1). Then, for

some constant C, dependent only on d, 2, Cy, E, we have
HUHCO,I(]Rd) S CK (3.1.4)

Proof. Let x € Q and r € (0,1) be such that 4r = dist(z, 92) A 1. Without loss of
any generality, we assume x = 0. Define v(y) = u(ry) in R%. From Lemma 3.1.1,
we get

lu(y)| < CK6§(ry) < CK (diam(Q))=2/25%/2(ry).

We also have that for any y € R? and z €

o(ry) < |ry — x| +6(z).



Chapter 3. Regularity theory of linear intergo-differential equation 63

We also have that §(0) < 4r(diam(€2) V 1). Hence, taking x = 0 in above equation
gives us that §(ry) < Cr(1+ |y|). We then have

[o(y)| < Cr K min{r*2(1+[y[*?),r(1+ [y])}  y € R, (3.1.5)

for some constant Cy. We let
T 2 1 d
I'f@) =15 [ (et o)+ Flao =)~ fa)kryrdy
R4

and L"f = Af + I"f. Let us compute L"v(x) + Cor|Dv| in By. Clearly, we have
Av(z) = r*Au(rx) and Dv(z) = rDu(rz). Also

I'v(x) = 1”2; /Rd (u(rz +ry) +ulre —ry) — 2u(rz))k(ry)ridy

= r?Tu(rz).
Thus, it follows from (3.0.1) that

L™v + Cyr|Dv| > —Kr* in By,

(3.1.6)
L'v— Cor|Dv| < Kr* in  Bs.

Now consider a smooth cut-off function ¢,0 < ¢ < 1, satisfying

1 in B3/2,
(p =
0 in BS.
Let w = @uv. Clearly, ((¢—1)v)(y) = 0 for all y € B35, which gives D((¢—1)v) =0

and A((¢ —1)v) =0 in x € Bsyy. Since w = v + (¢ — 1)v, we obtain

L'w + Cor|Dw| > —Kr* — [I"((¢ — 1)v)| in By,

(3.1.7)
L'w — Cor|Dw| < Kr* + |I"((p — 1)v)| in By,

from (3.1.6). Again, since (¢ — 1)v = 0 in By, we have in B; that

e = Do)l =23 [ (o= Do)+ )+ (0 = D)o~ k(ra)dy
ly|>1/2
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Sr”{[>Uwa+mmvw@/
Y|z

< Td+2[ o lv(z + y)|k(ry)dy + rd”/ lv(z + y)|k(ry)dy,
5§y§;

rly|>1

= ]r,l + [r,Q-

By Assumption 3.0.1(a)

lv(z +y)|k(ry)dy

/
gr2§é o(e + ) [k(y)dy

—a 1
—a [ el
1 Yl

1
§|y|§;

< rz—“A3d+a/ (@ +y)| 14 |z +y|*?
B wis1je L+ |z +ylo2 14 |y[dte

1 a/2
yi>1/2 1+ v+ yldte

dy

S K;3KT2—04/2’

for some constants ks, k3, and in the fifth line we use (3.1.5). Again, by (3.1.2), we

have

ly[>1

I, < HT2K/ rdk(ry)dy = kr’K k(y)dy
rly|>1

< kr’K %(y)dy < kr’K J(y)dy < kyr’ K,
ly|>1 lyl>1

for some constant k4. Therefore, putting the estimates of I, and I, in (3.1.7) we

obtain

L'v+ Cyr|Dv| > —ks Kr?~%/? in By,

(3.1.8)
L™v — Cyr|Dv| > ks Kr?™®? in B,
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for some constant k5. Applying Lemma 3.0.1 we obtain from (3.1.8)

follexmy) < o ol + 122K ), (3.1.9)

1
2

for some constant rg. From (3.1.5) and (3.1.9) we then obtain

wp 1@ ()

< k7K, (3.1.10)
YEB, j2(z),y#x |z — y|

for some constant k7.

Now we can complete the proof. Not that if |z — y| > %, then

[ulz) —u@)l _ 5
lz—yl ’

by (3.1.2). So we consider |z —y| < 5. If [z —y| > 87(d(x) V 6(y)), then using

Lemma 3.1.1 we get

Wﬁzj;@”g4cK®@»+6w»®u»v&wr4ggoK.
Now let | — y| < 8 'min{d(x) V d(y),1}. Then either y € Bswa(r) or = €
8
Bswm (y). Without loss of generality, we suppose y € Bswni (z). From (3.1.10) we
8 8

get
|u(x) —u(y)|
|z =yl
This completes the proof. n

S H7K.

Remark 3.1.1. With the help of Theorem 3.1.2 we may choose § = oo in Assump-
tion 3.0.1(b). Since u is globally Lipschitz, choosing # (y) = |y|™*¢, ¢ € (0,1 A ),

we see from Theorem 3.1.2 that
[l + )+ e = 9) = 20()) £ (0)dy] < sllullcormn < RCK - (3.0.11)
R

for some constant k. Let k(y) = k(y)Lq,<py + & (y), where B’ < 26. Tt is easy to
see that k satisfies Assumption 3.0.1(a).
We now show that Assumption 3.0.1(b) also holds for the kernel k with 5 = oo,
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Fix 7 € (0,1] and 29 € R? and choose z,y € Br(x) and z € Bf(xo). Without any
loss of generality we may assume that the kernel k satisfies the Assumption 3.0.1(b)
for some € (0,1/2). If max{|x—z|, |y—=z|} < f’, we have from Assumption 3.0.1(b)
that

F(r—2) = k(z—2)+ F(z—2) < ok(y—2)+3" 7y —2) < (V3" )k(y — 2),
using the fact |
gle =2l <ly—2 <3z~

Also, if |z — z| > [/, then

k(x —2)= #(x—2) <3 k(y — 2).

Suppose |z — z| < 3" and |y — z| > 5. Note that |y — z| < 38’ < 3. Using
Assumption 3.0.1(a) we find that

k(r = 2) < ok(y —2) +37 _Z(y—2) <oAly— 27" +37 _7(y - 2)
< (oA(B) T +31) gy - 2)
= (0A(B) "+ 35) h(y — 2).

Thus, the kernel k satisfies Assumption 3.0.1(b) for § = co.

On the other hand, replacing the kernel & by & and using Theorem 3.1.2, (3.1.11),
we obtain from (3.0.1) that

Au+ Iiu+ Cy|Du| > —C1 K in Q,
Au+ Iiu — Cy|Du| < C1 K in Q, (3.1.12)

u=0 1in Q°,

for some constant C', dependent on E, (. This modification of the nonlocal kernel

would be useful to apply the Harnack inequality from [90].
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3.2 Fine boundary regularity of /)

In this section, we investigate the finer regularity property of u near 02. Let €2
be bounded C? domain and §(z) = dist(z,Q¢) be the distance function from the
boundary. Modifying 6(z) inside €, if required, we may assume that § € C?(Q)
(cf. [74, Theorem 5.4.3]). We want to study the regularity of u/J in Q. Since w is

Lipschitz, using the estimate (3.1.4) we may write (3.0.1) as follows
|Lu| = [Au+ITu| < CK inQ, and uw=0 inQ°, (3.2.1)

where C' is a constant depending on E, Cy. Also, in view of Remark 3.1.1, we can
assume that k satisfies Assumption 3.0.1(b) for § = oco. The aim of this section is

to establish Holder regularity of u/d up to the boundary.
For elliptic operators, Holder regularity of u/d up to the boundary is obtained

by Krylov [122]. Boundary estimate for fractional Laplacian operators are studied
by Ros-Oton and Serra in [144-146]. Result of [144] has been extended for nonlocal
operators with kernel of variable orders by Kim et. al. [112] whereas extension
to the fractional p-Laplacian operator can be found in [105]. Here we follow the
approach of [144] which is inspired by a method of Caffarelli [107, p. 39]. Clearly
from Lemma 3.1.1 we know that u/J is bounded in €2. A key step in this analysis
is the oscillation lemma (see Proposition 3.2.1) for u/§ which involves computation
of L((u— kd)™) for some suitable constant . Since if we can control the oscillation
of u/§ near 0f) appropriately then one can easily get Holder regularity of u/d up to
the boundary. Note that, by Theorem 3.1.2, [u is bounded in 2 for « € (0, 1), and
therefore, in this case we can follow the standard approach of local operators to get
the regularity estimate on u/J. But for o € [1,2), [0 becomes singular near 2. So

we have to do several careful estimates to apply the method of [144].

Our first goal is to get the oscillation estimate Proposition 3.2.1. To obtain this
result we need auxiliary Lemmas 3.2.1 to 3.2.5. Following lemma gives an existence

of appropriate subsolution.

Lemma 3.2.1. There exists a constant k, dependent on d,%, such that for any
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r € (0,1], we have a bounded radial function ¢, satisfying

Lé, >0 in By \ By,
0< ¢, <kr in B,

¢r > +(4r — |z]) in Ba \ B,
¢y <0 in R%\ By,

Moreover, ¢, € C*(By, \ B,.).

Proof. Fix r € (0,1] and define v,(z) = e — e=14")° where q(z) = |z|? A 2(47r)?
and > 0. Clearly, 1 > v,(0) > v.(x) for all z € R%. Thus

vp(z) < 1 —e M4 < pdr)?, (3.2.2)
using the fact that 1 — e < s for all s > 0. Again, for x € By, \ B,, we have

v (z) = e—n(47")2(e77((47")2—Q(x)) —1)> 778_77(4T)2((47")2 — |z[?)
= ne " (dr 4 |a]) (4r — |])
> 5yre 14 (4 — |z)). (3.2.3)

Now we estimate Lo, in By, \ B,. Fix z € By, \ B,. Then

Av, = ne” M’ (47)\:c|2 - Zn) ,
and, since [v, = I(v, + e*”(‘”)Q), using the convexity of exponential map we obtain
He @) = =ne o [ (oo +9) + gta =) = 2a(a) i)y

> —pe e’ [/ <q r+y)+qlr —y) - 2Q($)>k(y)dy

A

2 2|y|? 8r)>
— e [ / 'ﬂ dy+ / ey +sr [ J(y)dy]
ly|<r |y| ¢ r<ly|<1 |y| ¢ ly|>1

2—«
)

v

_ 2
> —ne el e
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for some constant k, independent of . Combining the above estimates we see that,
for x € By, \ B,,

Lu,(z) > ne” " |4p|z|* — 2d — /<o7’2_0‘] > pe e {4777"2 —2n — k¥,
Thus, letting n = % (n + &), we obtain
Lv, >0 in By, \ B,.
We set ¢, = “= and the result follows from (3.2.2)-(3.2.3). O

Let us now define the sets that we use for our oscillation estimates. We borrow
the notations of [144].

Definition 3.2.1. Let s € (0, 75) be a fixed small constant and let ' = 1/2 + 2x.

Given a point z¢ € 002 and R > 0, we define
Dg = Dg(xo) = Br(z9) N €2,

and
DY = Dip(xg) = Blip(xe) N{z € Q: (x — x9) - n(xg) > 2kR},

where n(z) is the unit inward normal at zo. Using the C? regularity of the domain,
there exists p > 0, depending on €2, such that the following inclusions hold for each
xg € 002 and R < p:

Byr(y) C Dg(z0) for all y € D 5 (z0), (3.2.4)
and
Buwr(y" + 4xRn(y*)) C Dgr(x), and Ber(y* +4kBn(y*)) C Dl ya(zo) (3.2.5)

for all y € Dg/o, where y* € 02 is the unique boundary point satisfying |y — y*| =
dist(y, 0§2). Note that, since R < p, y € D/ is close enough to 92 and hence the
point y* + 4k Rn(y*) belongs to the line joining y and y*.
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Remark 3.2.1. In the remaining part of this section, we fix p > 0 to be a small
constant depending only on €2, so that (3.2.4)-(3.2.5) hold whenever R < p and
o € 0f). Also, every point on 02 can be touched from both inside and outside €2
by balls of radius p. We also fix v > 0 small enough so that for 0 < r < p and
Ty € 0L) we have

By (20) NQ C Bayoy(2) \ Bi(2) for n=0/8,0¢€(0,7y),

for any 2’ € 9Q N B,,(zo), where B,(z) is a ball contained in R?\ 2 that touches
0 at point 2.

We first treat the case a € (0,1). Note that in this situation /u can be defined

in the classical sense and is bounded in €2, by Theorem 3.1.2.

Lemma 3.2.2. Let a € (0,1) and Q be a bounded C* domain. Let u be such that
u >0 in RY, and |Lu| < Cy in Dg, for some constant Cy. Then, there exists a

positive constant C, depending only on d, $2, @, such that

. u ..U
’:I’I:li (5) <C (bnR 5 + CQR) (3.2.6)
for all R < po, where the constant py depends only on d,Q and [,.(Jy[* A 1)k (y)dy.

Proof. We split the proof in two steps.
Step 1. Suppose C5 = 0 and R < p, where p is given by Remark 3.2.1. Define
m = infp+ u/d > 0. By (3.2.4),

K R

w>md>m(kR) in Dl (3.2.7)

Again, by (3.2.5), for any y € Dpjs, we have either y € Dy or §(y) < 4kR.
If y € DI, it follows from the definition of m that m < wu(y)/d(y). Now let
d(y) < 4kR. Let y* be the nearest point to y on 02 and § = y* + 4k Rn(y*). Again
by (3.2.5), we have By.r(j) C Dgr and B.r(§) C D/} 5. Recall that Lu = 0 in Dpg
and v > 0 in R%.

Now take 7 = kR and let ¢, be the subsolution in Lemma 3.2.1. Define ¢,(z) =
1¢,(x — 7). Using (3.2.7) and the comparison principle Theorem 3.1.1 in By, () \
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B,(7) it follows that u(z) > me,(z) in all of R%. In particular, we have u/§ > (;)Qm

on the segment joining y* and g, that contains y. Hence

inf (g‘) < Cinf

T D '
DK,’R % 5

Step 2. Suppose Cy > 0. Define v’ = nr for r < p and n < 1 to be chosen later. Let
@ to be the solution of (cf. Theorem 2.1.2)

Li=0 inD,,
U=1u in]Rd\DT/.

From step 1, we see that u satisfies (3.2.6). Define w = @ — u. Applying Theo-
rem 3.1.1, we obtain that |Lw| < Cy in D,» and w = 0 in R\ D,». Since r < p,
points of 02 can be touched by an exterior ball of radius r. Thus for any point
y € 09 we can find another point z € Q¢ such that B,(z) touches 99 at y. From
the proof of [131, Lemma 5.4] there exists a bounded, Lipschitz continuous function

©,, with Lipschitz constant r~!, that satisfies

Pr = 0, in B,
wr > 0, in Bﬁ,

LSOT < _r%’ in B(l—i—a)r \ Br;

for some constant o, independent of r. Without any loss of generality we may
assume o < 7y (see Remark 3.2.1). We set n = . Then Dy C B(iio)(2) \ By(2)-
Letting v(z) = Cor?p,(z — z) will give us a desired supersolution and therefore, by
comparison principle Theorem 3.1.1 we get |w| < v in R%. For any point x € D,/

we can find y € 02 satisfying dist(x,0€)) = |z — y|. By above estimate we obtain
lw(x)| < Cor?on(x —2) < Cor?(p,(z — 2) — @ (y — 2)) < Cordist(x, 0Q) = Cord(z).

Thus we obtain )

jw(z)| < 027;75(33) in D,.



72 3.2. Fine boundary regularity of u/d

Combining with step 1 we have

Setting po = np and R = r’ we have the desired result. ]

Next we obtain a similar estimate when « € [1,2).

Lemma 3.2.3. Let Q be a bounded C* domain and u be such that w > 0 in all of

R? and |Lu| < Cyg in Dy for some positive constant Cy and g is given by

(6(x))1 a1,
—log(3(x)) + C5 ifa=1,

g(z) =

for some constant Cs. Set & =2 — « for a € (1,2) and for a = 1, & is any number
in (0,1). Then there exists a positive constant C', depending on ,n and lAf, such
that

1g5gc@ﬁ+@m> (3.2.8)

D
Dy R/2 )

for all R < po, where py is a positive constant depending only on Q, d, & and [o.(|y]*A

o~

1)k(y)dy.

Proof. When Cy = 0, the proof follows from Step 1 of Lemma 3.2.2. So we let

C5 > 0. As before, we consider # to be the solution of

Li=0 in Dg,
=u inR*\ Dg.

Then R R
BSSOhs

k'R )
holds, by step 1 of Lemma 3.2.2. Defining w = @ — u, we get |Lw| < Cyg in Dg by
using Theorem 3.1.1 and w = 0 in D%. As before, we would consider an appropriate

supersolution and then apply the comparison principle to establish (3.2.8).
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For this construction of supersolution we take inspiration from [131, Lemma 5.8].
We set

12(3) = / 9e—a=a s O()dr g _ s,
0

where ¢ > 0 is to be chosen later and © is given by
O(s) = / min{1, |z|}k(z)dz.
|z|>s

Since © is integrable in a neighbourhood of 0, there exists a sufficiently small con-
stant s(q) > 0 such that, for 0 < s < s(q), ¢/(s) = 2e~95=2Jo O _ 1 > 5. Set
o1 = min{%7 1,v}. For any r € (0, 1), we define

1; (M) if dp,(z)(x) <roy,

(o) if dp,(:)(7) = ro,

where dp, (»)(z) = dist(z, B.(z)). Let n =%, 0 <r < p and B,,(19) NQ = D,,.. We
define

V) (@) . if d(z) < roy,
O, (z) =

WY(o1) if §(z) > ro.

For x € D,, then we have z* € 02 such that 6(z) = |x — 2*|. Let 2} = 2 be a point
in Q° such that B,(z) touches 092 at z*. From Remark 3.2.1 we have that

Dm C B(1+01)r(z) \ BT(Z)

Since ¢ < 0 and |Ddé(z)| > & > 0 for 6(x) € (0, py), pr sufficiently small, it follows
that

| Q

AP, (7) < — + 9 (—2) . (3.2.10)

r r r?

Consider v, from (3.2.9) and notice that v, .(x) = ®,(x) and §(z+y) < dp, () (z+y)
for all y € RY. Hence

V(@ +y) + (2 —y) = 20 .(2) 2 Q0 (z +y) + Dp(z — y) — 20,(2).
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This readily gives (see [131, Lemma 5.8])

(0 < 1ot < (100 () € (140 (M), 2

T r T

using the fact d(z) = |x — 2*| = dp,(»)(v). Combining (3.2.10) and (3.2.11) we have

< o o(f2) - 212,

for all x € D,,. Now choose ¢ = ﬁ(c + 1) in the expression of ¥ we obtain

L®, < —:2(1 + @(M» < _1@(5@)), (3.2.12)

r - 2 r

for all z € D,,.

Next we estimate the function © in D,,. For ¢ € (0, 1], we see that

||

() = /Z|>5 min{1, |z|}k(z)dz = A/

£<lz|<1 | |4+

1 Td
— Awd/g rd+adr —|— K1

e

wgA(—log&) + k1  fora=1,

dz + / J(2)dz
|2|>1

+r fora e (1,2),
(3.2.13)

for some positive constant ;. Here wy denotes the surface area of the unit sphere

in RY. Since & < 1 iy D,,, we get from the above estimate that

. (5(7:@)) s (5(@) s Ay (‘5(1’)> (22(([_3)

5@)] o

>I€2

r

for av € (1,2), where the constant k9 is independent of a. Again, for « = 1, we have

@(5(:")) = Awg log(é(;)) + K (3.2.14)
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for x € D,,. We claim that for any 0 < ¢ < 1, there exists a 9 < 1 such that for all

r<Te
log(rz) > r¢log(z) (3.2.15)

for all z > é, where 0 < 0 < 1 is a fixed positive constant. To prove the claim, we

let
B log(rz)

~ log(z)

By our choice of parameters z, r, 0, we have h(z) > 0. Since log z > log(rz), we have

h(z)

B(z) = (log z — log(rz))

0
z(log z)? ~

for z > L. Thus h is strictly increasing in [(fr)~!, 00), and therefore,
or Yy g

-5

for all € (0,rp), where 9 depends only on 6 and ¢. This gives us (3.2.15). Putting
(3.2.15) in (3.2.14) we have

in D,,, for all r < ry. Using the above estimate and (3.2.12), we define the super-

solutions as
v(x) = urtod, (),

where the constant p is chosen suitably so that Lv < —g in D,,, for all » < ry. Thus,
inz € D,,, we have L(Cqv)(x) < —Chg(x) and Cov(z) > 0 in R?. Using comparison
principle Theorem 3.1.1 we then obtain Cyv(z) > w(z) in RY. Repeating the same
argument with —w, we get |w(z)| < Cyv(z) in D,,. Now we can complete the proof

by repeating the same argument as in Lemma 3.2.2. O]

Lemma 3.2.4. Let Q be a bounded C? domain, and u be a bounded continuous
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function such that u > 0 in all of RY, and |Lu| < Co(1+1p12)(0)g) in Dg, for some
constant Cy. Let & = 1 A (2 — ) for a # 1, and for a« = 1, & be any number in
(0,1). Then, there exists a positive constant C, depending only on d,$) and %, such
that

k'R

u LU 4
Zlii <6) <C (é&lf 5 + 2R ) (3.2.16)

for all R < py, where constant py depends only on Q. d,& and [g.(ly[* A 1)k (y)dy.

Proof. Recall from Remark 3.1.1 that we may take 5 = oo in Assumption 3.0.1(b).
This property will be useful to apply the Harnack inequality from [90]. We split the
proof into two steps.

Step 1. Let Cy = 0. In this case (3.2.16) follows from the Harnack inequality for L.
Let R < p. Then for each y € DY, we have B.r(y) C Dp. Hence we have Lu = 0
in B.r(y). Without loss of generality, we may assume y = 0. Let r = kR and define

v(z) = u(rz) for all z € RY Then, it can be easily seen that

1

r?Lu(rz) = L"v(z) := Av(z) + 7“22/ (v(z+y)+v(r—y) —2v(x))k(ry)r"dy,
Rd

for all z € By. This gives L"v(z) = 0 in By and v > 0 in whole RY. From the

stochastic representation of v [37, Theorem 1.1], it follows that v is also a harmonic

function in the probabilistic sense as considered in [90]. Hence by the Harnack

inequality [90, Theorem 2.4] we obtain

supv < C'inf v,

B
B% %

where constant C' does not depend on r. This of course, implies

sup u < C' inf wu.
BKR B@
5 2

Now cover D}/, by a finite number of balls B,/2(y;), independent of R, to obtain

sup u < C' inf w.
4 +

DK/R k'R
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(3.2.16) follows since kR/2 < § < 3kR/2 in D} .
Step 2. Let C5 > 0. The proof follows by combining Step 1 above and Step 2 of
Lemmas 3.2.2 and 3.2.3. O

Next we compute L¢ in €.

Lemma 3.2.5. We have |Lé(x)| < Cg(x), where g is given by

O(x) AN for a>1,
g(z) = log(d(Tl)M) +1 for a=1, (3.2.17)
1 for a€(0,1).

Proof. Since 6 € C*Y(RY) N C?*(Q) [74, Theorem 5.4.3], (3.2.17) easily follows for
the case a € (0,1). Let Q,, = QN {d < po} where py < 1. It is enough to show that

|Lé(z)| < CO(6(z)) forx € Q,, (3.2.18)
where O is defined as before
o(¢) = / min1, |2[}o(z)dz.
|z|>¢€
First of all
|LS(z)| < |AS(z)| + |I6(2)| < K+ |16(2)], (3.2.19)

for some constant , depending on §2. Again,

I8(z) = /R (84 2)+ 8 — 2) — 20(2) k()2

o fon
Z<o(@)/2 I lel>6(2)/2

Since §(x + 2) + d(x — 2) — 26(x) < Ko|z|? for |2] < 6(z)/2, we have

/Z|<6(x)/2 <5(x +2)+0(x—2z2)— 25(x))k(z)dz < ,@2/ 22 B(2)dz < ks,

|2[<é(x)/2
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for some constant k3. Since § is Lipschitz, it follows that
dz+2)+0(x—2z)—20(x) < 2(diam(Q2) V 1) min{|z|, 1}.
Thus

/|z>5(a;)/2 (5(m +2)+d(x—2) — 25(x))k(z)dz < /@4/ min{|z|, 1}k(z)dz

|2[>6(z)/2

= raO(0(2)/2),
for some constant k4. Inserting these estimates in (3.2.19) we obtain
|Lé(x)| < ks(1+0O(6(x)/2)) forallz e Q,,

for some constant k5. Choosing py sufficiently small, (3.2.18) follows from (3.2.13).
[

Now we are ready to prove the oscillation estimate which is a key estimate

towards the regularity of u/é.

Proposition 3.2.1. Let u be a bounded continuous function such that |Lu| < K in
Q, for some constant K, and u = 0 in Q°. Given any xo € OS2, let Dr be as in the
Definition 3.2.1. Then for some T € (0,1 A (2 — «)) there exists C, dependent on
O.d o and k but not on xo, such that

uo, LU .
sll)llg) 5 1})115 5 <CKR (3.2.20)

for all R < py, where py > 0 is a constant depending only on Q. d, & and [.(|y]* A

1)k(y)dy.

Proof. For the proof we follow a standard method, similar to [144], with the help of
Lemmas 3.2.3 to 3.2.5. Fix xg € 02 and consider py > 0 to be chosen later. With
no loss of generality, we assume zo = 0. In view of (3.1.2), we only consider the
case K > 0. By considering u/K instead of u, we may assume that K = 1, that is,
|Lu| < 1in Q. From Lemma 3.1.1 we note that |u|co1gre) < Cy. For o € (0, 1), we

can calculate Ju classically and |Tu| < C in Q, we can combine the nonlocal term
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on the RHS and only deal with Au. In this case the proof is simpler and can be
done following the same method as for the local case (the proof below also works
with minor modifications). Therefore, we only deal with « € [1,2).

We show that there exists G > 0, p; € (0, po) and T € (0,1), dependent only on
0, d and k, and monotone sequences {My} and {my} such that, for all k& > 0,

1
M, —my = E, -1 <my < Mpt1 < Mk+1 <M, < 1, (3221)
and
U . P1
my <G 5 < My in Dg, = Dg,(x9), where Ry = T (3.2.22)

Note that (3.2.22) is equivalent to the following

mpd < G 'u < Myd, in Bpg, = Bg,(19), where Rj = % (3.2.23)
Next we construct monotone sequences { My} and {m;} by induction.

The existence of My and mg such that (3.2.21) and (3.2.23) hold for k£ = 0 is
guaranteed by Lemma 3.1.1. Assume that we have the sequences up to My and my.
We want to show the existence of My, 1 and myq such that (3.2.21)-(3.2.23) hold.
We set

1
up = Eu — my0. (3.2.24)

Note that to apply Lemma 3.2.4 we need u; to be nonnegative in R¢. Therefore
we work with u;, the positive part of ug. Let up = uf — u; and by the induction

hypothesis,
uf =up and wu; =0 in Bg,. (3.2.25)
We need a lower bound on . Since uj > 0 in Bpg,, we get for z € Bg, that

up(r) = up(Rpwy) + up(x) — up(Ryxy) > —Cplz — Rizy|, (3.2.26)

where z, = éz for z # 0 and C}, denotes a Lipschitz constant of u;, which can be
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chosen independent of k. Using Lemma 3.1.1 we also have |u;| < G~ + diam(Q2) =

C, for all z € R%. Thus using (3.2.25) and (3.2.26) we calculate Lu; in Dr,. Let
2

x € Dg, j2(x0). By (3.2.25), Ay, (x) = 0. Denote by

N |log(r)| forr >0, a=1,
gry=9 .
r forr >0, a € (1,2).

Then

0@ = [ uie+ k)
z+y¢ZBr,

<

B /{IyIZRQ’“,ery#O}
: CL/{Rk<y|<1, x+y¢0}

2

1 1
ch/ (|x|—|—Rk)dy—|—C’L/ B o
B <pyl<a |y|4+e R i< [ylire!

2

uy, (x4 y)k(y)dy

~

(2 + ) — Ru(z + y)ul R(y)dy + Oy / oy

< k3((Re)' ™" + G(Ri/2) + 1)
< k4G (Ry)

for some constants k1, k3, k4, independent of k.
Now we write u; = G~'u — myd + u;, and applying the operator L, we get

|Luf| < G Lu| + my| LS| + |Luy, |
<G+ mpCg(n) + kag(Re), (3.2.27)

using Lemma 3.2.5. Since p; > Rj, > § in Dp,, for a > 1, we have R, < §'72,

and hence, from (3.2.27), we have
[Luif| < |G g(p)] ™" + C + ka|g(2) := w59(2) in Dpypo.
Now we are ready to apply Lemma 3.2.4. Recalling that

uf = up = G 'u—mgd in Dg, ,
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we get from Lemmas 3.2.3 and 3.2.4 that

sup (G_lu — mk) < C( inf (G_lu - mk> + /15Rg>

0 + 0
D:’Rk/Q D"/Rk/z (3228)
u N
<0( inf (G—l— ) a).
< Dﬁ“ 5 my | + ks Ry,

Repeating a similar argument for the function i, = M0 — G~1u, we obtain

sup <Mk — G_lu) < C’( inf (Mk - G_lu) + /£5Rg> (3.2.29)
Dl 0 P 0
g

Combining (3.2.28) and (3.2.29) we obtain

My, — my, < 0( in (Mk _ G—1“> + inf (G—lu _ mk> + n5R,€“)

Ry /4 0 Dy, /a 0
- 1Y 1Y &
= C( inf G7'=— sup G =+ M, —my + /£5Rk>. (3.2.30)
DRy ) Dp, ., )

Putting My — my, = 5 in (3.2.30), we have

u u c-11 .
G1Y it 1Y < ( R“)
A B AP el W eI
1 /-1 & Tk

Since Ry, = 4 for p; € (0, po), we can choose py and T small so that

_ ]_ R
(C + m5Rg4Tk) <

1
C 4

Putting in (3.2.31) we obtain

_1u . 11U 1
sup G —— inf G- < ———.
Dryyq DRy 4y 6 = 47D

Thus we find my,; and M such that (3.2.21) and (3.2.22) hold. It is easy to
prove (3.2.20) from (3.2.21)-(3.2.22). O
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Now we are ready to establish Holder regularity of u/§ up to the boundary.

Theorem 3.2.1. Suppose that Assumption 3.0.1 holds. Let u be a viscosity solution
to (3.0.1). Then there exists k € (0,(2 — a) A 1) such that

[u/0]loxey < CLK, (3.2.32)
for some constant C, where k,C depend on d, C’O,E,Q.

Proof. As mentioned before, it is enough to consider (3.2.1). Replacing u by &5 we

may assume that |Lu| < 1in Q. Let v = u/J§. From Lemma 3.1.1 we then have
[v][ o) < C, (3.2.33)
for some constant C'. Also, from Theorem 3.1.2 we have
ul|corray < C. (3.2.34)

It is also easily seen that for any « € 2 with R = §(z) we have

167 (21) — 67 (20))|

sup < CR™2.
21,22€BR /() |Zl - 22|
Combining it with (3.2.34) gives
sup V(1) = v(z)] <C(1+R?). (3.2.35)

21,22€BR /() |Zl - 22’

Again, by Proposition 3.2.1, for each xq € 92 and for all » > 0 we have

sup v — inf v < COr". (3.2.36)
D (20) Dr(z0)
where D, (z9) = B,(z9) N Q as before. To complete the proof it is enough to show
that
sup [o(z) = v(y)l <C, (3.2.37)

z,yeNaty |x - ?J|K N

for some n > 0. Consider xz,y € € and let r = |x — y|. We also suppose that
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d(z) > 0(y). If r > 1/2, then

lv(z) —v(y)| < caltx,
|z — gyl

by (3.2.33). So we suppose |z —y| = r < 1/2. Let R = §(z) and zg,yy € 00
satisfying d(z) = |z — xo| and §(y) = |y — yo|. Fix p > 2. Set k = [2 + diam Q] 7P. If
r < kRP, then r < $R. In this case, it follows from (3.2.35) that

lv(z) —v(y)| < C(A 4+ R 2)r < C(r+ 5771y < Oyt =,

Again, if » > KRP, we have R < [r/n]% Thus, y € B 1(x¢) for Ky = 1 + x~ 7.
K1TP
From (3.2.36) we then have

[o(z) —v(y)] < Cor™.
Thus (3.2.37) follows by fixing k = min{7,1 — %} This completes the proof. O

Remark 3.2.2. The regularity of 09 in Theorem 3.2.1 can be relaxed to C*!. In
this case, § will be a C*! function. Therefore, 1§ is defined classically and Ld can
be interpreted in the viscosity sense (see [49]). The proof of Theorem 3.2.1 goes
through due to the coupling result in Theorem 3.1.1.

3.3 Fine boundary regularity of Du

Using Theorem 3.2.1 we show that Du € C7(Q2) for some v > 0. Recall (3.0.1)

Lu+ Cy|Du| > —K in
Lu— Cy|Dul < K in (2, (3.3.1)
u=0 1inQ°.

Let v = u/d. From Theorem 3.2.1 we know that v € C*(€Q2). We extend v in all of
R? as a C* function without altering its C* norm (cf. [144, Lemma 3.8]). Below we

find the equations satisfied by v.
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Lemma 3.3.1. If |Lu| < C in Q and uw = 0 in Q°, then we have
1 Dé 1
S[_C —vLd — Z[v,d]] < Lv + 27 -Dv < 5[0 —vLd — Zv, d]], (3.3.2)

in ), where

Zv,0)(x) = /}Rd(v(y) —0(x))(6(y) — 0(x))k(y — x)dy.

Proof. First of all, since u € C'(Q) Lemma 3.0.1, we have v € C'(Q). Therefore,
Z|v, 8] is continuous in . Consider a test function ¢ € C?(2) that touches v from

above at x € ). Define
i [ e mBw),
' v(z) in BS(x).

By our assertion, we must have 1, > v for all r small. To verify (3.3.2) we must
show that

Lip.(z) + 21?56 - D (x) > 5<1x>[—C +v(z)Lé(z) — Z[v,d](z)], (3.3.3)

for some r small. We define

~ { d(2)Y(z) in B.(x),
u(z) in BE(z).

Then, 1, > u for all r small. Since |Lu| < C' and 61, = 1),, we obtain
—C < L (2) = 6(2) Ly () + v(2) Lo () + 2Dé(x) - Dy() + Z [y, 6)(x)
for all » small. Rearranging the terms we have
—C —v(x)Lé(x) — Z[1)r, 0)(z) < 6(x)Lap.(z) + 2Dd(x) - D, (). (3.3.4)
Let r < r. Since 9, is decreasing with r, we get from (3.3.4) that
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> lim [-C —v(z)Lo(x) — Z[¢r,, 0] ()]

- r1—0

= [=C —v(2)Li(z) = Z[v, d](x)],

by dominated convergence theorem. This gives (3.3.3). Similarly we can verify the
other side of (3.3.2). O

In order to prove the fine boundary regularity of Du, we also need the following
estimate on v. Define Q, = {x € Q : dist(z,Q°) > ¢}. Then we have

Lemma 3.3.2. For some constant C it holds that
| Dvl| 0,y < CKo*™"  forallo € (0,1). (3.3.5)

Furthermore, there exists n € (0,1) such that for any z € Q, and 0 < |z —y| < o/8

we have
|Dv(y) — Dv(z)|

|z —y|"

< CKo*
for all o € (0,1).

Proof. As earlier, we suppose K > 0. Diving v by K in (3.3.1) we may assume
K = 1. Using Theorem 3.1.2 we can write |Lu| < Cj in €, for some constant C}.
By Lemma 3.3.1 we then have

L

1
5 —Cy —vLd — Z|v, )] §Lv+225-Dv§ =1

5 Cy —vLo — Z[v,d]], (3.3.6)

in Q. Fix zy € ), and define

From (3.3.6) we then obtain

D§ 1
—icl — (< Lw+ 2 Dw< <Cr— L, (3.3.7)

in €2, where

l(x) = (ng)[w(x)[,é(:r;) + Zv,0](z) + v(zo)Ld(x)].
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Set r = % We claim that
H£‘|LOO(BT‘($O) < I€10K72, for all o € (O, 1), (338)

for some constant k. Let us denote by

Lé 1
& = wT7 & = 52[1},5] and &3 =

(o)

Lo.
5 )

Recall that k € (0, (2 —a) A 1) from Theorem 3.2.1. Since

(6(x) AD)Im> for «a > 1,
A0 Loy <00 and  |[10]|zo,) S {log(s—~) +1 for a=1,

d(x)AL
1 for a € (0,1),
(cf. Lemma 3.2.5), and
[0l 2 (RY) < 00, [Jwll oo (5, (o)) S 75
it follows that
—(aVv1) f 7é 1
o or v # 1, B
1651 o= (B, (20)) S So i
o~ logo| fora =1,
and
UK—I—}-I—(I\/&) for o 7& 1,
1611l 222 (B, (zo)) S SoPr
o !logo| for a =1,

So we are left to compute the bound for &. Let = € B,(zg). Denote by 7 = d(x)/4.
Note that
d(x) > d(wo) = |z —20| =2 2r —r =1 =7 2>71/4

Thus, since u € C*(Q) by Lemma 3.0.1 (as mentioned before, the proof of [133]

works for inequations),

uDd
52

Dol < |24 A0 S B in B,

~Y
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using (3.1.1). Since § is Lipscitz and bounded in R¢, we obtain

0(x) = o(y)llv(x) — v(y)ldy

|(L’ _y|d+a

wm&uMSA/

yEB: ()

s [ 1) = Swllete) ~ o)ty — o)y
yEBZ(z)

SB[ gy
(3(a) = B (e(2) — o)

o/
yEBl(l‘)\B,,c(x) ‘:L‘ — y‘d+a
y|>1

<prs [ o) ~ o) — ol
yEB1 ()\BS () |z — y|dte

for some constant k5. The second integration on the right hand side can be computed

as follows: for o < 1 we write

o(z) —o(y)||v(z) —v(y Cdew
[ )= lte) =0y, < W——
yEB1(2)\B () |z —y| y€B1 (z)\BS(x)

5 (1 o 7’,\,1—Oc+K> 5 0_—1+K’

whereas for a € (1,2) we can compute it as

[9(z) = d(y)llv(z) —v(y)] \ o _len-a
n+ao y ~ ‘ill' y‘
yeBi (2)\B(a) |z =y yeBi()\B(a)

~A—a+1 —1+4k
<r <o )

Combining the above estimates we obtain

&2l oo B, (20) S 025

Thus we have established the claim (3.3.8).

and r; = I it

Let us now define ((2) = w(%z + z). Letting b(z) = o D35 240) s

T 7 0(5z+wo)
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follows from (3.3.7) that

2 (-? =) (= + 0) < ACH I+ 1ib(2) - DE < v (? 1) (7 + 20) (339

in By(0), where

I @) =iy [ (F )+ fa =) = Fa)krurid,

Consider a cut-off function ¢ satisfying ¢ = 1 in Bs/(0) and ¢ = 0 in B5(0).
Defining ¢ = ¢ we get from (3.3.9) that

[AC(2) + I C(2) +11b(2) - DC| < 7’%((; + ) (r1z 4 o) + 1™ (¢ = 1O

in B;(0). Since
1710 o= (B, (0)) < K3 for all p € (0,1),

applying Lemma 3.0.1 we obtain, for some n € (0, 1),

||DCHC’7(B%) < K6(HC~”L°°(1R"’) + Cry 4 r3|[l(ry - +30)|| oo 1)

I = DOl (33.10)
for some constant g independent of p € (0,1). Since v is in C*(R?), it follows that

<N oo gy = ¢ 2o (B2) < ¢l poe(my) S 75

Also, by (3.3.8),

rille(ry - +zo) || Loy S o

Note that, for z € B(0),

I — 1)¢| < 72 / (ple +y) — 1)C( + ) R(y)dy

ly|>1/2

< 22 o] g / F(y)dy

ly|>1/2

< fi:ﬂ“%w
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for some constant k3. Putting these estimates in (3.3.10) and calculating the gradi-
ent at z = 0 we obtain

|Dv(xo)| < kg 1T,

for all o € (0,1). This proves the first part.

For the second part, compute the Holder ratio with D((0) — D((z) where z =
2(y — xp) for |xg — y| < o/8. This completes the proof.

T

O

Now we can establish the Holder regularity of the gradient up to the boundary

(compare it with Fall-Jarohs [81]). This is the content of our next result.

Theorem 3.3.1. Let Assumption 3.0.1 hold. There exist constants v, C', dependent
on Q, Co,d, k, such that for any solution u of (3.0.1) we have

[ullrn @) < CK. (3.3.11)

Proof. Since u = v9 it follows that

Du=vDéd + §Dv.

Since § € C?%(Q), it follows from Theorem 3.2.1 that vDd§ € C*(2). Thus, we only
need to concentrate on ¥ = § Dv. Consider n from Lemma 3.3.2 and with no loss of
generality, we may fix € (0, k).

For |z —y| > £(6(z) V 6(y)) it follows from (3.3.5) that

[9(x) = V(y)|

T S O+ ) (0L) v o) < 20

So consider the case [z — y| < (6(x) V 6(y)). Without loss of generality, we may
assume that |z — y| < §6(x). Then

200 2 o — 9]+ 5(2) > 6(y) > (e) ~ o — ] > Lo(x).
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By Lemma 3.3.2, it follows

Ix) — v o(x)—0 Dvu(z) — Dv
@) =00 _ | oy 82 =8 5 1Dv(w) = Doty)
|z =yl |z =y |z =yl
< 0(x)T(0(2) T+ a(y)[0(a) T
<C.
This completes the proof by setting v = 7. O

Remark 3.3.1. By the dependency of the constants in Theorems 3.1.2, 3.2.1,
and 3.3.1 on k we mean the dependency on «a, A and fly\>1 J(y)dy.

To cite a specific application of the above results, let us consider u,v € C(R?)

satisfying

Lu+ Hi(Du,z) =0, inQ, u=0 1inQ°
Lv+ Hy(Dv,x) =0, inQ, v=0 inQ°

respectively. If |Hy(p,x) — Ha(q,z)| < Colp — q| + K for all p,q € R? and z € 9,
then using the interior regularity of u,v from Lemma 3.0.1 and the coupling result
Theorem 3.1.1 it can be easily seen that w = u — v satisfies (3.0.1). Our result
Theorem 3.3.1 then gives a C7 estimate of w up to the boundary. The above
results can also be used to establish anti-maximum principle for the generalized

principal eigenvalues of nonlinear operators of the form (3.0.2) (cf. [27,34,64]).

Remark 3.3.2. Though the above results are mentioned for viscosity solutions, The-
orem 3.1.2 and Theorem 3.3.1 can also be applied for weak solutions (at least for
equations). To see this, let us assume that Q be a C** domain, x € (0,1). Suppose
that for some given Lipschitz function f : R? — R, there exists a unique weak
solution u € Hg(9) to

Lu+ f(Du) =g inQ, u=0 inQ° (3.3.12)

for every g € L>(£2). Now consider a sequence of smooth mollifications g. of g such

that supg |ge — g| — 0, as € — 0. Let u. be the unique weak solution to (3.3.12)

corresponding to g.. Since, by Sobolev embedding u,, € LP(Q2) for p € [l,d%],
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applying [96, Theorem 3.1.22] and a bootstrapping argument we obtain that for
some p > n
lllw2n@) < C (14 [ Ducll 20y + N9l 1)) - (3.3.13)

for some constant C' independent of w.. This, of course, implies u. € CH7(Q).
Applying [96, Theorem 3.1.12] we have u. € C?7(Q) and therefore, u. is a viscosity
solution to (3.3.12) when g is replaced by g.. Hence we can Theorems 3.1.2, 3.2.1,

and 3.3.1 on u.. In particular,

sup || Dug|| () < 00.
€€(0,1)

Now, using the stability estimate (3.3.13), we can pass the limit, as € — 0, to show
that u. — u where u is the weak solution to (3.3.12) with data g and w also satisfies
the estimates in Theorems 3.1.2, 3.2.1, and 3.3.1.

3.4 Overdetermined problems

Next we discuss another application of Theorems 3.2.1 and 3.3.1 to study an overde-

termined problem. More precisely, we consider a solution u to the problem

Lu+ H(|Du|) = f(u) in €,
‘ _ ou (3.4.1)
u=0 inQ° u>0 in2, — =c onodf,

on
where n is the unit inward normal and H : R — R, f : R? — R are locally Lipschitz.
We will show that {2 must be a ball, provided the nonlocal kernel k satisfies certain
conditions. Historically Overdetermined problem originates from the famous work
of [152], where he answered the following problem posed by Prof. R. L. Fosdick.

Suppose there exists a positive solution u to the equation

—Au=1 in§,
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together with the boundary condition

u=0 and @:c on 02,
on

then €2 must be a ball. Serrin’s work has been generalized for a vast class of oper-
ators, see for instance, [30,34,62,82,83,85,86,156]. Here we follow the method of
[30,82] to establish our result on the overdetermined problem concerning (3.4.1).

Our main result of this section that we obtain in [38], is the following.

Theorem 3.4.1. Let Q C RY, d > 2, be an open bounded set with C? boundary.
Suppose that Assumption 3.0.1 holds, k = k(|y|) and k : (0,00) — (0,00) is strictly
decreasing. Let f: R — R be locally Lipschitz and u be a viscosity solution to

Lu+ H(|Du|) = f(u) inQ,

u=0 mQ° u>0 1in, (3.4.2)
gz =c on i),

for some fixed ¢ > 0, where n is the unit inward normal on ). Then £ must be
a ball. Furthermore, u is radially symmetric and strictly decreasing in the radial

direction.

Proof of Theorem 3.4.1 follows from the boundary estimates in Theorem 3.2.1
combined with the approach of [30,82]. Also, note that we have taken k to be positive
valued. This is just for convenience and the proofs below can be easily modified to
include kernel k that is non-increasing but strictly decreasing in a neighbourhood
of 0, provided we assume €2 to be connected. We provide a sketch for the proof of
Theorem 3.4.1 and the finer details can be found in [30,82]. From Theorems 3.1.2
and 3.3.1 we see that u € C%'(R%) N C'(Q), and therefore, u € C>"(Q) by [133].
Therefore, we can assume that u is a classical solution to (3.4.2).

Given a unit vector e, let us define the half space
H=Hy.={r R z-e> N},

and let T = Z) () = x—2(z-e)e+2\e be the reflection of x along OH = {z-e = A}.
We say v : R? — R is anti-symmetric if v(x) = —v(7) for all z € R% Now let D C H
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be a bounded open set and u be a bounded anti-symmetric solution to

Lu—B|Du|<g inD
w>0 inJ\D,

where 3 > 0 is a fixed constant. Let

—u in{u<0}ND,
0 otherwise.

Then it can be easily seen that v solves
Lv—B|Dv|>—-g in YX:={u<0}nD, (3.4.3)

in the viscosity sense. To check (3.4.3), consider x € ¥ and test function ¢ such
that ¢(z) = v(x) and ¢(y) > v(y) for y € R?\ {x}. Define ¢ := ¢ + (—u — v).
Then ¢(x) = —u(x) and ¥(y) > —u(y) for y € R4\ {z}. Furthermore, 1) = ¢ in
Y. Thus, we get Ly(x) + B|Do(x)| > —g(x). This implies Lo + B|D¢o| + L(—u —
v)(x) + |Do(z)| > —g(x). Since k is radially decreasing and u is anti-symmetric, it
follows that L(—u — v)(x) < 0 (cf. [30, p. 11]). This gives us (3.4.3).

The following narrow domain maximum principle is a consequence of the ABP
estimate in [131, Theorem A.4].

Lemma 3.4.1. Let 3 be the half space and D C H be open and bounded. Also,
assume ¢ to be bounded. Then there exists a positive constant C, depending on

diam(D), d, k, such that if u € Cy(R?) is an anti-symmetric supersolution of

Lu — B|Du| — ¢(zx)u=0 in D,
u>0 inH\D,

then we have

Sup u” < Clle¢t ooyl || pagp)-

In particular, given ko > 0 and ¢t < koo on D, there is a 6 > 0 such that if |D| < 4,

we must have u > 0 in H.
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Proof. Set ¥ = {u < 0} N D and define v as above. From (3.4.3) we see that
Lv+ B|Dv|+c¢(xz)v >0 in X.
Since v > 0 in ¥ and ¢ < ¢*, we get

Lv+B|Dv|+ctv >0 inX.

Taking f = —c™v and using [131, Theorem A.4] we obtain, for some constant Cf,
that

supu™ = supv < suplol + ol sy < Colelmimlolzece) = Cille Ny s
This completes the proof of the lemma. O

Next result is a Hopf’s lemma for anti-symmetric functions.

Lemma 3.4.2. Let H be a half space, D C H, and ¢ € L>®(D). If u € Cy(R?) is
an anti-symmetric supersolution of Lu — 3|Du| — c(z)u = 0 in D with uw > 0 in I,
then either u =0 in R? oru > 0 in D. Furthermore, if u Z 0 in D and there exists
a xg € 0D\ OH with u(xg) = 0 such that there is a ball B C D with xy € 0B, then
there exists a C' > 0 such that

u(zo — tn)

> C,

lim inf
t—0

where n 1s the inward normal at xg.

Proof. With any loss of generality, we may assume that ¢ > 0. Suppose that u Z 0
and u % 0 in D. Then there exists a compact set K C D such that infxu =9 >0
and a point 21 € D such that u(x;) = 0. For € small enough we can choose the test

function
0 forye B.(x1),

oly) =
u fory e BE(zy).

Note that A¢(x;) =0, Dp(xy) = 0. Since k is radially non-increasing and positive,
from the proof of [30, Theorem 3.2] it follows that u = 0 in D. This contradicts our

assertion. Thus either v =0 in R? or u > 0 in D.
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Now we prove the second part of the lemma. Assume that u > 0in D. Let B be
a ball in D that touches 0D at xy and B € H. This is possible since zy € 9D \ 0K.
Let ¥} be the positive solution to

LY—B|DY=-1 inB, and ¢¥=0 in B".

Existence of 1 follows from Theorem 3.3.1 and Leray-Schauder fixed point theorem.
Define w = k(9 —90%). Then we have Lw > —xC' in B for some positive constant
C'. Now repeating the arguments of [30, Theorem 3.2] it follows that for some x > 0
we have u > w in B. To complete the proof we need to apply Hopf’s lemma on 9
at the point z (cf. Theorem 2.2.2). O

Given A € R, e € 0B,(0), define
v(z) = vyo(z) = u(z) —u(z) =€ RY, (3.4.4)

where T = %) () denotes the reflection of x by T . = dH, . and H, . = {x € R? :
x-e > A}. We note that R? \ H, . = H_y _.. Moreover, let A < [ == sup,.pz - e.
Then H N is nonempty for all A <[ and we put Dy = %) (2N H). Then for all

A < [ the function v satisfies

Lo+ B|Dv(z)| — c(z)v >0 in Dy,
Lv — B|Dv(x)| — e(x)v <0 in Dy,
v>0 inH_y_.\ Dy,
v(r) = —v(z) for allz € RY,

(3.4.5)

where {3 is the Lipschitz constant of H on the interval [0, sup |Du|] and

u(r) —u(z)

In view of Lemmas 3.4.1-3.4.2 and (3.4.5), we see that v = v, is either 0 in R?
or positive in Dy for A close to . Now as we decrease A one of the following two

situations may occur.

Situation A: there is a point py € 92N IDy \ Ty,
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Situation B: T) . is orthogonal to 92 at some point py € 9Q N T .

Ao be the maximal value in (—o0,[) such that one of these situations occur. We
show that € is symmetric with respect to T3, .. This would complete the proof of
Theorem 3.4.1 since e is arbitrary. Also, note that, since © > 0 in €2, to establish
the symmetry of 2 with respect to Ty, it is enough to show that v = 0 in R%
Suppose, to the contrary, that v > 0 in D).

Situation A: In this case we have v(py) = 0 and therefore, by Theorem 3.3.1
and Lemma 3.4.2, we get 2%(pg) > 0. But, by (3.4.2), we have

gz(])o) - gz(p(ﬁ - gz(%(po)) =0.

This is a contradiction.

Situation B: This situation is a bit more complicated than the previous one. Set
T =The,H = Hyye and #Z = #y,.. By rotation and translation, we may set
A =0,py=0, e=e; and ey € T is the interior normal at 0D.

Next two lemmas are crucial to get a contradiction in Situation B.

Lemma 3.4.3. We have
v(ti) = o(t?), as t— 0T,

where j = e3 — e; = (—1,1,0,...,0) € R%.
Proof of Lemma 3.4.3 follows from Theorem 3.2.1 and [30, Lemma 3.2].

Lemma 3.4.4. Let D C R, d > 2, be an open bounded domain such that 0 € 0D
and {x, = 0} is orthogonal and there is a ball B C D with BN OD = {0}. Denote

D*:=Dn{x; <0},
and assume that w € Cy(R?) is an anti-symmetric supersolution of

Lw — B|Dw| — ¢(x)w =0 1in D"
w>0 in{r; <0}

w>0 in D"
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Letj = ey —e; = (—1,1,---,0) € RY, then there exist positive C,ty, dependent on
D*.d, such that
w(tn) > Ct?

for all t € (0,1).

Clearly, Lemmas 3.4.3 and 3.4.4 give a contradiction to the Situation B.

Proof of Theorem 3.4.1. The proof follows from the above discussion and the argu-
ments in [82, p. 11]. O

In the remaining part of this section we provide a proof of Lemma 3.4.4.

Proof of Lemma 3.4.4. We follow the arguments of [30, Lemma 3.3]. Fix a ball
B = Br(Res) C D for some R > 0 small enough with 9B N 9D = {0}. Denote

K:{SL’1<O}QB

Let M; € D* such that 0 := inf;, w > 0 and My = Z (M), that is, reflection of M;
with respect to {z; = 0}. Furthermore, we may assume that M; to be an open ball
and taking R smaller, we also assume that dist(K, M;) > 0 and |K| < ¢ for some

small € > 0. Now let g be the unique positive viscosity solution to

Lg—B|Dg|=-1 inB
g=0 1in B“.

From Theorem 3.1.2, we know that ||g||coi ey < C. Let ¢ € C2°(R), support(¢) C
M, 0 < ¢ <1 and there exists a U C M; such that ¢ =1 in U, |U| > 0. Construct

a barrier function h of the following form:

h(x) = —kr1g(x) + 06(x) — 06(Z(2)).
Choosing x > 0 small enough, it can be easily checked that (see [30, Lemma 3.3])

Lh — B|Dh|+ ¢(x)h > 0
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in K. It is also standard to see that g is radial about the point Res (cf. Theo-
rem 2.4.1). Thus we have : (i) w—h is anti symmetric, (ii) w—h > 0in {z; < 0}\ K,
since because 6 > 0, and (iii) L(w — h) — B|D(w — h)| — ¢(z)(w — h) < 0. Applying
Lemma 3.4.1, we obtain w — h > 0 in {x; < 0}. Hence

w(t) > h(tn) > Ct?

for t € (0,1p), where we used Hopf’s lemma on g. This completes the proof. n



4

Regularity theory of fully nonlinear

intergo-differential equation

In Chapter 3, we studied boundary regularity property of linear integro-diffrential
operator. This motivates us to analyze regularity theory for a large class of fully

nonlinear integro-differential operators of the form

Lu(x) := L|x,u] = sup inf {Tr(agl,(a:)D%(x)) + Jgu [z, u]} , (4.0.1)

peo ver

for some index sets ©, . The coefficient ag, : Q@ — R**? is a matrix valued function

and Jy, is a nonlocal operator defined as

Snsu(e) i=foid = [ (ulo+9) = u(e) = Lo, (1) Du(o) - 1) Nay(a,) .
R
Let Q be a bounded C? domain in RY. We want to study regularity up to the

boundary of the solution u to the inequations

Lu+ Cy|Du| > —K in Q,
Lu— Cy|Du| < K in Q, (4.0.2)

u=20 in Q°,

99
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where Cy, K > 0. The above inequations (4.0.2) are motivated by Hamilton-Jacobi-
Bellman-Isaacs (HJBI) equations of the form

Tu(z) == 21613 ll/lgﬁ {Lg,u(z) + con(x)u(z) + fo(z)} =0, (4.0.3)
where
Lo,u(x) = Trag, (z)D*u(z) + o[z, u] + be, () - Du(z), (4.0.4)

bou(+), cau () and fp, (+) are bounded functions on €. These linear operators (4.0.4) are
extended generator for a wide class of d-dimensional Feller processes (more precisely,
jump diffusions) and the nonlinear operator Iu(-) has its connection to the stochastic
control problems and differential games (see [25,31] and the references therein). The
other motivation to study such operators comes from the generalization of (4.0.3).
Recall that if I is any translation invariant operator that maps CZ(R?) functions to
Cy(R?) functions and satisfies the degenerate ellipticity assumption then I should
have the form in (4.0.3)(see Chapter 1).

We set the following assumptions on the coefficient ag,(-) and the kernel

Ny, (z,y), throughout this chapter.
Assumption 4.0.1.

(a) ag, € Cy(2, S%) are uniformly continuous with respect to the parameters 6 €
©,v € I'. Furthermore, ag,(-) satisfies the uniform ellipticity condition \I <
ag,(+) < AI for some 0 < A < A where I denotes the d x d identity matrix.

(b) For each § € ©,v € T', Ny, : Q x R? is a measurable function and for some
a € (0,2) there exists a kernel k that is measurable in R? \ {0} such that for
any # € ©,v €',z € (), we have

0 < Now(2,y) < k(y)

and
/ (LA y|*)k(y)dy < oo,
]R‘i

where we denote p A ¢ := min{p, ¢} for p,q € R.
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In the context of Chapter 1 (1.2.3), £ is a fully nonlinear integro-differential op-
erator with respect to the class Zgy ) where 2 is a collection of all function ag,(-)
satisfying Assumption 4.0.1(a) and B is a collection of all kernel N, (-) satisfying
Assumption 4.0.1(b). Another thing to notice here is that the linear class Z{g.)
contains the linear integro-differential operators considered in Chapter 3 (see As-
sumption 3.0.1) to study regularity theory. In fact Assumption 4.0.1(b) is quite
general as compared to Assumption 3.0.1 and includes large collection of nonlocal
kernels. Thus regularity results obtained in this chapter will not only generalize the
results obtained in Chapter 3 for a fully nonlinear integro-differential operator but
also for a large class of linear integro-differential operator that were not considered
in Chapter 3. In this context, we leverage techniques similar to those employed in
Chapter 3, up to a certain extent to obtain the regularity results. However, the
intricacies of the current situation necessitate a more delicate approach, primarily
owing to the generality of the operators in consideration. Consequently, this refined
methodology not only validates the desired regularity results but also extends its
applicability to a broader class of linear integro-differential operators.

Let us briefly comment on Assumption 4.0.1. The uniform continuity of ag,(-) is
required for the stability of viscosity sub or supersolutions under appropriate limits
and is useful in proving interior C* regularity. The Assumption 4.0.1(b) includes

a large class of kernels. We mention some of them below.
Example 4.0.1. Consider the following kernels Ny, (z,y) :

(i) Ng,(x,y) = W for o € (0,2). Clearly we can take k(y) = W and [, (1A
ly|*)k(y)dy is finite for « € [1 + 0/2,2).

(ii) No(z,y) = 21 e for oi € (0,2), o9 = sup;0; < 2 and >.7°,a; = 1.
Similarly taking Ny, (x,y) = k(y) we can see [p.(1 A y|*)k(y) < oo for a €

[1+00/2,2).

log|y[)?
% for 0<y| <1
og |y))~#
% for |y| > 1,
where o € (0, 2).
(a) For 2(2—0) > f > 0, taking Ny, (z,y) = k(y) we have [,.(1A]y|*)k(y)dy <

oo fora € [1+ %+ 2,2).

(iii) Noy(z,y) =
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(iv)

(b) For —o < 8 < 0, taking Ny, (z,y) = k(y) we have [.(1A|y|*)k(y)dy < oo
for o € [1+ ,2).

Proof of (a):

ly|*(1 — log |y|)” (1 +log|y|)~*
1/\y°‘kydy—/ dy + ———dy
/]Rd( I91°)k() |y|+e RS ]

ly|<1

= Il + Ig.

Using (1 —log|y|) < —= + 1 and the convexity of £(t) = t? for p > 1 we get

Vvl

1
(1-logly|)? <C (Mﬂm + 1) :

Therefore
Cdy Cdy
11§L§1WM+LS1W<OO for 046[14-0/2-1-5/4,2),

and

d
i1 1Y

Proof of (b): Since 3 < 0 in this case, we have (1 —log|y|)® <1 and I; < oo

for a € [1+ Z,2). To estimate I, observe (1 +log|y|)™ < (1+ |y|)~" and

(1+1]yl")

I, <C
|y|+o

ly[>1

dy < oo since o > —pf.

Ny, (z,y) = ‘;gﬂﬂ?), where 0 : R? x R? — R satisfying

0<o = inf ox,y)< sup o(x,y) =0 <2
(z,y)ERIXR4 (=:9) (z,y)ERIX R4 (:9)

and W is a Bernstein function (for several examples of such functions, see [150])

vanishing at zero. Furthermore, ¥ is non-decreasing, concave and satisfies a
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weak upper scaling property i.e, there exists u > 0 and ¢ € (0, 1] such that
U(Azr) < cAMU(z) for x> s9>0,A> 1.

For 1 < 2(2 —o™), we can take

U .
Iy\‘“%’ if 0<lyl <1,
Fy) =1 "0 _
P if |yl >1

and [L.(LA y|*)k(y)dy < oo for a € [L+p+07/2,2).

The main purpose of this chapter is to establish a global Lipschitz regularity and
a higher boundary regularity of the solutions satisfying (4.0.2) under the Assump-
tion 4.0.1.

4.1 Interior regularity

In this section we aim to present a proof of the interior C1 regularity result which
mildly generalize the result of [133].

We mention here that to show O interior regularity we closely follow the
approach of [133] which tailors the approach of [51] using blowup and approximation
techniques. This requires us to scale the solution u of (4.0.2) by considering v of
the form

v(z) = u(s(x — x9) + x9) foreach 2o €Q,0<s<1.

Since the operator £ is not scale invariant and does not have any natural order, v
will satisfy a different integro-differential equation £°. This requires us to find an
operator that has C'1® regularity and which is very close to the operator £* with
respect to some weak topology for small s so that this information can be transferred
to v to prove higher regularity of u. So let us first introduce the re-scaled operator
L5, Let zp € Q and 0 < s <1 then L£"(x) is defined as

L5 (wo)lw, u) = sup inf{Tr(ag, (s(x — o) + 20) D*u(®)) + 5, (o) [, ul},
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where J3, () is the rescaled nonlocal operator defined as

3ol = [

et y) —u(@) = 1, (y) Du(@) - y)NG, (w0, 2,y) dy.

Where
N; (z0, 2, y) = 52Ny, (s(x — x0) + 20, 7Y).

When zy = 0 we denote £°(0) := £°. Note that, as discussed in Chapter 1, to
make sense of £°(xg) all coefficient functions ag, and nonlocal kernel Ny, should be
well defined on set " (xg). However, it is not necessary to impose such assumption
here due to the fact that these scaled operators will be always utilized over a small

neighbourhood of point zg, say Bs(xg), such that Bags(xg) C .

Next we define extremal Pucci operators for second order term and the nonlocal

term.

PTu(x) == sup {Tr(ADQu(x)), Ac MI NI <A< AI} :
Pu(z) = inf {Te(AD?u(x)), A € M4\ < A < AT},

and

ﬂ’;su(a:) = /Rd(u(w +y) —u(x) — ]IB% (y)Du(z) - y) " s 2k (sy)dy,

Pruta) = = [ (ule+9) = u(e) = Loy (1) Dule) )5 h(su)ey

=

Denote Py, = Py and Py, = P

As we have seen in Chapter 3, we often used interior C'1® regularity for re-scaled
operators £L" and Assumption 3.0.1(a) was used to deal with such situation. But
we do not have such assumption here, thus we need uniform C'*® interior regularity
result with respect to re-scaled operators £7. The interior C*® regularity theorem

for the scaled operator £* we want to prove is as follows.
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Theorem 4.1.1. Let 0 < s < 1 and u € L*(R%) N C(R?) solves the inequations

L8[z, u] + Cos|Du(x)| > —K in B,

(4.1.1)
Li[x,u] — Cys|Du(z)| < K in By,

in the viscosity sense. Then there exist constants 0 < v < 1 and C' > 0 independent
of s, such that

[lullera s < C<Hu||L°°(Rd) + K),

where vy and C' depend only on d,\, A, Cy and [p.(1 A |y|*)k(y)dy.

To prove Theorem 4.1.1, we first introduce the following scaled operator. Let

o €  and r > 0, we define the doubly scaled operator as

L7%(xg)[x, u] = sup inf {Tr ag, (s7(x — 70) + s70) D*u() + Iy (w0) [, u]} (4.1.2)

gco veD

where

Jow (o) [z, ul

= (u(x +y) —u(z) —1p, (y)Du(x) - y)(rs)d+2N9,,(7’s(x — o) + s, sTY)dyY.
]Rd ST
Further, we define

L% (z0)[x, u] := sup inf {Tr GQV(SZE())DQU(ZL')} . (4.1.3)

pco Ve

Now we give the definition of weak convergence of operators.

Definition 4.1.1. Let Q C R? be open and 0 < r < 1. A sequence of operators £™
is said to converge weakly to £ in Q, if for any test function ¢ € L>®(RY)NC?(B, (o))

for some B,(xy) C 2, we have
LMz, o] = Llx, ] uniformly in Br(zg) as m — oo.

The next lemma is a slightly modified version of [133, Lemma 4.1] which can be

proved by similar arguments.



106 4.1. Interior regularity

Lemma 4.1.1. Let zg € By and 0 < s < 1. Moreover let L™*(xq) and L£L%*(xq) be as
in (4.1.2) - (4.1.3) and assume that Assumption 3.0.1 is satisfied by the corresponding
coefficients on ) = B,.

We suppose that, for a given M,e > 0 and a given modulus of continuity p, there

exist constants ro,n > 0, independent of xo and s, for which the following assertion

holds: if we have
(i) L% (xo)[x,v] =0 in By,
(it) for some 0 < r < ry, we have

L7 (xo)[z, u] + Cors|Du(x)| > —n in B
L% (xg) [z, u] — Cors|Du(z)| <n in By,

u=v in 0B;.

(iii) |u(z)| + |v(2)] < M in R? and [u(z) — u(y)| + |[v(z) — v(y)| < p(|z —y]) for
all z,y € By,

then we have

lu—v| <e
m Bl.

It is worth mentioning that in [133], the authors have set a uniform continuity
assumption on the nonlocal kernels Ny, (x,y) ( for the precise assumption, see As-
sumption (C) of [133, p. 391] ) which is a standard assumption to make for the
stability property of viscosity solutions. Namely, if we have a sequence of integro-
differential operators L™ converging weakly to £ in ) and a sequence of subsolutions
(or supersolutions) in Q converging locally uniformly on any compact subset of €,
then the limit is also a subsolution (or supersolution) with respect to £. However
in the case of the operator £™* defined in (4.1.2), the nonlocal term J,’ can be
treated as a lower order term that converges to zero as r — 0 without any kind of
continuity assumptions on nonlocal kernels Ny,. This observation was exploited in
[129] to obtain the above result and subsequently interior C* regularity property.

Now we give the proof of Theorem 4.1.1.
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Proof of Theorem 4.1.1. We will closely follow the proof of [133, Theorem 4.1]. Fix
any xo € By, let £L™%(zo) and £%%(x) is given by (4.1.2) and (4.1.3) respectively.
Then by [133, Lemma 3.1} as 7, — 0, we have

L7k5 (ZE()) — LO’S (1’0),

in the sense of Definition 4.1.1. By interior regularity [48, Corollary 5.7], £%%(x)
has O''# estimate for an universal constant 3 > 0. Now without loss of any generality
we may assume that zo = 0. Also dividing u by ||u||pe(grae) + K in (4.1.1) we may
assume that K =1 and ||u||pecgay < 1.

Using the Holder regularity [133, Lemma 2.1], we have u € C?(By). Following
[51, Theorem 52|, we will show that there exists 8, 4 € (0, ), independent of s and

a sequence of linear functions I () = ay + byz such that

(i) sup |u— | < pFd+)
25Mk
(id) |ag — ap_| < pF=D0+D (4.1.4)

(iid) pF=t by — | < Cp=10F

(iv) |u—1| < M—k(v/—7)5—(1+7')|x‘1+7/ for x € Bg(mk 7

where 0 < v </ < 8 do not depend on s. We plan to proceed by induction, when
k =0, since ||u||peomay < 1, (4.1.4) holds with [_; = Iy = 0. Assume (4.1.4) holds
for some k and we shall show (4.1.4) for k + 1.

Let £ : RY — [0, 1] be a continuous function such that

1 for z € Bs,

0 for x € By.

§(x) =

Let us define

— &ly) (SpF
R A2
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We claim that there exists a universal constant C' > 0, such that for all k, we have

L[z, wy] — Corgs| Dwg(x)| < O8*u* ) < €67,

(4.1.5)
L8[, wy] + Corgs| Dwg(z)| > —0(52;/“(1’7) > —C6?,

in By in viscosity sense. Let ¢ € C?(By) N C(R%) which touches wy, from below at

7' in Bs. Let
x

b(x) = g (m) T Elu(a)

Then ¢ € C?(Bags,x) NC(RY) is bounded and touches u from below at dz"a’. Taking

ri, = ouF, we have
Too "2, 6] = 8 VT [’ — €y,
Thus we get

L2, @] — Corgs| Do ()|
= 02y {Sup inf {Tr agy (578" ) D*Y(rpa’) + T3 [rra’ b — £lk]}
gco vEr
— sCo| Dy (rya’) — by
< P07 | £ frua 0] = sCol Dib(ra!)| + sup inf {03, [ria’, 1]} + SColt
< O8I < 06
In the second last inequality we use that

L8[z, u] — Cos|Du(z)| < 1,

and |ag|, |bx| are uniformly bounded and for all 2’ € By, sup inﬁ{—ﬂzy[rkx’, El} is
0€O V&
bounded independent of s and k& . Thus we have proved

L% [a, wy] — Corys| Dwg(a)| < C8% in By,

in viscosity sense. Similarly the other inequality in (4.1.5) can be proven. Define
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wi(x) := max {min {wg(z), 1}, —1}. We see that wj, is uniformly bounded indepen-
dent of k. We claim that in Bs

L5, w),] — Corgs| Dwy(z)] < CO? 4wy (9),

(4.1.6)
L5 w,] + Corgs| Dw),(2)| > —C8? — wy(9)

Now take any bounded ¢ € C?*(By) N C(RY) that touches wj}, from below at 2’ in
Bs,. By the definition of wy, in By we have |w;| = |wy,| < 1 and ¢ touches wy, from

below at 2'. Hence

sup inf { Tr ag, (srpa’) D*¢(2)

pco ver

TS

+ / (p(2' 4+ 2) + d(z') — 15, (2)Dd(x') - 2)(145) 2Ny, (rsz, srp2)dz
By

_ /R y (wa(a + 2) — wh (2 + 2)
1/2

+wi(z' +2) — ¢(a') —1p | (2)Do(z") - 2))(1e8) T2 N, (ry sz, srkz)dz}

TS

— Corps|Do(z')] < C§?

Therefore by Definition 1.2.1 of viscosity supersolution and using the bounds on the

kernel we get the following estimate:

L70% [z, wy] — Corps| Dw), ()|

< / lwy (2" 4 2) — w(2 + 2)| (rs) T2k (rpsz)dz + C62.
RIN\By /5

in the viscosity sense. By the inductive assumptions, we have a; and b, uniformly

bounded. Since [|ul| o ge) < 1 and &l is uniformly bounded, |wy| < Cp~*1+7) in

R?. Using (iv) from (4.1.4) we have

1 /
(v — &) (rez) < ( 1 ) o |rkx|1+7’ — |x|1+7”

) .

wn(@)] = -
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for any x € BS N B2 . Again for any x € B;,,., we find
Tk

51—%—7’

|wk($)| < C’u—k‘(1+v’) .'u—’f(”/—v’) < Cvlu—k(HW’) <C 5 |x|1+7’ < C’|x|1+7/.

Now, since wyj, is uniformly bounded, we have for x € BS,
|wi| + Jwj, — wi| < Cmin{ |z, p7HEDY (4.1.7)

For z' € By, using (4.1.7) we have the following estimate.

/ lwi (2 + 2) — wi (2 + 2)| (18) 2k (rgs2)dz
Rd

< / lwy, — wi| (2" + 2)(res) 2k (rps2)dz
{z:|w’—&-z|22}ﬁB1/rlC

n 52Mk(1—7)/ (Tks)d+2k(7"k82)dz
B (0p*)?
Tk
a—"
< C[/ |2 (res) P k(rgsz)dz + 1y 2 / |2 (res) ™2k (rpsz)dz
Bf/QmB 1 B¢ 1 NB 1
VTk VR Tk

+(52,uk(17)/ sZk(z)dz}
Bg

a—"
[ PRy 8200 [ (A Pk dy).
B R4

<C

Hence,

|wi (2" + 2) — wy, (2" + 2)| k(rrsz)dz
Rd

<C (/ ly2k(y)dy + 67 +52) = wi(9),
Bs

where wy(d) — 0 as & — 0. Therefore we proved L™*[x, w}] — Coris|Dwj(z)| <

C6% 4+ w1(d). The other inequality of (4.1.6) can be proved in a similar manner.
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Since wy, satisfies the equation (4.1.6), by [133, Lemma 2.1] we have ||wy||cs5,) < M

for some M, independent of k,s. Now we consider the a function h which solves

L% (z0)[z, h] = 0 in By
h = wy, on 0B;.

Existence of such h can be seen from [155, Theorem 1]. Moreover, using [155,

Theorem 2] we have |[|h[|ce(g,) < My where a < 5 and M, is independent of &, s.

Now for any 0 < e < 1, let g := ro(e) and n := n(e) as given in Lemma 4.1.1. Also
for x € By and 0 := d(¢) < ro, we have

L%z, wy ] + Corys| Dwy(x)] > —n,
LT85z, wy] — Corps|Dwi,(z)| < n.

Therefore by Lemma 4.1.1, we conclude |wj, — h| < € in B;. Again by using [48,
Corollary 5.7], we have h € C'?(Bj5) and we can take a linear part I(z) := a + bx
of h at the origin. By C%# estimate of £%%(x¢) and |w}| < 1 in B; we obtain that
the coefficients of [, i.e, a,b are bounded independent of %, s. Further for x € B s,

we have

[h(w) = I(2)] < Cufa ™7,

where (' is independent of k, s. Hence using the previous estimate we get
lwi(z) — U(z)] < e+ Ci|z|"™ in Bys.
Again using (4.1.7) and |wy| < 1 in By we have

lw(z) —U(z)] < 1+ |a| +|b] < Cy in By,
lwi(z) — EO0pFx)l(2)| < Cla|"™™ + Csla| in BS.

Next defining
() 1= lu() + 0 (57 )

_ (u— Elpr1) (34 )
W1(7) = (D) ’

and following the proof of [133, Theorem 4.1] we conclude that (4.1.4) holds for
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k + 1. This completes the proof. O]

We refer [48] for a comprehensive review on the regularity theory for fully non-
linear elliptic equations. In a seminal paper, Caffarelli and Silvestre [50] studied
the regularity theory for fully nonlinear integro-differential equations of the form

SUppeo inf,er Iz, u] where J[z,u] is given by (1.2.2). By obtaining a nonlocal
ABP estimate, they established the Holder regularity and Harnack inequality when
N, (y) (Ng,(y) denotes the z-independent form of Ny, (z,y)) is positive, symmetric
and comparable with the kernel of the fractional Laplacian. From a large amount
of literature that extend the work of Caffarelli and Silvestre [50], we mention [111]
where the authors considered integro-PDEs with regularly varying kernel, [57,108]
where regularity results are obtained for symmetric and non-symmetric stable-like
operators and [109] for kernels with variable order. Also a recent paper [115] stud-
ies Holder regularity and a scale invariant Harnack inequality under some weak
scaling condition on the kernel. The regularity results and Harnack inequality for
mixed fractional p-Laplace equations are recently obtained in [93,94]. The interior
regularity theory for HIBI-type integro-PDEs has been studied in [131,133].

4.2 Global Lipschitz regularity

In this section, we will prove Lipschitz regularity of the solution u of the inequations
(4.0.2) up to the boundary. The first step is to show that the distance function
d(z) = dist(x,Q°) can be used as a barrier to u in 2. Once this is done, we can
prove Lipschitz regularity by considering different cases depending on the distance
between any two points in  or their distance from 02 and combining |u| < C¢ with
an interior C'7-estimate for scaled operators (cf. Theorem 4.1.1). It also requires
maximum principle and coupling property. We must point out that one needs to
bypass the use of comparison principle Theorem 3.1.1 in such analysis, since the
mentioned theorem is for translation invariant linear operators. For non-translation
invariant operators, such comparison principle is unavailable, see Remark 4.2.1 for
details. Now we present a maximum principle type result similar to Lemma 2.1.1

(compare it with Theorem 3.1.1). We report the proof here for reader’s convenience.
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Lemma 4.2.1. Let u be a bounded function on R* which is in USC(Q) and satisfies
PTu+ Plu+ Co|Du| > 0 in Q. Then we have sup, u < Supge u.
Proof. From [131, Lemma 5.5] we can find a non-negative function y € C?(Q) N
Cy(RY) satisfying

Ptx+Prx + ColDx| < -1 inQ.

Note that, since y € C?*(f2), the above inequality holds in the classical sense. For
e >0, we let ¢ps to be

onm(x) = M + ex.

Then PTour(xo) + Py dar + Co|Dopr| < —¢ in Q.

Let My be the smallest value of M for which ¢, > w in R%. We show that
My < supge u. Suppose, to the contrary, that My > supg. u. Then there must be a
point zg €  for which u(zg) = ¢ar, (20). Otherwise using the upper semicontinuity
of u, we get a M; < My such that ¢y, > u in R?, which contradicts the minimality
of My. Now ¢y, would touch u from above at xy and thus, by the definition of
the viscosity subsolution, we would have that P @y, (zo) + Py dar, + Co|Ddar,| > 0.
This leads to a contradiction. Therefore, My < supg. v which implies that for every
r e R?

u< op, < My+esupyx <supu+ e supy.
R4 Qe R

The result follows by taking ¢ — 0. n

Remark 4.2.1. Although we have the above maximum principle, one can not sim-
ply compare two viscosity sub and supersolutions for the operator (4.0.1). More

precisely, if u, v are bounded functions and u € USC(2),v € LSC(QQ) satisfy
Lu+C|Du| > f and Lv+ C|Dv| <g in

in viscosity sense for two continuous functions f and ¢, and for some C' > 0, then
L(u—v)+ C|D(u—wv)| > f— g may not always holds true in 2. However, as we

have seen in Lemma 1.2.5 if one of them is C?, then we have

Pt(u—v)+PfH(u—v)+C|Du—v)] > f—g in Q.
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Indeed, without loss of generality, let us assume v € C?(Q) and ¢ be a C? test
function that touches u—v at x € €2 from above then clearly ¢+v touches u at x from
above. By definition of viscosity subsolution we have L(p+v)(z)+C|D(p+v)(z)| >
f(z), which implies

Pro(x) + Plo(r) + Lo(x) + C|D(x)| + C|Dv(x)| > f(x)
and hence we obtain
Pro(x) + Piy(r) + ClDp(x)| > f(x) — g().

We will start by showing that the distance function d(x) is a barrier to .

Lemma 4.2.2. Let Q be a bounded C*' domain in R and u be a continuous
function which solves (4.0.2) in the viscosity sense. Then there exists a con-
stant C' which depends only on d, \, A, Cy,diam(S?), radius of exterior sphere and
Jra(L A ly[?)k(y)dy, such that

lu(z)| < CKo(x) for all x € Q. (4.2.1)
Proof. First we show that
lu(z)| < kK 2 €RY, (4.2.2)

for some constant k. From [131, Lemma 5.5], there exists a non-negative function

x € C%(Q) N Cy(RY), with infra x > 0, satisfying
Ptx+Prx+ ColDx| < =1 in Q.
We define v = Kx which gives that infra 1 > 0 and
Py + Pl + Co|DyY| < =K in Q.
Then by using Remark 4.2.1, we get

PT(u— ) + P (u— ) + ColD(u — )| > 0.
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Now applying Lemma 4.2.1 on u — 1 we obtain
sup(u — 9) < sup(u — ) < 0.
Q Qe

Note that in the second inequality above we used v = 0 in °. This proves that

v < 1 in R%. Similar calculation using —u will also give us —u < v in R?. Thus
lu| <sup|x| K in RY
R4

which gives (4.2.2).

Now we shall prove (4.2.1). Since 99 is C11, Q) satisfies a uniform exterior sphere
condition from outside. Let r, be a radius satisfying uniform exterior condition.
From [131, Lemma 5.4] there exists a bounded, Lipschitz continuous function ¢,

Lipschitz constant being r; 1, satisfying

0=0 in B,,

>0 1in Bﬁo,

2 > ¢ in B€1+5)r07
Pro+Plo+ColDp| < =1 in Buigye, \ By,

for some constants ¢, d, dependent on Cy, d, A\, A, d and [,.(1A|y[*)k(y)dy. Further-
more, ¢ is C? in B(iig)r, \ B,,. For any point y € 09, we can find another point
z € Q¢ such that B, (z) C Q¢ touches 90 at y. Let w(z) = e 'k Kp(z — 2). Also
P (w) + P (w) + Co|Dw| < —K. Then by using Remark 4.2.1 we have

PH(u—w)+ Pl (u—w)+ Co|D(u—w)| >0 in Byig,(z) NQ.

Since, by (4.2.2) v —w < 0 in (Bts)yr, (2) N Q)°, applying Lemma 4.2.1 on u — w,
it follows that u(z) < w(z) in RY. Repeating a similar calculation for —u, we can
conclude that |u(z)| < w(z) in R%. Since this relation holds for any y € 99, taking
x € Q with dist(z,0Q) < r,, one can find y € 0N satisfying dist(x,00Q) = |z — y| <

ro. Then using the previous estimate we would obtain

lu(z)| < e 'kKp(r —2) < e kK (plx — 2) — oy — 2)) < e 'K r;t dist(x, 09),
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which gives us (4.2.1). O

Now we are ready to prove that u € C%(R?).

Theorem 4.2.1. Let Q be a bounded CY domain in R and u be a continuous func-
tion which solves the inequations (4.0.2) in viscosity sense. Then u is in C%(R?)
and there exists a constant C, depending only on d,Q, X\, A, Cy, [.(LA |y[*)k(y)dy,
such that

[ullcorrey < CK. (4.2.3)

Proof. Let xy € Q and s € (0, 1] be such that 2s = dist(xq, 92) A 1. Without loss of
any generality, we assume zy = 0. Define v(z) = u(sz) in R%. Using Lemma 4.2.2

we already have |u(z)| < C1Ké(x), from that one can deduce
lv(x)] < Cy Ks(1+ |z)) for all 2 € R?, (4.2.4)

for some constant C independent of s. We recall the scaled operator
ovlz, f] = /d(f(a? +y) = f(z) = 1p, (y)Df () - y)s™ Ny, (s, sy)dy.
R S

To compute L°[x,v] + Cos|Dv(z)| in Bs, first we observe that D?v(z) =
s?D?u(sx) and Dv(z) = sDu(sz). Also

loco) =5 [ (ol 9) = 0(@) = L, (1) Dole) - ) Vo (s, )5y
= /Rd (u(sz + sy) — u(sz) — 1, (sy)Du(sz) - sy)Ngy (sz, sy)sdy
= %0, [57, u).
Thus, it follows from (4.0.2) that

L8[z, v] + Cos|Dv(z)| > —Ks* in By,

(4.2.5)
L5z, v] — Cos|Dv(x)| < Ks* in Bs.
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Now consider a smooth cut-off function ¢,0 < ¢ < 1, satisfying

1 in Bg/g,
0 in BS.

gp:

Let w = @uv. Clearly, ((¢—1)v)(y) = 0 for all y € By, which gives D((¢—1)v) =0
and D?((p — 1)v) = 0 in = € Bsjs. Since w = v + (¢ — 1)v, from (4.2.5) we obtain

L8[z, w] + Cos|Dw(z)| > —Ks® — |supinf I, [z, (¢ — 1)v)]| in By,
pco veD
(4.2.6)
L8[z, w] — Cos|Dw(z)| < Ks* + |sup in? Tolz, (0 = Dv)]| in  By.
9O V&

Again, since (¢ — 1)v = 0 in By, we have in B, that

55, = Doll = | [ (G0 = Do) 1) = (0 = De)@)s" Va2, 59)dy

< / lv(z + y)|s* 2Ny, (sz, sy)dy + |v(z) 52 Ny, (sz, sy)dy
B

c
1
2 2

= [1 + Ig.

|
B

Since z € By, using s2Ny, (s, sy) < s42k(sy) and (4.2.4) we can have the follow-

ing estimate,

I, < QCle/ (1A Jy)*)dy.

R4

Now write

I, = / lv(z + y)|sd+2N9V(sm, sy)dy + / lv(x + y)|sd+2N9V(sx, sy)dy
1/2<|y|<1/s ly|>1/s

= ls1 + IS,Q .

Let us first estimate I, ;. Since x € B; and |y| > 1 we have 1 + |z + y| < 5|y|. By
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using this estimate and (4.2.4) we obtain

I = sd“/ [v(z + y)| Now (s, sy)dy
1<y<d
<5HC1K |sy|s® T2k (sy)dy < 5C’1Ks/ |sz|k(z)dz
5<lyl<3 5<)I<1

< Cgs/ |2]2k(2)dz < Cgs/ (1A |y]*)k(z)dz < Css,
5<]2I<1 R4

for some constants C. For I 5, a change of variable and (4.2.2) gives

I 5 < ﬁSQK/ s'k(ry)dy = ks’ K k(y)dy
sly|>1

ly|>1

< ks’K d(l Ayl k(y)dy < Cys*K
R

for some constant Cy. Therefore, putting the estimates of I; and I in (4.2.6) we

obtain

Loz, w] + Cos|Dw(z)| > —C5Ks in By,

(4.2.7)
L[z, w] — Cos|Dw(z)| > CsKs in By,
for some constant C5. Now applying Theorem 4.1.1, from (4.2.7) we have
[oller sy < Co ol + 55 ) (4.2.8)
for some constant Cg. From (4.2.4) and (4.2.8) we then obtain
sup Ju(z) = uly)| < (7K, (4.2.9)

YyE€B, /2 (), y#w |z —yl

for some constant C7. Now we can complete the proof. Note that if |z — y| > £,

then
) —ul _
[z — |

by (4.2.2). So we consider |z —y| < 5. If |z —y| > 87(d(x) V 6(y)), then using
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Lemma 4.2.2 we get
) = W] 401 (5(2) + 5()) (3(2) v () < K.

Now let |z — y| < 8 'min{d(z) V é(y),1}. Then either y € Bswn(x) or z €
8
Biswa (y). Without loss of generality, we suppose y € Bs@a (). From (4.2.9) we
8 8

get
u(@) = u)] _ e
[z =yl
This completes the proof. O

4.3 Sub/Super solution and a weak version of the

Harnack inequality

Aim of this section is to construct appropriate sub and super solutions which are
locally C? and prove a weak version of Harnack inequality. These results are crucial
to better understanding the regularity of w/d which will be discussed in the next

section. Since w is Lipschitz, (4.0.2) can be written as
|Lul| <CK in Q, and uw=0 in Q-

We start by constructing a C? subsolution on an annulus.

Lemma 4.3.1. There exists a constant k, which depends only on d, A, A, fRd(l A
ly|?)k(y)dy, such that for any r € (0,1], we have a bounded radial function @,

satisfying
P ¢, +Pi ¢ 20 in By \ B,
0< ¢, <Rr m B,
¢r > 1(4r —|z])  in By \ B,
o <0 in RY\ By,.

Moreover, ¢, € C?(By, \ By).

Proof. We use the same subsolution constructed in Lemma 3.2.1 and show that it
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is indeed a subsolution with respect to minimal Pucci operators. Fix r € (0, 1] and
define v,(z) = e @) — =14 where ¢(z) = |z|> A 2(4r)? and n > 0. Clearly,
1> v,(0) > v,.(x) for all z € R%. Thus using the fact that 1 —e=¢ < & for all £ > 0

we have

vp(2) < 1— e M < p(ar)?, (4.3.1)

Again for © € By, \ B,, we have that

vp(z) = e (@MW =a(@) _ 1) > e~ ((47)2 — |2]?)
> Byre 14 (41 — |z]). (4.3.2)

Fix € By, \ B,. We start by estimating the local minimal Pucci operator P~ of v.

Using rotational symmetry we may always assume « = (1,0,---,0) Then

—2pe~ P =1,
0 1 # 1

Ovp(x) = —Qne_”lx‘Qxi =

and

47}2@26*’7'“'2 — 2176*’7“”'2 1=7,
azjvr(x) - 2 2 . .

4n xixje_’”w‘ B

AnPl2elel® — ope—nlel® = j =1,

0 1 7.

By the above calculation, for any = € By, \ B, choosing 1 > %2 we have

P, (x) = M2l — \ope=lel — A(d — 1)2ne 1
> )\47]2l2e’7’|’”‘2 — dAQne’"mQ.

Now to determine nonlocal minimal Pucci operator, using the convexity of expo-
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nential map we get,

—nlz|?
> e (Jo 4 y? — |2 = 2Ly - @) -
Since Py v, = Py (v, + e7"4*) and using above inequality we obtain
ip’;(efnq(-))(x) S /d (efnq(ery) — @) _ g (y)Defnq(a:) . y)_ k(y)dy
R
lal2
> —ne I / (Ifrf +yl = fal* — 2y - x)k(y)dy
lyl<r
_ / e 2000%) _ goalal | gy el
r<|y|<1
_ / e 420471 _ ol
ly|>1
lal2
—ne " [/| [k (y)dy +/ Llylk(y)dy
y|<r

r<ly|<1
n /| |>12<4r>2k<y>dy]

k(y)dy

k(y)dy

v

> el / (1A [yP)k(y)dy,
]Rd

where in the second line we used |z + y|*> A 2(4r)? < |x|? + 2(4r)%. Combining the
above estimates we see that, for € By, \ B,,

P v.(z) + P, v (x) > ne_”'f”’|2 [477)\|[L‘|2 — 2dA\ — 43/ (IA |y|2)k(y)dy]
]Rd

> 77677”5”'2 [477)\7’2 — 2dA — 43/

A k)]

Thus, finally letting 7 = 1 (2dA 4 4° [, (1 A [y[*)k(y)dy), we obtain
P v, +P v, >0 inBy \B,.

Note that the final choice of 7 is admissible since 155 (2dA+4% [, (1A ]y|?)k(y)dy) >
% Now set ¢, = rv, and the result follows from (4.3.1)-(4.3.2). O
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Next we prove a weak version of Harnack inequality.

Theorem 4.3.1. Let s € (0,1], o/ = 1A (2—«) and u be a continuous non-negative

function satisfying
Pru+Pru< Cos't',  Ptu+ Piou> —Cys'™  in By.
Furthermore if supga |u| < My and |u(x)| < Mys(1 + |z|) for all z € R?, then
u(z) < C(u(0) + (My V Cp)s')

for every x € B% and for some constant C' which only depends on A, A, d, fRd(l A
ly|*)k(y)dy.

Proof. Dividing by u(0) + (M V Cp)s'*®, it can be easily seen that supga |u| <
s+ and |u(z)| < 57 (1 + |z|) for all # € R? and u satisfies

Pu+ Ppu <1,
Pru+Pyu> -1

Fix £ > 0 from [131, Corollary 3.14] and let v = <. Let
to = min {t su(x) < h(x) =t(1—|z|)77 forallz € Bl} :

Clearly this set is nonempty since u(0) < 1, thus ¢ exist. Let zy € By be such that

u(wg) = hyy(xo). Let n = 1 — [zo] be the distance of x¢ from 0B;. For r = I and

x € By(xg), we can write

B, (o) = {u(x) < “(50)} U {u(w) > “(50)} = A+ A

The goal is to estimate | B, (z()| in terms of | A| and | A|. Proceeding this way, we show
that to < C for some universal C' which, in turn, implies that u(z) < C(1 — |z])77.
This would prove our result. Next, Using [131, Corollary 3.14] we obtain

S

~ 2

.CIZ'U)
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whereas |B,| = wy(n/2)¢. In particular,
AN By(w0)| < Ct5°|B, . (4.3.3)

So if t, is large, A can cover only a small portion of B,.(zp). We shall show that for

some 0 > 0, independent of t; we have
[AN By (0)| < (1= 6)|B:,

which will provide an upper bound on ¢y completing the proof. We start by esti-
mating |A N By, ()| for 8 > 0 small. For every = € By, (z() we have

2n—0n\ AN
u(z) < hy(x) < to <2> < u(xo) <1 - 2> )

with (1 — g) close to 1. Define

v(z) = (1 — Z>_ u(zg) — u(x).

Then we get v > 0 in By, (7o) and also P~v + Prsv < 1as Pru + T;su > 1.
We would like to apply [131, Corollary 3.14] to v, but v need not be non-negative
in the whole of R%. Thus we consider the positive part of v, i.e, w = v* and find an

upper bound of P~w + P w. Since v~ is C? in B%(xo), we have

Prw(x) + P (@) < [Pro(x) + Py o(@)] + [PTo7(z) + PLwT (2)]
<1+ P (2) + Pl (). (4.3.4)

Also, using v~ (z) = Dv~(z) = D*v(z) =0 for all x € Bo

o (w0), we get

Pro(z) + P (z) = / v (2 + y)s 2 k(sy)dy. (4.3.5)
{v(z+y)<0}
Now plugging (4.3.5) into (4.3.4), for all z € B%(mo) we obtain

P w(z) + Py w(w)
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+

e -
<1 +/ u(z +y) — (1 — ) w(zo) | sk (sy)dy
R\ B g, (a—a0) 2
e -
<1+ / lu(z + y)| sd”k(sy)dy + / (1 — ) |u(m0)|5d+2k(sy)dy
Rd\B% Rd\g% 2

2:1+11+[2.

Estimate of I;: Let us write

h= / Jul@ + )7 k(sy)dy + / [u(z + )| s*2k(sy)dy == Ty + L.
fﬁ‘?ﬂﬁg

1
|y|2;

Simply using change of variable and supga [u| < s~ we obtain

|z|>1

Now we estimate I}, using |u(z)| < 57 (1 + |z|) for all x € R%

We consider two cases. First consider the case o' =1 so @ < 1. This implies

5
I < / sk(z)dz —l—/
4 625§|Z‘§1 BZS

Now consider the case o/ = 2 — «, and hence « > 1. In this case

|z|k(2)dz < 6(0r)! /Rd(l A |z|*)k(z)dz.

<lzI<1

5}
I < / so‘sdk‘(sy)dy+/ s* syl sk (sy)dy
T<lyl<t

0
E<yl<t

5(67")_0‘/ (97‘ >a <6T>1_a/ <6r )a_l
= (= —s| k(z)dz+ [ — —s z|lk(z)dz
4\ 4 orspp<r \ 4 =) 4 ors <1 \ 4 #1¥(2)

< 0(97’)_2/ (LA |2|*)k(2)dz.

Rd
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Combining the estimates of I;; and [5, we get

I < C’(Gr)_2/ (1A [2]*)k(2)dz.

R4

Estimate of I,: If o/ =1, then a < 1 and using |u(xo)| < s~ (1 + |zo|) we have

9 -
I := / (1 — 2) u(zg)
RY\Bg,

=C sk(z)dz < C / sk(z)dz + / sk(z)dz]
Ors <Je|<1 |2[>1

Rd\B 928 1

4
/ |z|°‘k(z)dz+/ k(z)dz
Or Joraqlo1a J2l>1

4

52k (sy)dy < C’/ s L (sy)dy

RAI\By,
T

<C

<cor) /]Rd(l A ly|*)k(z)dz.

If o/ =2 — a then a > 1. In that case, using similar calculation as above we have

6y e

= C/]Rd\Bem. s%k(z)dz < C(0r)™ /]Rd(l A ly|*)k(2)dz.

4

sk (sy)dy < C sk (sy)dy
R\Bg,

Since a € (0,2), combining the above estimates we obtain

C
PTw+Prw < —— in B%(xo) .

(0r)?2

Now using [131, Corollary 3.14] for w we get

140 By ol = {0 ) (1= 977 =2 0 B

) or (C : . e
< C(or)” ( inf w4+ o (67“)2) ' {U(xo)((l —9%2)7 - 1/2)}

Ber (zo) 8
8

£

0 1

< cory[ (- § - 3) + S e

8
< O(0r)? ((1=092)7" = 1) + Co(0r)t5°r%) .
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Now let us choose 8 > 0 small enough (independent of ¢y) to satisfy

_ € 1
C(Or)! (1 =927 =1) < 7[Ba(a0)].
With this choice of 8 if ¢y becomes large, then we also have
dn—¢,.(n—1)e—e¢ 1
Cor)'e " Vot " < 2| Bo (wo)]

and hence {
|AN Box (x0)| < 5\3%(1‘0” :

This estimate of course implies that
[ AN B (20)| = ColB |,

but this is contradicting (4.3.3). Therefore ¢y, cannot be large and this completes
the proof. O

Now by standard covering argument and Theorem 4.3.1 we obtain the following

result.

Corollary 4.3.1. Let u satisfies the conditions of Theorem 4.3.1, then the following
holds.

131 B%

supu < C (nf + (My Vv C’o)s”o‘/) :

Proof. Take any point xy € 31 such that u(zg) = infB1 u(z). Clearly B C By ( 0)-
Defining @(z) := u(x + zo) and applying Theorem 4.3. 1 on @ we find

i(z) < C (@(0) + (Mo V Co)s'') in By

This implies

supu(z) < sup u(z) <C (infu(x) + (Mo Vv CO)SH—O/) .

B1 B1 (z0)
4 2

This proves the claim. ]
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Now we will give some auxiliary lemmas which will be used to construct appro-

priate supersolutions.

Lemma 4.3.2. Let Q be a bounded C?* domain in R?, then for any 0 < € < 1, we

have the following estimate

90,(577)| < € (14 1(1)(2)0" ) in €, (4.3.6)

where C' > 0 depends only on d,Q and [p.(1 A |y|*)k(y)dy.

Proof. Since § € C*1(RY)NC?(Q) [74, Theorem 5.4.3], using the Lipschtiz continuity
of 7€ near the origin and boundedness away from the origin we can easily obtain
the estimate (4.3.6) for a € (0,1]. Next consider the case o € (1,2). For any z € Q

we have

90,(6) ()] < /}R 5 9) = 07 @) = L, )y - D) k() dy

wi<® JER<y< Sy

Since |y| < @ and d(x) < 1, we have the following estimate on ;.

677 (2 +y) = 67 (2) = g, (y)y - DO ()| < (16" le2(p 400, 0

”51102(0)5(33)2_a a
5(z)i=s y|™.

19llc2@) 12
< —_— <

This implies
o < 4C1llewd(@) " [ k) < ACKCYBlloxd(e)' ™. (437

Again for I, we have

L<C ulk(y)dy < (05@))1_& [ ik

2 <ly|<1
< (SN ani ko
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Finally,

Iy = /| ) = @by < 2(diam ) | Ak,

R4

(4.3.8)
Combining (4.3.7)-(4.3.8) we obtain (4.3.6). O
Next we obtain an estimate on minimal Pucci operator P~ applied on 6'*+¢€.

Lemma 4.3.3. Let Q be a bounded C?* domain in RY, then for any 0 < € < 1, we

have the following estimate
P (o) > Ced Tt = Cy in O,
where Cy, Cy depends only on d,Q, A\, A.

Proof. Since 982 is C?, we have 6'7¢ € C?(Q2) and for any z € Q

82 1+e€ € 82 e—1 aé(x) 85(55) .
7&1@8%5 () =(1+¢€)|d <x)axi8xj §(x) +€d(x) e om, ) A+ B
where A, B are two d X d matrices given by
82
A= (aij)h<ijea = (1+ 6)5€($)axiaxj5($)

and

9é(x) 04(x)
(91’1' 8xj '
Note that B is a positive definite matrix and [[A]| < d*(1 + €)(diam Q)¢|[d]]c2(q)-

B = (b;j)1<ij<a = (1 + €)€5€_1(3;)

Therefore we have

P=(6"¢(x)) =P (A+ B) > P (B)+ P (A)
P~(B) — d®A(1 + €)(diam Q)¢[|6]| =g
(1+€)6  (2)A|DS(x) > — d®A(1 + €)(diam Q)°||6]] 2o

1° €(5€71<l’> — CQ.

AVARRAVARN V]
a o
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Next we obtain an estimate on £4 in €.

Lemma 4.3.4. Let Q be a bounded C? domain in R?. Then we have the following

estimate

L8] < C(1+ 1206 in Q, (4.3.9)
where constant C' depends only on d, QA A and [p.(1 A |y|*)k(y)dy.
Proof. First of all, for all z € 2 we have

|£6(x)] < sup | Tr(ag, (x)D?6(x))| + sup |Jo,0(z)| < K+ sup |[Jp,0(x)]|,  (4.3.10)
0,v 0,v 0,v

for some constant x, depending on {2 and uniform bound of ag,. For a € (0,1],
(4.3.9) follows from the same arguments of Lemma 4.3.2. For o € (1,2), it is
enough to obtain the estimate (4.3.9) for all € €2 such that 6(z) < 1. We follow

the similar calculation as in Lemma 4.3.2 and get

o0 ()] < /m 0(z +y) —d(x) — Lp, (y)y - D(x)|k(y)dy

/ylé‘s(;) 8@ cly|<1 ly[>1

and
Id@) < [ (1A @)
for some constant ;. Inserting these estimates in (4.3.10) we obtain
1£6(2)] < 2 ()

for some constant xy and (4.3.9) follows. O

Let us now recall the sets Dp that we use for our oscillation estimates (see
Definition 3.2.1).
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Definition 4.3.1. Let s € (0, 75) be a fixed small constant and let ' = 1/2 + 2x.

Given a point zy € 002 and R > 0, we define
DR = DR(LL’()) = BR(.T()) N Q,
and
DY = Dl p(xg) = Bugr(re) N{z € Q: (x — x9) - n(xg) > 2kR},

where n(zg) is the unit inward normal at z. For any bounded C*!'-domain, we
know that there exists p > 0, depending on 2, such that the following inclusions
hold for each zy € 92 and R < p:

Byr(y) C Dg(z0) for all y € D} 5 (o), (4.3.11)
and
Bur(y" + 4xRu(y*)) C Dgr(x), and Ber(y* +4kBn(y*)) C Dl p(zo) (4.3.12)

for all y € Dg/o, where y* € 02 is the unique boundary point satisfying |y — y*| =
dist(y, 0§2). Note that, since R < p, y € Dpg/s is close enough to 92 and hence the
point y* + 4k Rn(y*) belongs to the line joining y and y*.

Remark 4.3.1. We can fix p > 0, so that (4.3.11)-(4.3.12) hold whenever R < p and
xg € 0L2. We also fix 0 > 0 small enough so that for 0 < r < p and zy € 9) we

have
By (20) NQ C Bayoy(2) \ Bi(2) for n=0/8,0€(0,7),

for any 2/ € 90N B,,.(xo), where B,(z) is a ball contained in R?\  that touches
0 at point x’ (see Remark 3.2.1).

In the following lemma, using Lemma 4.3.2 and Lemma 4.3.3 we construct su-
persolutions. We denote Q, := {z € Q| dist(x, Q°) < p}.

Lemma 4.3.5. Let Q be a bounded C? domain in R and o € (1,2), then there
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exist p; > 0 and a C? function ¢, satisfying

Proi(x) + Ploi(z) < —Co 3 () in Q)
C71o(z) < ¢1(z) < Co(x) in  Q,
¢1(z) =0 in R\ Q,

where the constants py and C' depend only on d, o, QN A and [, (1A [y|*)k(y)dy.

Proof. Let € = 2_70‘ and ¢ = m, and define

¢1(z) = §(x) — c6'¢().

Since both § and 6'7¢ are in C?(12), we have P (x) < PT(x) — cP~6'T¢(x). Then
by Lemma 4.3.3 and supy, | Tr(ag, (v)D?3(z))| < C, we get for all z € Q,

Proi(z) < PTo(x) — P 6" (x) < C —¢(Cy - €65 ().
Similarly for all x € €, using Lemma 4.3.2 and Lemma 4.3.4 we get
Pron(r) < [PLo(x)] + e Pro ()] < Cod' ().
Combining the above inequalities we have
Pror(x) + Ploi(z) < C — cCredH(z) + Crd' ()

for all z € €2,. Now choose 0 < p; < p < 1 such that

01(2—04) 2 2—a 01(2—05)
It Sl 2 2 > 0\
(2(diam )2 Cpi = Copn ) ~ 4(diam 2)?

Thus for all z € €2, we have

+ + Cl<2—Oé) 7%
Pror(z) + P (z) < —m ().
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Finally the construction of ¢; immediately gives us that
C1o(x) < ¢i(x) < C6(x) in €,

and ¢, = 0 in Q°. This completes the proof of the lemma. O]

4.4 Fine boundary regularity of /)

In this section, we investigate the regularity of u/d near 9€). As we have seen in
Section 3.2 a key step is the oscillation lemma. Since if we can control the oscillation
of u/d near 0f) appropriately then one can easily get Holder regularity of u/d up to
the boundary.

We need following two Lemmas to prove oscillation lemma. In the first lemma

we obtain a lower bound of infp , ¥ whereas the second lemma controls supp,+ ¥
° k'R

by using that lower bound.

Lemma 4.4.1. Let o € (0,2) and 2 be a bounded C* domain in Re. Also, let u be
such that u > 0 in RY, and |Lu] < Co(1 + L 2)(a)d'™®) in Dg, for some constant
Cy. If & is given by

1 if ae(0,1],

e f ae(l,2),

then there exists a positive constant C depending only on d, 9, A\, [pa(1 A
ly|*)k(y)dy, such that

u u .
inf — <C |inf —=+ CyR” 4.4.1
Dh, 0 = (bnf;“ i ) Ay

for all R < pg, where the constant py depends only on d,Q, X\, A, and fRd(l A
|y|*)k(y)dy.

Proof. Suppose R < np, where p is given by Remark 4.3.1 and n < 1 be some

constant that will be chosen later. Define m = inf,+ w«/d > 0. Let us first observe
«' R
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that by (4.3.11) we have,
u>md >m(kR) in Dfp. (4.4.2)

Moreover by (4.3.12), for any y € Dpg/2, we have either y € D, or 6(y) < 4xR. If
y € D}y, then by the definition of m we get m < u(y)/d(y).

Next we consider §(y) < 4xR. Let y* be the nearest point to y on 09, i.e,
dist(y, 0Q) = |y — y*| and define § = y* + 4xRn(y*). Again by (4.3.12), we have

Bunr(f) C Dr and Beg(§) C Db g

Denoting » = kR and using the subsolution constructed in Lemma 4.3.1, define
or(z) = 2¢,(z — 7). We will consider two cases.

Case 1: « € (0,1]. Take ' = %. Since 1’ < p, points of I can be touched by
exterior ball of radius r’. In particular, for y* € 02, we can find a point z € Q°
such that B,(z) C Q¢ touches 98 at y*. Now from [131, Lemma 5.4] there exists a

bounded, Lipschitz continuous function ¢,,, with Lipschitz constant %, that satisfies

Prr = 07 in B’I"a
@ > 0, in B¢,
TP+907"’ + ?ngr’ S _ﬁ’ in B(1+0)r’ \ Br’a

for some constant o, independent of r'. Without any loss of any generality we may
assume o <7y (see Remark 4.3.1). Then setting n = ¢ and using Remark 4.3.1, we

have
Dr C B(1+a)r/(2) \Ew(z)

and by (4.3.12) we have
By (§)\ Br(§) C Dr C Bsoy(2) \ B (2).

We show that v(z) = me,(x) — Co(r')2pw(z — 2) is an appropriate subsolution.
Since both ¢, and ¢, are C? functions in By, () \ B,(), we conclude that v is C?
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function in By, (§) \ Br(4). For x € By (§) \ B, (),
Po(x) + Pru(z)

>m [T_Qgr($) + T,;gz;r(x)] — Cy(r')? {?J“gorx(x —2)+ Pl (x — z)} > (.

Therefore by Remark 4.2.1 we have

Pr(v—u)+PfH(v—u) >0 in By () \ B.(3).

Furthermore, using (4.4.2) and u > 0 in R? we obtain u(z) > me, (x)—Cy (1) (z—
z) in (B4T(gj) \ Br(g))c. Hence an application of maximum principle Lemma 4.2.1
gives u > v in R?%. Now for y € Dgys, using the Lipschitz continuity of ¢,» we get

mo,(y) < uly) + Co(r') [pr(y — 2) = oy — 2)] < uly) + Cor' - 3(y)
and as y lies on the line segment joining y* to § we get

U(y) + CQT/ Z m

o(y) (7)?*

This gives
mf “<ofimf Yo
DY, . ) Dgy2 0 n

and finally choosing py = np we have (4.4.1).

Case 2: a € (1,2). Let p; asin Lemma 4.3.5 and consider R < p; < 1. Here we aim
to construct an appropriate subsolution using gzgr(x) and supersolution constructed
in Lemma 4.3.5. Since d(z) < 1 in Dg, we have |Lu(z)| < Co(1 + §17%(z)) <
2C50'*(z) in Dg. Also by Lemma 4.3.5, we have a bounded function ¢; which is
C?*in Q,, D Dp and satisfies

1

Proi(z) + Py i (x) < —C(S*%(x) — _052%‘”(1.) 1=a(y) < ;%T

for all z € Di. Now we define the subsolutions as

v(x) = mér(z) — WR s (2),
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where the constant p is chosen suitably so that P~v(x) + Prv(z) > 2056 *(x)
in By, (9) \ Br(§) (ie. p=22). Also u > v in (B (7) \ B(§))¢. Using the same
calculation as previous case for v —u and maximum principle Lemma 4.2.1 we derive

that u > v in R%. Again, repeating the arguments of Case 1 we get

. u &

k'R

Choosing py = np A p1 completes the proof. O
Lemma 4.4.2. Let o/ = 1 A (2 —a) and Q be a bounded C* domain in R%. Also,

let u be a bounded continuous function such that u > 0 and u < Myd(z) in R¢,
and |Lu| < Co(1+1L(1,2)()6* %) in Dpg, for some constant Cy. Then, there exists a
positive constant C, depending only on d, \, A, Q and [,,(1A |y|*)k(y)dy, such that

sup v < C'| inf Yy (Mo V Cy) R (4.4.3)
DY 0 Dig 0

for all R < p, where constant p is given by Remark 4.3.1.

Proof. We will use the weak Harnack inequality proved in Theorem 4.3.1 to show
(4.4.3). Let R < p. Then for each y € D}y, we have Byr(y) C Dgr. Hence we
have [Lu| < Cy(1+ 1 9)(a)d*~*(2)) in Bygr(y). Without loss of generality, we may
assume y = 0. Let s = kR and define v(x) = u(sx) for all z € R Then, it can be

easily seen that

s*Llsx,u] = L3z, v] == sup inf {Tr ag,(sx)D*v(x) + ng,[:c,v]} for all = € By.

gco vEL
This gives
124, 0]] < Cas?(1 + L1 )(@)8 2 (s2))
< Cy (32 + 119)(a)s? (/@R)PO‘)
S C1231+0/ )
in By where o/ = 1 A (2 — «). In second line, we used that for each x € Biyg,

|sz| < kR and hence §(sz) > = = 2. From u < Myd(x) we have v(y) < M, diam Q
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and v(y) < Mps(1 + |y|) in whole R?. Hence by Corollary 4.3.1, we obtain

where constant C' does not depend on s, My, C5. This of course, implies

sup u < C ( inf w4 (MyV CQ)RHO‘,) ,

B
By (v) sk (Y)

for all y € D ;. Now cover D, by a finite number of balls B,g/64(y;), independent
of R, to obtain
supu < C (

+
DK,R

inf u+ (Mo Vv 02)R1+a’) :

DK:,R

Then (4.4.3) follows since kR/2 < § < 3kR/2 in D7 p. O
Now we are ready to prove the oscillation lemma.

Proposition 4.4.1. Let u be a bounded continuous function such that |Lu| < K in
Q, for some constant K, and u = 0 in Q°. Given any xo € 052, let Dy be as in the
Definition 4.3.1. Then for some T € (0,&) there exists C, dependent on Q,d, \, A, «
and [p.(1 A [y|*)k(y)dy but not on xq, such that

u u
— —inf=- <CKR" 4.4.4
S[1)155 151125 - ( )

for all R < po, where pg > 0 is a constant depending only on Q,d, A\, A, and
Jra(L A TY1")E(y)dy.

Proof. For the proof we follow a standard method, similar to [144], with the help of
Lemmas 4.3.4, 4.4.1, and 4.4.2. Fix zy € 02 and consider py > 0 to be chosen later.
With no loss of generality, we assume xy = 0. In view of (4.2.2), we only consider
the case K > 0. By considering u/K instead of u, we may assume that K = 1, that
is, |Cu| < 1in Q. From Theorem 4.2.1 we note that ||u||co1gre) < C1. Below, we
consider two cases.

Case 1: For a € (0,1], Jgu is classically defined and |Jgu| < C in Q for all 6

and v. Consequently, one can combine the nonlocal term on the RHS and only deal
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with local nonlinear operator L[z, u] := supgee inf,er {Tr ag,(z)D?u(x)} . In this
case the proof is simpler and can be done following the same method as for the
local case. However, the method we use below would also work with an appropriate

modification.

Case 2: Now we deal with the case a € (1,2). We show that there exists £ > 0,
p1 € (0,p9) and T € (0, 1), dependent only on Q,d, A\, A, a and [5.(1 A |y|*)k(y)dy,

and monotone sequences { M} and {my} such that, for all £ > 0,

1
M, —my = E, —1<my < Mp1 < Mk+1 <M, < 1, (445)
and
_1u . P1
myg < H g < Mk m DRk7 where Rk = E (446)

Note that (4.4.6) is equivalent to the following
mpd < # 'u < Myd, in Bg,, where Rj= % (4.4.7)

Next we construct monotone sequences { My} and {m;} by induction.

The existence of My and myg such that (4.4.5) and (4.4.7) hold for & = 0 is
guaranteed by Lemma 4.2.2. Assume that we have the sequences up to M and my,.
We want to show the existence of My, and my; such that (4.4.5)-(4.4.7) hold. We

set

1
Up = —u — my0.

H

Note that to apply Lemma 4.4.2 we need u;, to be nonnegative in R¢. Therefore we
shall work with w, the positive part of ug. Let uy = ujf —u;, and by the induction

hypothesis,
uf =ur and wu; =0 in Bg,. (4.4.8)

We need to find a lower bound on u;. Since u, > 0 in Bp, and wy is Lipschitz in
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R¢, we get for x € Bf, that
() = up(Rexy) + ug(x) — up(Rpxy) > —Crlz — Ry, (4.4.9)

where z, = éz for z # 0 and ', denotes a Lipschitz constant of u; which can be
chosen independent of k. Using Lemma 4.2.2 we also have |ugx| < # ' +diam(Q) =
C, for all x € RY. Thus using (4.4.8) and (4.4.9) we calculate £[z,u; ] in Dr,. Let
x € Dg,o. By (4.4.8), D*uy; (x) = 0. Then i

0 < Jg[x,uy |

= / uy, (x4 y)Noy (2, y)dy
z+yZBr,

<

- /{y|>1§k’“y¢o}
S CL /{Rzkglyng—i-y?éO}

scyﬁ UM+Rwume4a/
ZE<y|<1

uy, (2 + y)k(y)dy

(z+vy) = Ri(z +Y)u

k(y)dy + C, / k(y)dy

ly|>1

www@+a/ k(y)dy

R
ly|>1

Tkﬁ\ylél

< K3

/}Rdﬂ A lyl®)k(y) dy] (Ri+1)

< kyRp°, (4.4.10)

for some constants ks, k4, independent of k.

Now we write u{ = # 'u — myd + u;, . Since § is C? and u;; = 0 in D, , first
2
note that

Luf <™= (P74 P)(md) + (PT+ P (uy ),
Luf > -1 — (P + P (mpd) + (P~ + Py (uy,).

Using Lemma 4.3.4 and (4.4.10) in the above estimate we have
|Luf| < 71+ mpCot ™ 4 kg(Rp)'™ in Dy . (4.4.11)
2

Since p; > Ry > ¢ in Dpg,, for « > 1, we have R,lc_‘" < ¢, and hence, from
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(4.4.11), we have

[Luf| < | (p)]* "+ C + ka|07%(2) = k50" *(x) in Dp,ya.

Now we are in a position to apply Lemmas 4.4.1 and 4.4.2. Recalling that

uf =up=""u—mpd in Dg,,

and using Lemma 4.2.2 we also have |uf| < |ug| < (! +1)d(x) = C16(z) for all
x € R%. We get from Lemmas 4.4.1 and 4.4.2 that

sup (%flu — mk) < C’( inf (Jiflu — mk) + (ks V CﬁR,ﬁ‘)
D+ 6 Dt 5

w/ Ry, /2 w Ry /2 (4.4.12)
S C<D1nf (:%/_11(; - mk> + (K5 vV CﬂR%)

Ry, /4

Repeating a similar argument for the function @, = M6 — # ~1u, we find

sup (Mk _ %-“{é) < c(Dmf (Mk _ ;5/—1“) + (ks V omg). (4.4.13)
D+

Ry /4 5
KRy /2 w/

Combining (4.4.12) and (4.4.13) we obtain

Mk — My S C( inf <Mk - %_116) + inf <<%/_1u - mk) + (KJ5 V CﬁR?)
D s ) Dt o

Ry /4

= C’( inf 718 - sup et My, — my + (k5 V Cl)R,;'A“). (4.4.14)
DRy iy 0 DRy 0

Putting My — my, = 3¢ in (4.4.14), we have

,19_ . ,19 O—]_L d)
o 5t 5= (T e v oo

1 /C—-1 .
= 41k<c + (ks V C1) R4 k) (4.4.15)
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Since Ry, = & for p; € (0, pg), we can choose py and T small so that

C—-1 P 1
(C + (K5 V Cl)Rk4 k) S E
Putting in (4.4.15) we obtain
sup #1Y— inf 1t L
PR B PR T C

Thus we find my1 and My, such that (4.4.5) and (4.4.6) hold. It is easy to prove
(4.4.4) from (4.4.5)-(4.4.6). O

Next we establish Holder regularity of u/d up to the boundary.

Theorem 4.4.1. Suppose that Assumption 4.0.1 holds. Let Q be a bounded C?
domain and u be a viscosity solution to the inequations (4.0.2). Then there exists
k € (0,&) such that

/bl oxmy < CLK, (4.4.16)

for some constant Cy, where k, Cy depend on d, ), Cy, A, \, o and f]Rd(l/\|y|°‘)k(y)dy.
Here & is given by

1 if ae(0,1]

e if ae(1,2).

(®)
I

Proof. Replacing u by &3 we may assume that [Lu| < 11in Q. Let v = u/d. From
Lemma 4.2.2 we then have
[v][ Lo () < C,

for some constant C' and from Theorem 4.2.1 we have
||u||co,1(Rd) < (. (4.4.17)
Also from Proposition 4.4.1 for each zy € 052 and for all » > 0 we have

sup v — inf v < Cr". (4.4.18)
D (20) Dy (z0)
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where D, (o) = B,(xo) N as before. To complete the proof we shall show that

sup M <, (4.4.19)
syeQazy [T — Y|

for some k > 0. Let r = |z —y| and there exists x¢, yo € 0 such that §(x) = |z — x|
and 0(y) = |y — yo|. If r > 4, then

[v(2) —v(y)]
————== <2 85|v|| g
|z —yl* )

If r < ¢ and r > £(6(x) V &(y))? for some p > 2 then clearly y € B,,1/» (1) for some

x> 0. Now using (4.4.18) we obtain

w(z) —v(y)| < sup v— inf v < P,
Dnrl/p(mo) Dm,.l/p(x())

L(6(x) V 6(y)) and this implies y €

If r < ¢ and r < §(6(x) Vo(y))P, then r < g
Bi(5zpvs(y)) (£) O & € Bi(5ayva(yy (y). Without loss of any generality assume §(x) >

d(y) and y € Bsw (). Using (4.4.17) and the Lipschitz continuity of d, we get
8

M(K,diam Q)r

u(r)  u(y)
o(x) - 6(y)

o(z)  o(y)

<

Also we have (87)'/?6(y) < d(x) - 6(y). This implies

w(z) — v(y)] < M (K, diam Q)r - M(K,diam Q) r!=1/»
v(z) —wv : :
PI=""50) - 6(y) 81/p o(y)
Now if 7 < £((y))? then one obtains
M(K,diam Q) r'=1/» \a/p
o(o) = oly)| < LG T L < oo,

On the other hand, if r > £(6(y))?, since 0(y) > &;0(z) we have r > £- (6—14)p (6(x))P
and this case can be treated as previous. Therefore choosing k = (1 — 1%) A ]IJ we
O

conclude (4.4.19). This completes the proof.
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4.5 Global Holder regularity of the gradient

In this section we prove the Holder regularity of Du up to the boundary. First, let

us recall
Lz, u] = sup inf {Tr ag, (z)D*u(x) + Jg, [z, u]} :
oeo VET
We denote v = %. Following [38], next we obtain the inequations satisfied by v.

Lemma 4.5.1. Let Q be bounded C? domain in RY. If |Lu| < K in Q and u =0

in ¢, then we have

1
)
1
5

D§
Lo+ 2K0d2w]Dv] > {— K — |[v|(PT + P)d — sup Zy, [v, 5]],
D3l v (4.5.1)
Lo — 2Ky D < {K — [ol(P™ + B ) — inf Zg, v 5]}

for some K, where

Zowlv, d)(x) = /d(v(y) —0())(8(y) = 0()) Now(z,y — x)dy.
R

Proof. First note that, since v € C'(Q) by Theorem 4.1.1, we have v € C'(Q).

Therefore, Zy,[v,d] is continuous in 2. Consider a test function ¢» € C*(Q) that

touches v from above at z € 2. Define

[0 wB@,
vr(2) { v(z) in BS(x).

By our assertion, we have v, > v for all r small. To verify the first inequality in
(4.5.1) we must show that

clovin)+ 2k . Dy o)
> L[ K — [o(@)|(P* + P{)0(2) — sup Zau v, 8](a)], (45.2)

d(x) 0.0



Chapter 4. Regularity theory of fully nonlinear intergo-differential equation 143

for some r small. We define

- { 5(2)¥(2) in B.(z),
u(z) in BS(z).

Then, 1, > u for all r small. Since |Lu| < K and 6, = 1),, we obtain at a point z
-K SL[%, ’&r]

— sup inf lé(:p) (Tr ag, (2) D*r(x) + Jp ()

0co V€Y

+ 1 (2) (Trag, (x) D?6(x) + Jp, ()

+Tr [ (ag(x) + aj, () - (D3(x) @ Dby (2)) | + Zou[thr, 0] @:)1
< 0()L[m, ] + sp l|2/1,.(1:)| (Tr ag, (x) D*6(x) + Jp0())

+Tr [ (o (x) + ag, (x)) - (DS(x) © Dy ()] + Zou [, 5](9:)]
< 0(@)Llw, ] + [o(@)] (P +Py) 8(x) + 2Kod?| Do(x)| - [ Dy ()]
+ 89113) Zow [y, 6](2),

6@ a(E]'

for all 7 small and some constant Ky, where Ddé(x) ® Di,(x) = (@ : %), :
ij

Rearranging the terms we have

— K = [o(@)|(P* + P)5(x) — sup Zay [, 0)(x)
O, (4.5.3)
< 0(x) L[z, ¥,] + 2Kod?| D6 (x)| - | Dby (2)].

Let r; <. Since v, is decreasing with r, we get from (4.5.3) that

3(2)L [z, ¥y + 2Kod?| DS (2)| - | D ()|
> 8(x) L[z, ¥r,] + 2Kod’| DO ()| - | Dipy, ()]

> iy [ = o) (7 + 92) 60) — sup Zn o 610

r1—0
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_ [—K — [o(@)| (P* +Pf) 6(x) — sup Zp, v, 0)(2)] ,
0,v
by dominated convergence theorem. This gives (4.5.2). Similarly we can verify the

second inequality of (4.5.1). O

Next we obtain a the following estimate on v, away from the boundary. Denote

Q7 ={xeQ : dist(z,Q°) > o}

Lemma 4.5.2. Let Q be bounded C? domain in RY. If |Lu| < K in Q and u = 0
in ¢, then for some constant C' it holds that

|1 Dv|| 0oy < CKo*™' for allo € (0,1). (4.5.4)

Furthermore, there exists n € (0,1) such that for any x € Q7 and 0 < |z —y| < /8

we have

|Do(y) — Do(z)]

| E < CKo* it
r—y

for all o € (0,1).

Proof. Using Lemma 4.5.1 we have

D 1
Lou+ 2K0d2@|Dv| > 3 { — K — [v|(P* + P})d — sup Zg, [v, 5]],
D5 X o (4.5.5)
Lo — 2K0d2u|Dv| < [K — [ol(P + P;) — inf Zp, v 5]}
in Q. Fix a point xo € Q7 and define
w(z) = v(r) —v(xg).
From (4.5.5) we then obtain
Dé 1
Lw+ 2K0d2u|Dw| > [ - K- el},
(4.5.6)

Ds 1
Lo — 2K0d2u|Dw| < [61‘( + zg}
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in €, where

b) = -1 [|w<x>|<ﬂ>+ £ PE)(2) + sup Zavfuw, 8)(x) + [o(xo)| (P + ?:>6<x>]
o(x) 0.0
And
1) = s [+ T2)50) — fpf Zadi )~ o) (9 + 90

We set r = % and claim that
14l oo (B, (2o)) < K10*7%, for allo € (0,1) and i = 1,2, (4.5.7)

for some constant k1. Let us denote by

w()|[(PE 4+ PEH)S 1
ff[:’ @I ) ; & = —sup Zp,[w, 4],
) o 8%
+ +
£ — |U($0)|(T5 + ka)(F, £, = ;ienf Zowlv. 9.

Recall that k € (0,&). Since
196l ey < 00 and || P6] e,y S (14 L) (@)d ™)

(cf Lemma 4.3.4 ), and

o]z (RY) < 00,  [[wllroe (B, @o)) S 75

it follows that

1 if o € (0, 1],
165 1 zoe (B oy S 47 Sov?
L ifae(1,2)
and
o ifa € (0,1],
TP R e
< ifae(1,2)
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Next we estimate & and &. Let x € B,(x). Denote by # = 6(x)/4. Note that
x) > 0(xg) — |z —x0| > 2r —r=r=7>r/4

Since u € C*(Q) by Theorem 4.1.1 and |u| < C¢ in R? by Lemma 4.2.2. Thus we

have

Du| < '1?5“ + in Bi(x). (4.5.8)

Now we calculate
20w 81(@) < [ |16(2) = 3w)llola) = o) k(y — )y

S
B;(x) Bi(z)\Bs(z) Bi(x)

=10+ 1+ Is.

To estimate I, first we consider av < 1. Since 9 is Lipschitz continuous and v bounded

on R?, I can be written as

_ [ B@=WI oy e — oyl — o
L= [ PR o) - ikt s

5/’ m—M%@—xMys/<1AM%u@w.
Bi(x) R4

For a € (1,2), using the Lipschitz continuity of § and (4.5.8) we get

o(z)—06 v(xr) —v u
11:/ | ( ) (y>| ’ ( ) (y)|-|x—y|a]x—y]2 k(y—m)dy
Bi(z) |z -y [z =y
~2—«a
Sior [ o=yl - o)y S 5@ [ (AL ke S 0
6(z) B (z) Rd

Bounds on I can be computed as follows: for a < 1, we write
b= [ 3= dwlele) — o) bl — )y
Bi(x)\Br(x)

s/“ 1 — y|*k(y — 2)dy
Bi(z)\B#(x)
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5/ (LA ]2]%)k(z)dz.
R4
In the second line of the above inequality we used
0(z) = o(y)| S [z —yl and [|v]|peme) < oo

For a € (1,2) we can compute I, as

[ 16 = s)leta) ~ o)kt — o)y
Bi(z)\Br(z)
S el ek - )y
B1(z)\Br(z)

< 5@)1—&/ (LA 2V k(2)dz < 0.
Rd

Moreover, since § and v are bounded in R?, we get I3 < k3. Combining the above
estimates we obtain

&l o By (o) S 072 for i = 2,4.

Thus the claim (4.5.7) is established.

Let us now define ((2) = w(52 + xo). Letting b(z) = % it follows from
2
(4.5.6) that
=, 2 r? 1 T
¢+ KodPrb(2) - ID¢| = [5K+11} (22+x0> (4.5.9)
=, ) r? 1 r
L7¢ — Kod*rb(z2) - |D(| < 1 [5K+ l2:| (22 —|—x0>

in B(0), where

L7 [x,u] := sup inf {Tr (agy (;x + ZL‘0> D2u(m)> + 7% |, u]}

pco ver

and 579"” is given by

ulof) = [ (fe+0) = )~ 1oy V1@ -0) () N (o +z0rw) ay

T
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Consider a cut-off function ¢ satisfying ¢ = 1 in B3/ and ¢ = 0 in B5. Defining

¢ = Cp we get from (4.5.9) that

L[z, ] + Kod?rb(2)|D{(2)] > —ﬁ V; + |l1|} (gz + xo) —

sup inf jgy[z, (p— 1)(]‘
9cO vell

L[z, (] — Kod?rb(2)|DC(2)] < - [[5( + |l1|} (;z + :m) -

sup inf jgy[z, (p— 1)(]‘
pco veD
in B;. Since

||7”bHLoo(Bl(0)) S K3 for all o € (0, ].),

applying Theorem 4.1.1 we obtain, for some 1 € (0, 1),

||DC||C”(BU2(O)) S Rg (||é||Lm(Rd) + KR40 + /€50K) , (4510)

for some constant kg independent of o € (0, 1), where we used

To 12, (o — 1)(]‘ <o (cf. the proof of Theorem 4.2.1) and |l1|(g ) SR

Since v is in C*(R?), it follows that

1€ oo (ray = 1€l () < €N Loy S 7

Putting these estimates in (4.5.10) and calculating the gradient at z = 0 we
obtain
| Du(zo)| S o™,

for all o € (0,1). This proves the Holder estimate (4.5.4).
For the second part, compute the Hélder ratio with D((0) — D((z) where z =
2(y — mg) for |zo — y| < o/8. This completes the proof.
[l

Now we can prove the Hoélder regularity of Du up to the boundary. If u is
solution of the inequations (4.0.2) then using Theorem 4.2.1 we have |Lu| < CK.
Now the proof can be obtained by following the same lines as in Theorem 3.3.1. We

present it here for the sake of completeness.
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Theorem 4.5.1. Suppose that Assumption 4.0.1 holds and Q2 be a bounded C? do-

main. Then for any viscosity solution u to the inequations (4.0.2) we have
||DUHCn(§) < UK,

for somen € (0,1) and C, depending only on d, 2, Co, A, N, o and [.(1A]y|*)k(y)dy.

In particular, we have
||uHClm(§) <CK
Proof. Since u = v¢ it follows that

Du=vDéd + §Dv.

Since & € C*(), it follows from Theorem 4.4.1 that vDd € C*(€2). Thus, we only
need to concentrate on ¥ = §Dv. Consider 1 from Lemma 4.5.2 and with no loss of
generality, we may fix n € (0, k).

For |z —y| > £(6(z) V 6(y)) it follows from (4.5.4) that

[9(x) = 9(y)|

g S OO @)+ W) 0() v é(y) ™ < 20K.

So consider the case |z — y| < (6(x) V &(y)). Without loss of generality, we may
assume that |z — y| < §6(x). Then

20(0) 2 o — 9] +5(2) > 6(y) > (e) — o — | > Lo(x).

By Lemma 4.5.2; it follows

[0(x) = 9(y)] |Dv(x) — Do(y)|

5(x) — 8(y)|
wyp <PV P T T
< () (5(2)) " + 3o

< CK.

This completes the proof. n
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Interior regularities of perturbed stable-like

operators

The goal of this chapter is to discuss the interior regularity for a certain class of
integro-differential operators. More precisely, we are concerned with the nonlinear

integro-differential elliptic operators of the form

Tu(z) = il{}f sgp Jpyu(x) = irelf sgp /}Rd (u(:c—l—y)—l—u(:z:—y)—2u(x)) kT;‘(g) dy, (5.0.1)

where kg, is symmetric and satisfies

2-a)e < kew(y)§A<2|y_|f+so(1/\y!)>7 D<A<A, (A

for some function ¢ : (0, 00) — (0, 00) satisfying a weak upper scaling property with

exponent < o < 2. Which means that ¢ is a locally bounded function satisfying
o(st) < kos’p(t) for s>1,t>0, (A2)

for some k, > 0. We also assume that

/0 (’D(yy)dy < 00. (A3)

150
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Note that (A2) and (A3) give us

e a0 gy < oo

The ellipticity class is defined with respect to the set of nonlocal operators .
containing operator J of the form

k
Ju(x) = /]Rd (u(x +y) +ulx —y) — Qu(a:))’?jg‘i) dy, (5.0.2)

where it holds that k(y) = k(—y) and (A1) holds for some fixed A, A, «, 5 such that
0 <A< Aandae (f,2). In the perspective of (1.2.3) what we essentially have is
that class .2 = Lo %), where 2 = {0} and B is collection of all symmetric function
k(y)/|y|* where satisfies inequality (A1) with assumptions (A2) and (A3). Here we
can write nonlocal operator J using symmetric difference of u is due to the fact that

k is symmetric.

We will first obtain a nonlocal version of Aleksandrov-Bakelman-Pucci(ABP) es-
timates which will be useful for Harnack inequality, and Hélder estimates for viscos-
ity solutions of I. We will end our discussion on fully nonlinear nonlocal operators [
with boundary Harnak property. Since the early 2000s, the Harnack inequalities and
Holder estimates for nonlocal operators have been studied extensively. First such
result for nonlocal operators has been proved via probabilistic approaches in [11-13].
In an analytic setup, a series of influential works [50-52] Caffarelli and Silvestre de-
velop a regularity theory of nonlinear stable-like integro-differential operator with
symmetric kernels. Whereas the boundary Harnack property is considered by Serra
and Ros-Oton in [147]. Kriventsov in [120] studies interior C'7 regularity for rough
symmetric kernel and his result is further improved by Serra in [151] who establishes

interior C**7 estimate with rough symmetric kernels.

There is also an extensive amount of work extending the results of Caffarelli and
Silvestre [50-52]. In [111] the authors generalized these results to fully nonlinear
integro-differential operators with regularly varying kernels. Regularity results for
nonsymmetric stable-like kernels are studied in [57,108]. Recently, [109] generalized
these results for kernels with variable orders. These kernels are closely related to

an important family of Lévy processes known as subordinate Brownian motions.
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Subordinate Brownian motions(sBM) are obtained by time-changing the Brownian
motion by an independent subordinator (i.e., nondecreasing, non-negative Lévy pro-
cess). In particular, when the subordinator is a-stable we obtain a a-stable process
as sSBM whose generator is given by the fractional Laplacian. Let us also mention
[6,106] which also studies regularity results for similar models. We studied reg-
ularity theory of the operator of the form (5.0.1) in [35] and will be discussed in
this chapter. Our work should be seen as a nonlocal counterpart of [131] where the

Holder regularity follows due to the non-degeneracy of a-stable kernel.

5.1 ABP estimates and weak Harnack inequality

In this section we obtain an Aleksandrov-Bakelman-Pucci (ABP) estimate which is
the main ingredient for weak-Harnack inequality and point estimate. Let us begin
by defining the extremal Pucci operators with respect to .2 which are defined to be
Mty = sup; ey Lu and M~ u = infrcy Lu. Defining §(u, z,y) = u(z +y) + u(z —
y) — 2u(z), we find from (A1) that

ute) = [ A (2 g ) ) - 2 (2 4y

[yl |yl ly|
N AT (u, z,y) <2—a> NS~ (u, x,y) (2—@ >
M u(x :/ — + (1 dy.
(=) rRe |yl ly| |yl ly| /ll) ) dv

The extremal Pucci operators are of great importance in control theory and were
first considered by Pucci [141] to study the principal eigenvalue problem for local
nonlinear elliptic operators. Recall that a nonlinear operator I defined as in (5.0.1)
is elliptic with respect to the class .Z and it holds that

M (u—v) < Tu—Tv < M (u—0).

It should be observed that if a operator is elliptic with respect to a subset of £ it
is also elliptic with respect to .Z. For instance, if we let p(r) = r?, 3 € (0,a), and
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£ C Z be the collection of all kernel functions k satisfying

2-anc < ko) <A (o H L)
then the results will hold for any nonlinear operator of the form (5.0.1) with respect
to Z. We remark that this class of operators are not covered by [109,111]. We
also remark that the boundedness assumption of u assures integrability of u at
infinity with respect to the jump kernel. This can be removed by assuming suitable
integrability criterion.
We also need scaled extremal operators which we introduce now. Define ¢;(|y|) =

ng(!y\) for i > 0. The scaled extremal Pucci operators are defined to be

o) = Aot (u,z,y) (2 —« ' AT (u,my) (2-
ato) = [ A (B2 /) (5o,

[yl [yl [yl
(5.1.1)
N B Aot (u,m,y) (2—a)  Ad"(u,z,y) (2—« ‘
)= [ S () - S (i + e/ o
(5.1.2)

We used these scaled extremal operators in order to keep a track of viscosity
solutions on every scale to find scale invariant uniform estimates because equation
(5.0.1) is not scale invariant.

Let us begin by defining the concave envelope and contact set. Let u be a
function that is non-positive outside By (unit ball around 0). The concave envelope

I' of u in Bs is defined as follows

I(2) inf{p(z) : pis a plane satisfying p > u* in B3} in Bs,
€T) =
0 in BS.

The contact set is defined to be ¥ = {I' = u} N By. Let us first prove that there is
at least one good ring near a contact point where u stays quadratically close to the
tangent plane of I' at the contact point. The following lemma follows by adapting

[50, Lemma 8.1] in our setting.

Lemma 5.1.1. Let u < 0 in R%\ By and I be its concave envelope in Bs. Assume
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Miu(z) > —f(x) in By for some i > 0. Let py = Y16vd, 1, = po2~7>7*27% and
Ri(v) = B, (x) \ By,,,(x). Then there exists a constant Cy independent of i > 0
and « such that for any x € ¥ and any M > 0 there is a k satisfying

Ru(2) 0 ) < ula) + (v — ) - V0(@) ~ M2} < oL

| R ()]

Furthermore, Cy depends only on (X, d, po).

Proof. First we notice that Mgu > M u for all 7. Therefore M u(z) > —f(z)
implies that Mgu(z) > —f(z). Hence it is enough to prove lemma for the case
1=0.

Let x € ¥ and recall that d(u,z,y) = u(x +y) + u(z — y) — 2u(x). If both
x4y € By and x —y € Bj then 6(u,x,y) < 0 since u(z) = I'(z) = p(x) for some
plane that remains above w in Bs. If either z +y or  —y € B then both z +y and
x —y € Bf and since u(z) = I'(z) > 0 we have §(u, z,y) < 0. Thus, using (5.1.1),
we find

1) < Mfule) = 2o [ L) ( : )dy

|y|? |y|*

=0 (u, z,y) 1
<(2— dy 5.1.3
< a)/Bm lyl <|y|“> Y (5:1.3)

where ry = p02_ﬁ. Let
Ef ={Rp.n{u(x+y) <u(z)£y-VI(z) - Mri}}.

Then on this set we will have 6 (u,z,y) > 2Mri. Also |E;| = |Ex(x)| where
Ey(z) = {Ri(x) N {u(y) < u(z) + (y — ) - VI'(x) — Mr3}}. Now suppose that the
result does not hold for any C\y. We will arrive at contradiction for large enough Cj.
Using (5.1.3) we obtain that

f(z) )\Z Wdy

Ry,

> 2M7“k,
(2—a) )\Z ’dm
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2

> 22— a)A Y M—E | B

d+a
k=0 k
o) 2
Tk Cof(af)
> 2(2 — a)Akz::OMTZM TR
[e’e) T2
>2(2 - a)A [ Tkawd(rff; - Tg+1)] Cof(x)
k=0 "k

1

— 202 — )y Li r2-a (1 - (Z)dﬂ Cof (),

since T’;: = % for any k, where w,; denotes volume of the unit ball. Now we notice

that 320° 72 * is a geometric series, and therefore,

o) 2 22— apvan (1= (3)) [ (=gt o)

o (0)) (552

and since % remains bounded below for all a € (0,2), we have ¢ positive for

any « € (0,2). Thus

Take

f(x) > cCof(x).

Choosing Cy > ¢! leads to a contradiction. Hence the proof. O

Using Lemma 5.1.1 and the arguments in [50, Section 8] we arrive at the following
result which is a discrete version of ABP estimates. This is a mild extension to
[50, Theorem 8.7].

Theorem 5.1.1. Let u and I' be same as in Lemma 5.1.1. Then there is a finite

family of open cubes Q; with diameters d; such that following hold.
(1) Any two cubes Q; and Q; in the family do not intersect.
(i) {u=T} CUjL, Q.
(i) {u=T}NQ; #0 for any Q;.

(i) d;j < po2~"*=, where py = 1/16vad.
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(v) [VT(Q))] < C(maxg, f(x))*]Q].
(vi) [{y € 8VdQ; : u(y) > T(y) — C(maxg, f())d}}| > p|Qyl.
The constant C > 0 and p > 0 depends only on (A, d, pg) but not on i and «.

Next we consider a special function which will play a key role in our analysis
on point estimate and weak-Harnack inequality. Let p > 0 and ¢ be small positive

number. Define

f(x) = min{d™7, max{|z["", (2v/n) "}} .

We claim that, for a given r € (0,1), we can choose p and § so that
M, f(z) >0 forr < |z| <2vn. (5.1.4)

For any 0 < r < 1, define

F(a) — min { <i>max {|x|‘p7 (2@)}} |

Then clearly, f(rz) = r?f(z) and for any |z| > r we have

([ dy = [ (o) + flo =) = 260 Sty

Rd Y
~ 5 k(ry)
= p ) T/y dy .
r /}Rd (f,%/r,y) i Y

Therefore, to establish (5.1.4) it is enough tho show that for all 1 < |z| < @,

k

r_pinf/ 5(f,x,y)k(rz)dy >0, (5.1.5)
R4 ]

where infimum is taken over all kernel k satisfying (A3). Note that f is radially
non-increasing function. Fix |z| > 1 and define f(y) = |«[*f(|z|y). Then it implies
that f(y) > f(y), for all y € R% and f(z/|z|) = f(z). Thus we obtain

5(F,,y) = [ﬂ“ywﬂx‘y)—zf(

el [T T |z]
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|z]

L ]
Without any loss of generality we may assume that z/|x| =e; = (1,...,0). Then
. k(ry) 1 lA T4y ]
) dy > —
ot > o [ R«
1 ; x <mw
= — — d
I MICRERN (- SRE T |>] pl
1 ; Il‘|y
—y) -2
[ Tier )+ fen =) =24t NE

" afp

1 A k(r|z|y)
> ) dy .
= |l'p/]Rd (fveluy) |y|d Yy

Hence, by (5.1.2), we get

| k) 1 [ M(Feny) [ 2-a
mf/ 5(F )W gy > /
e T V FTa R

_Aé_(f>€1>y)< 2 —« - )d
ly| mﬂyMa+%U/|MU y

2211—]2.

We now recall the following elementary relations that hold for any ¢ > b > 0 and
q > 0:

b
(a+b)"1>a™1 <1 - q) ,
a
(a+b)" 74 (a—b)"9>2a"94 q(q+ 1)b*a 72,
Fixing 0 < %, we then see that for |y| < 1/2,
6(f,e1,y) = ler +y| P+ e —y[ P =2

= (Lol 200) 7 (1~ 23) 2
> 2(1+ [y|) ™% +p(p + 2)y3 (1 + |y|?) "2 -

>p <—|y|2 +(p+2)y; — ;(p +2)(p+ 4)yf|yl2> : (5.1.6)
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Let us first calculate Ir. For any |y| < 3 we have from (5.1.6) that
7 1 2
5 (Fery) <p (14 50+ 2+ 1) Iy

Denote by C, =p (1 +1(p+2)(p+ 4)) Then

hsop[ [( 2-a +soo<1/r|asuyr>]dy

yi<t [yl L(rlz]) |yl

1
2

2f(61) 2 —«
+A/|y|z P lmxwy\a“"““”"C”y’)] a

- ]21 +122.

We observe that

2—« ly|? 1 Wy 1\*«
@ 10,1d ady - «a () )
(rlz)* Jiy<y 1yl 1yl (rlz[)* \2

2_&a/ id 1ady: Wda2_a2a+1'
(rlz))* Jiy=1 [yl ] (rfz))* «a

On the other hand, for r|z| < 2y/n,

/ 'y'iwou/ﬂxnyodyg%(M)" / L1y

T (
yi<2 Yl rlel ) Jpy<r [yl?1ylP T 2y/n
N ( 1 ) <1)2ﬁ
= K/O — s
rlz] | P\ ovm’2— B \2

using the fact |y| < 5 and (A1). Again using (A1)-(A2)

2 1 ©1 1
ol )dy = 2wd/ —o(——)dt
/|y|>; ly[ " |yl y, Uzt

B oo
2 1 1
< 2Kowq 2vn / —p(—=)dt
r|z| e T 24/t

B oo
2 1 1
= 2KoWy 2vin / —p(=)dt
r|z| svap bt
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B pyym
= 2KoWy <2\/ﬁ> / 1<,0(t)dt
0

t

for some constant x; depending only on . Thus combining we obtain for 1 < |z| <
2v/n

wa (1> Wg2—a a+1]
< (= =z - 1.
I < CyA [ra (5) ]+A[TQ % (5.1.7)
20\’ 1wy (1\*P N
+ CproA (7’ ) ¢(2ﬁ)2—ﬁ(2) + Ko\ | 2wy . K1l -

Next we calculate I;. Notice that if § < 1z, then 5(f,e1,y) > (6/r)7P for all

y € Bsy,.(e1). Hence

- )\5+(f,€1,y) S M/@ r)d-p 5/\(27_0‘) r)a-r
b= [T R 2 o O 2 e 6

for some constant ky. Thus choosing p > d and ¢ small enough (5.1.5) follows from
(5.1.7). This leads to the following

Lemma 5.1.2. Given any r,n > 0 there are positive p and d such that the function

f(a) = min{6™", max{|z| ™", (2v/n) "}},

18 a solution to

Mg f(z) = 0,
for every 0 < ap < a < a1 <2 and |z| > r.
Proof. For any |x| > 2+/n, by the definition of f, we get that 0(f,z,y) = f(x+y)+

fx —y) —2f(x) > 0 for all y € R% Therefore, My f(z) > 0 for all |z| > 2/n.
Hence the proof follows from (5.1.4). O

Applying Lemma 5.1.2 we obtain the following corollary. The proof would be
same as [50, Corollary 9.3] and thus omitted.
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Corollary 5.1.1. Given any o € [ag, 1] and i > 0 there is a function ® such that
(i) ® is continuous in R?
(ii) ®(x) =0 for x outside B, s,
(iii) ® > 2 for x € Qg, and
(iv) M; ® > —1)(x) in RE for some positive function 1 supported in 31/4.

Using Theorem 5.1.1 and Corollary 5.1.1 and repeating the arguments of [50,

Lemma 10.1] we arrive at the following result.

Lemma 5.1.3. There exist constants eg > 0, 0 < pu < 1, and M > 1 (depending
only on d,\, A, v, ), such that if

(i) u >0 in RY,

(i) info, u <1, and
(iii) M;u < g in Q, sz for some i >0,
then [{u < M} N Q| > p.

The above lemma is a key tool in obtaining weak-Harnack estimate. Combining

a Calder6-Zygmund type argument with Lemma 5.1.3 we obtain the following

Theorem 5.1.2. There exist constant € >0 , 0 < pn < 1, and M>1 (depending
only on d,\, A, v, ), such that if

(i) u >0 in R?
(i) info,u <1, and
(iii) M-u < & in Q, /5,
then
fuz M no<(1-p)f

for k € N. As a consequence, we have that
Hu>t}NnQ <kt Vit >0,

for some universal constant k, €.
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Proof. The case k = 1 follows from Lemma 5.1.3. Note that xk, = 1 implies M, =
M~ and thus from the arguments of Lemma 5.1.3 we can obtain the constants
(e1, My, pp) satisfying Lemma 5.1.3 with operator M~. We set £ = g9 A 1, M =
MV My and i = p A pp. Now using induction hypothesis assume that theorem is
true for m =1,...,k — 1, and denote by

A={u>M}InQ, B={u>M"1nQ.
Thus we only need to show that
A< (1= )18 (5.1.8)

Clearly, A ¢ B ¢ Q; and |A] < [{u > M} N Q)| < 1— ji. We show that if
Q == Qi,i(w0) is a dyadic cube such that

IANQl > (1- )9, (5.1.9)

then Q C B. where Q is a predecessor of Q. Then (5.1.8) follows from
48, Lemma 4.2]. Suppose that Q ¢ B. Take

Ze€Q suchthat w(z)<MF?L.

We consider the function
_u(mo + %y)
v(y) = Y=
Clearly, v > 0 in R? and info, v < 1. We claim that M; v < g in Q, v/d Where &g is
given by Lemma 5.1.3. Let & = zo+ QL:(: for some z € Qy, 5. Then simple calculation
shows that

1 LY
W(s(ua z, E) = 5(Ua xvy) )

and using (A1), we obtain

b ey L N (u, 2, ) (2 — a)(20)°

@y = e /Rd [yl ( lyl° )

_ AT (u, 2, o) ((2 —a)(2)°
ly|® ly[*

+o(2 1) ) |
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1 / Aot (u, 2, %) (2—a>
> —=
T ME Jgae ) lyl™

A (w3, ) <2—04 Ko 1)> dy
ly|?

+ — o(
lyle 21 T y|
> M v(z).

Thus we have the claim M; v < &g in Q, ;. Therefore, we can apply Lemma 5.1.3

to obtain
i < o) < MY 0 Q| = 24|{u(z) < M*} N Q|
implying
{u(z) < M*}n Q| > f[Q].
This gives us (5.1.9). This completes the proof. O

Remark 5.1.1. Note that the constants (&, M, fi) in Theorem 5.1.2 also work if we
replace M~ by M; for all 7 > 0.

By a standard covering argument we obtain following result

Theorem 5.1.3. Let u > 0 in R, u(0) < 1, and M; u < &y in By. Then
Hu>t}NB| <Ct* for everyt >0,

where the constant C' and & depend only on (d, X\, A, a, ).

We conclude the section by proving a weak-Harnack estimate. It is referred in

the literature as Lc-estimate.

Theorem 5.1.4. Let u > 0 in RY and M~ u < Cy in By, 0 <r < 1. Then
[{u >t} N B,| < Cri(u(0) + Cor®)t™= for everyt >0,
for some constants C, e as in Theorem 5.1.3. In particular,
[ull o2,y < Cu(0) + Cor®).

Proof. Choose k € INU {0} satisfying 27% < r < 327%. Let v(z) = u(gz). Then
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from the calculation of Theorem 5.1.2 it follows that

- 1 o .
Mk U(l’) < %M U(ﬁl') <r CO m BQ.

Multiplying v with O] £ it follows from Theorem 5.1.3 (modifying the argument

a bit)

{v>t}NBs|<Ct™ t>0. (5.1.10)

Hence, by our choice of k, we get
Hu >t} N B,| < Cri(u(0) + Cor®)et.

The second conclusion follows by integrating both sides of (5.1.10) with respect to
t. O

5.2 Holder regularity
Using the results developed in Section 5.1, in this section we establish an interior
Holder regularity. The main theorem of this section is the following.

Theorem 5.2.1. Let u be a bounded continuous function defined on R® and satisfy
M+U Z —Co, M~ u S Co m Bl,

for some constant Cy. Then u € C7(B1) and

1
2
lullerzyy < Cllullioge) + Co),

where v, C' depend only on d, X\, \, o, .

We follow the approach of [50] to prove Theorem 5.2.1. Theorem 5.2.1 would

follow from the following result and a covering argument.

Lemma 5.2.1. Let u be a continuous function satisfying

m ]Rd, Mfu> -8, Mu<é inbB.

<u<

N | —
N | —
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Then there is a v > 0 (depending on A, X\, «v, ) such that uw € C7 at the origin. In

particular,
u(z) —u(0)] < Claf?

for some constant C'.

Proof. Following [50] We show that there exists sequences my and M satisfying
my < u < M in Bg-» and

Mk — myp = 8_’”{:.

Then the result follows by choosing C' = 87.

For k£ = 0 we choose my = —% and M, = % By assumption we have my <

u < My in the whole space R?. We proceed to construct the sequences M, and my

by induction. So by induction hypothesis we assume the construction of m;, M; for

7 =0,..., k. We want to show that we can continue the sequences by finding m.1
and Mk+1.
Consider the ball Bﬁ' Then one of the following holds
gk+1
[{u=> T}ﬂBsng = §|Bﬁ|’ (5.2.1)
My, +my, 1
|{u§7}ﬂ38k1ﬂ| > §|Bﬁ| (5.2.2)

Suppose that (5.2.1) holds. Define

o w(87Fx) — my
v(r) = (My—my) [y

Then that v(z) > 0in By and [{v > 1} N Buj| > 1Busl/2. Moreover, since M™u < €

in By, we get from the calculation in Theorem 5.1.2

g kg

— 9z87kle=) <« 95
() 28 < 2¢ in Bgr,

Mo <

provided we set v < a. From the induction hypothesis, for any 7 > 1, we have

(mk_- — mk) (mk_» — Mk—' + M, — mk) ‘ '
- (Mk]‘mw/z 2 <Mk—ink>/2 > —2-874+22>2(1-87),
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in Bg;. Thus v(x) > max{—2(|8z] — 1), —2(8**V7 — 1)} = —g(x) outside B.

Letting w(z) = max(v,0) we also see that
Mg w < Mgv+ Mo (5.2.3)

We claim that M3, 0~ < 22 in By, for all k, if we choose v small enough. For
x € By, since v~ (z) =0, we have 0(v™,z,y) =0T (v, z,y) =v (x+y)+v (z—y)
for all y € RY, and by (5.1.1),

_ Aot (v™,z,y) (2 -« Y
Mo~ (2) :/ ( q : ( - +8 )k@o(l/\y!)> dy.
R Yl Y|

If |y| < 1, then both 4+ y and « — y is in By so v~ (z +y) = v (z —y) = 0. This

gives us
_ viic+y +tv(r—y) [2—« o
N ( a g >’zoo<1/ry|>) dy
(ly>1) | |yl
gtez+y)+9 (z—y) (2—a o
SA/ ) y =y ( - +8¢ )k%o¢(1/|y|)> dy
{lyl>13 Y| Y|

IA

+ _
QA/ g (z+y) (2 a . 8(,3_a)k/€o(p(1)> dy
o=ty yl? |y[* |yl

Y Y — + —
§4A/ (327|y| ; 1)*2 Ozdy
{lyl>1} Y] [yl

S(B_O‘)kﬁ'/o 1

(T
|y| |y

+4A / (&0 _ 1) )y
{lyl>1}

:[1—|—[2.

Notice that the function f, = (327|y|" — 1)+1{|y|2i} decreases to 0 as 7 — 0.
Also, the function becomes integrable if we choose v < «. Thus for a small ~
we have [; < &. So we calculate [, We fix v < a — . Define the function
h(t) = log[(8" — 1)803=%)] for t > 0. Note that

gt

h'(t) =log8[— (o — B) + Vm] <0,
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for large t. So h(t) attends its maximum and

Wit)y=0 =8"—1= Ll
= = 'ya/ — ﬁ
Thus,
(r—a+p)t
ht) < - =0
maxe < ysup =g =0,

asy — 0. Thus using (A2) we can choose v small enough to satisfy Iy < &, uniformly

in k. This gives us the claim.

Using (5.2.3) we obtain M;,w < 4€ in B s, provided 7 is small enough. We also

| B1]
{w= 110 Byl > —*.

have

Given any point x € B%, we can apply Theorem 5.1.4 in B%(x) to obtain

Clw(e) +48)° = [{w > 1} 1 By (x)] > ;|B;| |

If we have chosen & small, this implies that w > 6 in Bé for some # > 0. Thus if we

let My 1 = My and my 1 = my + gw

, we have mp 1 < u < M,y in Bg-k-1 .
Moreover, My 1 — my1 = (1 —9/2)8 7% So we must choose v and 6 small and so
that (1 —9/2) = 8 and we obtain My, — myy; = 877D,

On the other hand, if (5.2.2) holds, we define

M —u(87 ")
U(I‘) o (Mk_mk)/2

and continue in the same way using that M*u > —&.

5.3 Harnack inequality

In this section and the next section we discuss Harnack’s inequality and boundary

Harnack inequality. This will be done for a smaller class of operators. Let & C &
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be the set of operators containing kernel function k£ satisfying

1
|y

2 —« 1

2—-«
A <|y|a + ¢( )> < k(y) <A (W + g0(|y|)> for some «a € (,2), (A4)

and ¢ is non-decreasing. The associated extremal operators are denoted by M*. In

particular,

~ ASt (u, x,y) (2 —« 1 Ao (u,x,y) (2 —« 1

M+ux:/ et +o(—) | — - +o(—) | dy,
) R |yl ly[* (Iy|) ly|? ly|* (|y|)

- AoF(u, x,y) (2—a 1 > A6~ (u, z,y) <2—a 1 )

J\/[ux:/ - +o(—) | = — +o(—) | dy.
D= o o W) T e

It is also evident that M~ u < M~u < M*tu < M*u. It should be observed that we
do not require weak lower scaling property on ¢ (compare with [109]). For instance,
o(r) = log(1 + r?) does not satisfy weak lower scaling i.e. there is no u > 0 so that
p(sr) 2 stp(r) for s > 1,7 > 0. But it does satisfy a weak upper scaling property

since for every s > 1,
1+ < (1+ TB)SB = p(sr) < s%p(r).
Since log(1 + r?) does not satisfy assumption (A2), consider

©(r) = min {7’5, log(1 + 7‘5)} .
Then it satisfies assumption (A2) and for s > 1,7 > 0 we have

@(sr) = min {sﬁrﬁ, log(1 + (ST’)B)}
1
= s” min {7“5, —5 log(1 + (87”)”6)}
s
< s” min {rﬂ,log(l + Tﬂ)} = s7p(r).
Here the last inequality follows from the fact that if ¢ < h, then min{f, g} <

min {f, h}, since log(1 + (sr)?) < slog(1 + r#) for s > 1,7 > 0, as previously

calculated.

Our main result of this section is the following
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Theorem 5.3.1. Let u be a non-negative function satisfying
Mbtu>—Cy, and M u<Cy inBs.

Then u(z) < C(u(0) + Co) for every x € By, for some constant C' dependent only
on \, A\, a, .

Proof. We again follow the idea of [50]. Dividing by u(0) + Cp, it is enough to
consider u(0) < 1 and Cy = 1. Fix £ > 0 from Theorem 5.1.4 and let v = . Let

t:=min{s : u(x) < hy(x) :=s(1 —|z|)77 for all x € By}.

Let 2o € B; be such that u(zg) = hi(xg). Let n = 1 — |x| be the distance of x
from 0B;. We show that ¢t < C for some universal C' which in turn, implies that
u(z) < C(1 — |z|)~7. This would prove our result.

For r = 1, we estimate the portion of the ball B, (z¢) covered by {u < @} and
{u> %} Define A == {u > @} Using Theorem 5.1.4 we then obtain

€

2
AN By| < (J‘ < Ct~*n,
u(xg)
whereas |B,| = wy(n/2)¢. In particular,
Hu > “(;CO) } N B,(zo)| < Ct~5|B,]. (5.3.1)

So if ¢ is large, A can cover only a small portion of B,(xy). We shall show that for

some 0 > 0, independent of ¢t we have

u(zo)

<
o< ™S

} N By(wo)| < (1= 0)[By|

which will provide an upper bound on ¢ completing the proof.
We start by estimating |[{u < @} N By, (x9)| for 6 > 0 small. For every

x € By, () we have

2 — o\ o\ 7
o) < hio) < 0 (252) < uta (1-5)
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with (1 — g) close to 1. Define

v(x) = (1 - g>_ u(zg) — u(z) .

Then that v > 0 in By, (20), and also M~v < 1 as M*u > 1. We would like to apply
Theorem 5.1.4 to v but v need not be non-negative in the whole space R%. Thus we
consider w = v* and find an upper bound of M~ w.

We already know that

N o) :/Rd Nt (v, z,y) <2—a +g0(1)> A (v,2,) (2—a o 1 >> ay

|y | |y | Y| |y| |y |«

<1

Therefore, for = € Be (o)

Mow(e) :/]Rd Ao (w, z,y) <2—0¢ o 1 )> A (w,m,y) <2—a o 1 )> a

|y| |y|« ly| |y| ly|« Y|

2 — 1
<14 2/ G ty) ( 25 go()) dy
RAN{o(a-+y)<0} | ] |l
—-(1-9 T2 - 1
< 1+2/ plebe ) = (L) Tulso) ( - +so()> dy.
B (v0-2) ] ] ]
2

(5.3.2)

So to find an upper bound we must compute the second expression. Let us consider
the largest value 7 > 0 such that u(z) > g, = 7(1 — |4z|*). There must be a
point x; € By such that u(ry) = 7(1 — |[4z[*). The value of T cannot be larger
than 1 since u(0) < 1. Also truncate g, and define g, = g1, which implies
u(z) > g,(x) > g-(x) for all z € R? and u(x1) = §,(z1) = g, (7). TShuS we have the
upper bound

[ ) (2 —a +90(1/|y|)> ay
Rd ly|@

|y|?

5_(§T7‘r17y> (2 -« >
< + o(1/|y|) | dy
/Rd g\ P
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0 (gr,x1,9) (2—04 ) 32 (2—« 1
< +p(1/]y dy+/ — | —— +t () | dy
[ (G + e v o \ o T

32y|? (2 —a Ko
< + —=¢(1) | dy + C, < Oy,
/31 ylt X lyl* [yl

for some constants C7,Cy dependent only on (d,«,¢), where we used following

inequality
Ge (@1 4+) + G (11 —y) = 20-(21) > 7 (2421 > = |21+ y)” — [4(21 — y)?) = 320y,

for y € By. Since M‘u(xl) < 1, we get using the above estimate that

/]Rd ) <2 =+ 90(1/|y|)> dy < C.

|y| |y|«

In particular, since u(z;) <1 and u(z; —y) > 0,

/Rd (u(z: +y) —2)" (2 —a 90(1/|y|)) e

|y|d ly|«

We use this estimate to compute the RHS of (5.3.2). Without any loss of generality
we may assume that u(zg) > 2, since otherwise t would not be large. We can use

the inequality above to get following estimate

2(2 - a)/ A(U(m +y) - (- g)fvu(xo)ﬁdy
R4\ B, (20-2) [yt
<2(2_a)/ (uar+aty=—m) =2 yrr—mle
- RNB g, (zo—=) ly + & — xq|dte |y|dte
2
< C(fr)~4=,

here we used the fact that y ¢ B%r(:vo — x) implies y ¢ B%«. Again, a simple

calculation gives
ly + 7 — < ly| + |z — 2]

< < 12(6r -1
vl 9] (6r)
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and using the monotonicity property of ¢,

ly+z—z1| 1
o/l e S
Dly+e—a) = (i)
@l prE=n

B

)<m(u9m ),

by (A1l). This gives us

|y|?

wlzi+r4+y—x1)—2)"
< oA Wlor vty =2) =27 4o )
R4\ B, (z0—z) ly + 2 — 1]
2
ly +x — a1 |" o (1/]yl)
[y o (1/ly+x— 21|

< Cho(Or) ™48 < C(6r)~

Thus we obtain from (5.3.2)

M- w < Cy(fr)~%* in B%(xo).

We apply Theorem 5.1.4 to w in Ber(20). Recalling that w(xg) = ((1 —9/2)77 —

Du(zg), we have

{ug“f“}mB&@w
_ ‘ w > u(xe)((1 — Z)V — ;)} N Bo: (o)

<o ((a- 97 1) uta + o) - 51 - 9|

Now let us choose 6 > 0 small enough (independent of ¢) to satisfy

1

C(or)' (1 =227 = 1) < |Bu(a0)].
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With this choice of 6 if ¢ becomes large, then we also have

1
C(Or)io~*=t—= < Z’B% (o),
and hence,
u(x 1
{u < <20)} N Bor (1‘0) < §|B%(Io)|
This of course, implies that
u(zo)
u > 5 ﬂB%«(xo) > o B, |,

but this is contradicting to (5.3.1). Therefore ¢ cannot be large and we finish the
proof. ]

We remark here that in the case of local operators, the Holder estimate is a
trivial consequence of the Harnack inequality. The Holder estimate does not follow
immediately from the Harnack inequality for a nonlocal operator. This is due to the
fact that the Harnack inequality requires u to be nonnegative in the whole space
R¢, not in a ball. Thus needed an investigation of u outside the balls.

Mimicking Theorem 5.3.1 we also obtain the following result which will be useful
to establish a boundary Harnack property. The following also known as the half

Harnack inequality for subsolutions.

Theorem 5.3.2. Let u be a function continuous in B, and satisfy

u(y)] lu(y)]
/R‘i eyl 0 /Rd T+ e (/) Y=

and
M+U Z —O() m Bl .

Then
u(z) < CCy,
for every x € B%, where the constant C > 0 depends only on (d,\, A\, a, ¢).
Proof. We follow the approach of [52] and Theorem 5.3.1. Dividing u by Cjp, it is

enough to consider Cy = 1. Also, without any loss of generality we may assume that
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u is positive somewhere in By. Otherwise, there is nothing to prove. As before we

consider the minimum value of ¢ such that
u(z) < hy(z) = t(1 — |z|)™*  for every x € By,

and find zo € By with u(zg) = hi(xo). Denote by n = 1 — |zo|, 7 = 1n/2 and
A = {u > u(xy)/2}. As shown in Theorem 5.3.1, we need to find an upper bound
of t.

By assumption, we have u € L'(B;) and thus

2
|AN By| < C‘ ) <Ot 'n?,

u(zo

whereas |B,| = Cn?, so if ¢ is large, A can cover only a small portion of B, () at

most. In particular,

5 < Ct B, (5.3.3)

{u > “(%)} N B, (o)

We define y
v(z) = (1 - Z) u(wo) — u(x)

for small § > 0, and observe that v > 0 in By, (x). Let w = v™. Repeating the
arguments of Theorem 5.3.1 we find, for z € B, (x9), that

2 —
M w(z) <1+ 2/ —AU(I —Zy> ( a
ReN{v(z+y)<0} Y| ly|

since v > 0 in By, (xo) and x € B, (x0), we will have x4y and 2 —y both in By, (zo)

; ¢<1/|y|>) ay.,

for all y € B%r. Now we need to estimate the integral on the RHS of the above.
Note that u need to be non-negative here and thus we can not apply the technique of
cut-off function as done in Theorem 5.3.1. So we use the integral condition imposed

on u.

u(x — (1 =9y o -«
M_w(x)SHQ/MB Alul@+y) = (1= 5)ulxo))” <2|y’a w(l/'y')) ay

[yl
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ut(z+vy) <2—a
§1+2A/ +¢(1/]y]) | dy
RI\Bgy |yl ly|*
lu(z)| ( 2 —«
< 1+2A/ bo(lr—y) ) dy.  (534)
R\Bgy () |z —y|* \ |z —y|*

Using |z — y| > % and |z| < 1 we obtain the following estimates
g Y 2

1 1 L [yt
ER S RV PR

SR N +<mwux—m>““
Tl eyl T ey

L L (o [1+2%] < c(or)-to—L__
— 1+ |y|d+a 2 — 1+ ’y|d+a )

and. since 14— < 1 ||
) Ey IR e

B
e =) < e (1 2ELY o)

p(1/|z = yl) < p(2/r0) < Ko(2/r0) (1),

giving us
1
7= (1 /le —yl)) !
_ 1 [w(l/kﬁ—yl) Lyl w(l/lfc—yD]
T (M | eyl Je—lt o1/l
1 o(2/0) (1) K
§1+M%ﬂwwml[ oy *“(”*u—m) ]
1 ——
§Q1+wwquwm1W)
= O T

for some constant C dependent on d,¢. Using these estimates in (5.3.4) we thus
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obtain

M~ w(z) < Cs(0r)" % in B%G(ZL'Q) :

Now we repeat the arguments of Theorem 5.3.1 and get a contradiction to (5.3.3)

if ¢ is large. This completes the proof. m

5.4 Boundary Harnack estimate

We prove a boundary Harnack property in this section for operators in & introduced

in Section 5.3. Being inspired from [147] we prove the following result

Theorem 5.4.1. Let Q C RY be any open set. Assume that there is xq € B% and
0 > 0 such that By,(xg) C QN B%. Then there exists 0 > 0, dependent only on
(d, v, 0,0, A\, \), such that the following statement holds.

Let uy,us € C(By) be viscosity solutions of

MF (auy + bug) > —d(|a| +1b]) in By NQ,

(5.4.1)
up=uy=0 in Bp\Q,
for all a,b € R, and such that

w>0 in RY /Wdy+/ [u:(y) dy =1. (5.4.2
e T 1Y T o) (5:42)

Then

Cuy < uy < Cuy n B%,

where the constant C' depends only on (d, a, o, o, A\, \).

Theorem 5.4.1 is bit stronger than the boundary Harnack principle. To see it
suppose that for some L € .Z we have Lu; = 0 in By N, in viscosity sense, and
u; = 01in By \ Q. Then clearly (5.4.1) holds for all a,b € R (cf. [50, Theorem 5.9]).
Furthermore, if (5.4.2) holds, then Theorem 5.4.1 gives us

Cil’U/Q S (51 S CUQ mn B% .

To prove Theorem 5.4.1 we need Lemmas 5.4.1 and 5.4.2 below.
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Lemma 5.4.1. Assume that uw € C(B;) and satisfies M u < Cy in By in viscosity

sense. In addition, assume that u > 0 in RY. Then

_uly) u(y) e
Jo T T = © (Bf “70) ’

where the constant C' depends only on (d, \, A, a, o).

Nl

Proof. We need few basic estimates. We show that there exists a constant x > 0

such that for any zq € B% and z € R? we have

|20 — 2|47 < k(1 + 2|47, (5.4.3)
w0 — 21*(p(1/ |0 — 21)) 71 < K(1+ 2l (0(1/121) 7). (5.4.4)

(5.4.3) is trivial since |xg + 2| < 1+ |z| implies |xg — 2|47 < 24F2(1 + |2]4t®). On

the other hand
1 (1 + |z|> 1
_ S ,
2] 2] ) |zo — 2]

o) = () )
= (14|;||z|>6¢<|%1_2|> |

1+ |z|

2|

implies

Thus

B8
(0 (120 — =)™ < s, ( ) (o (112" (5.4.5)

Let |z] < 1. Then using (5.4.5) we get

w0 — 21 (p(1/ |20 — 2) ™ < (14 2™ (p(1/ ] — 2])) !
<21+ [2™P) ((1/ | — 2[)) "
< 2" ((p(1/ |20 — 2])) ™ + |21 (p(1/|z0 — 20)) )
<2 (k4 2| (p(1/ | — 21) )
< 2% (1 + 1 2%)2((1/120) ")
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where £ = max {(p(1/2))71,1}. Here we use (¢ (1/|zg — 2])) ™' < (¢(1/2))7!, since
|zg — 2| < 2. Again, for |z| > 1, we use (5.4.5) to obtain

1+ |7

B
|xo—z|d<so<1/|xo—z|>>—1s<1+\z|>%( . ) (o (1/12])"
< 1e2%(1+ |21 ( (1/]2))
< K22 (1/121))
< 21+ |2l (1/]2])7).

This gives us (5.4.4).
Let x € CSO(B%) be such that 0 < y < 1 and y = 1 in B%. Let t > 0 be the

maximum value for which u > ¢y. It is easily seen that ¢ <infp, u. Since u and x

2
are continuous in By there exists x9 € By such that u(zo) = tx(zo). We also get

M~ (u — tx)(z0) < M u(zo) —tM x < Co+ Ct in By.

On the other hand, since u —ty > 0 in R% and (u — tx)(z¢) = 0, we also obtain
from (5.4.3)-(5.4.4)

M~ (u — tx)(20) = 2) /}R u(z) = x(2) ( 2- O‘|a + (1o — z\)> dz

lzg — 2|4 \|zg— 2

> 2(2 — a)/\/ Mdz

a |I’0 _ Z|d+a

N QA/ u(z) = tx(2) &

a |0 = 2[*(p(1/]xo — 2[))

u(z) — tx(2) ulz) = tx(2)
>2(2—a)rk /Rd Wdz o /Rd 1+ |Z’d(<ﬂ(1/\z|))_ldz

= </R St [ rz\dm/|zr>>—ldz> S

for some constants C7, Cy. Combining we get

= -cor s ([, e )

Nl
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and the result follows. ]
Using Theorem 5.3.2 and Lemma 5.4.1 we obtain the following

Lemma 5.4.2. Let Q C R? be any open set. Suppose there exists xo € B% and
0 > 0 such that By,(x9) C 2N Bi. Denote by D = B,(xp). Let w € C(By) be a

viscosity solution of

Mtu>—-Cy and M u<Cy in BN,
u=0 in B\ Q.

Assume in addition, that uw > 0 in R?. Then

supu < C (i%fu—FC'o) ,

B3
4
where constant C' depends only on (d,\, A, v, p, 0).

Proof. Since v > 0 in B; and Mtu > —Cy in By N {u > 0}, we have Mtu > —C,

in all of By. Thus, by Theorem 5.3.2 and a standard covering argument, we have

suuSC’/u(y)d—k/ u(y) d—i—C).
by (o et [ ot + O

Again, using Lemma 5.4.1 in the ball By,(z¢), we get

_uly) u(y) .
Je T f e S ()

where D = B,(x). Combining the previous estimates, the result follows. O

Finally, we prove Theorem 5.4.1

Proof of Theorem 5.4.1. Proof follows by following the arguments of [147, Theo-
rem 1.2] and using Lemmas 5.4.1 and 5.4.2. O
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Nonlocal Fisher-KPP model

One of the most celebrated reaction-diffusion models was introduced by Fisher [89]
and Kolmogorov, Petrovsky and Piskunov [117] in 1937 (popularly known as Fisher-
KPP model). Since then, it has been widely used to model spatial propagation or
spreading of biological species into homogeneous environments (see books [134, 138]

for a review). The corresponding equation is given by

(0, — vA)u(z, ) = au(l — %) in Qx(0,7), u(z,t)=0 ondQx[0,T],
where u = u(x,t) represents the population density at the space-time point (z,t),
v is the diffusion parameter, N > 0 is the carrying capacity of the environment.
Imposing the solution to vanish outside the domain {2 corresponds to a confinement
situation, for instance in a hostile environment. Various generalizations to the above
model have been studied both in bounded and unbounded domains.

However, it is recently observed that the heat operator may be too restrictive to
describe the spreading of species and for this reason a nonlocal operator may be more
useful than a local one, see for instance Berestycki-Coville-Vo [14], Humphries et al.
[103], Huston et al. [104], Massaccesi-Valdinoci [126], Viswanathan et al. [161]. On
the other hand, starting from the seminal work of Caffarelli-Silvestre [50] the theory
of fractional Laplacian has significantly expanded in many directions and there is a

large existing literature for this operator. The fractional Laplacian operators have

179
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been extensively used for mathematical modelling, for instance anomalous diffusion
[47,160], crystal dislocation [76], water waves [45]. However, there are other types of
nonlocal operators that are also of importance. For instance, relativistic operators
appearing in quantum mechanics [3,80], sum of fractional Laplacians of different
order appearing in the modelling of acoustic wave propagation in attenuating media
[163]. This calls for consideration of a general family of Lévy operators (including
the above mentioned nonlocal operators) for which a unified theory can be devel-
oped. This motivates us to study positive solutions to the following nonlocal logistic

equation

U(-A)u = au — f(z,u) — ch(x,u) in€,

u=0 inQ°,

where a,c € R, h represents the harvesting term and W(—A) denotes the class of
non-local operators which are generators of a large family of Lévy processes, known
as subordinate Brownian motions. These processes are obtained by a time change
of a Brownian motion by independent subordinators. We briefly recall the essentials

of the subordinate process which will be particularly used in this chapter.

Subordinate Brownian motion : A Bernstein function is a non-negative com-

pletely monotone function, that is, an element of the set

i
dan

B:{fEC’OO((O,oo)):sz and (—1) <0, forallnEN}.
In particular, Bernstein functions are increasing and concave. We will consider the

following subset
Boz{fEB: lifglf(x)zo}.

For a detailed discussion of Bernstein functions we refer to the monograph [150].
Bernstein functions are closely related to subordinators. Recall that a subordinator
{St}+>0 is a one-dimensional, non-decreasing Lévy process defined on some proba-

bility space (Qg,Fs,Ps) . The Laplace transform of a subordinator is given by a
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Bernstein function, i.e.,
Epsle™] = ™M@tz >0,

where ¥ € Bj. In particular, there is a bijection between the set of subordinators
on a given probability space and Bernstein functions with vanishing right limits at

Zero.

Let B be an R?valued Brownian motion on the Wiener space (Qu, Fw, Pw),
running twice as fast as standard d-dimensional Brownian motion, and let S be an

independent subordinator with characteristic exponent W. The random process
O x Qg > (wl,LUQ) — Bst(m)(wl) € Rd,

is called subordinate Brownian motion under S. For simplicity, we will denote a
subordinate Brownian motion by {X;}:>¢, its probability measure for the process
starting at x € R? by P,, and expectation with respect to this measure by E,. Note

that the characteristic exponent of a pure jump process {X;};>¢ is given by
W) = [ (1 costy-2)iu) d
RA\{0}

where the Lévy measure of {X;}:>0 has a density y — j(|y|), 7 : (0,00) — (0, 00),

with respect to the Lebesgue measure, given by
i) = [t e man),
0
where m is the unique measure on (0, co) satisfying [150, Theorem 3.2]
U(s) = /( )(1 — e *Hm(dt).
0,00

In particular, we have
[P A1) s ay < o
Rd
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The operator — W(-A) is defined by

VA @) =5 [ e+ o= =2 @iy (601)

= [ (e +) = £@) = Ly - DI

which is classically defined for f € CZ(R%). Also, — ¥(~A) is the generator of the
strong Markov process {X;}:>o we introduced above.

In this chapter, we impose the following weak scaling condition on the subordi-

nators.
There are 0 < k1 < kg < 1 < by such that
1 < K2 (A1)
(R) < (R)§b1<R) for 1 <r < R< oo,
by \r U(r) r
and,
there is by > 1 such that j(r) < byj(r+1) forr > 1. (A2)

There is large family of subordinators that satisfy (A1) (see [32,112]). Moreover,
any complete Bernstein function (see [150, Definition 6.1]) satisfying (A1) also sat-
isfies (A2) ([113, Theorem 13.3.5], [114]). The conditions (A1)-(A2) are imposed
throughout this chapter without any further mention. It is also helpful to keep in

mind that for any ¢ > 0 we have

forO0<r<e,

where the comparison constants might depend on ¢ and whenever (A1) holds for all

R > r > 0 then we may take ¢ = oo (see [42]).

Example 6.0.1. Some important examples of complete Bernstein functions ¥ sat-
isfying (A1) are given by
(i) U(z) =22, a € (0,2], with k; = Ky = &;
(i) U(z) = (z + m¥*)¥2 —m, m >0, a € (0,2), with k; = Kz = &;
(i) ¥(z) =22+ 22 a,B € (0,2], with k; = 2 A £, and k, =

5.
sV 35
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(iv) (x) = 2*(log(1 + x))%/2, a € (0,2], B € [0,a) with k; = 25 and k, = &;

(V) \If(a:) = a:a/Q(log(l +-’B>)ﬁ/27 a € (072)7 6 S <072 - 05)7 with Ki = % and

Corresponding to the examples above, the related processes are (i) §-stable subordi-
nator, (ii) relativistic §-stable subordinator, (iii) sums of independent subordinators

of different indices, etc.

In connection to the examples above, the related — W(~A) operators are (i) §-
fractional Laplacian, (ii) §-relativistic operator, (iii) sum of fractional Laplacians

etc.

One of our main goals is to study existence and multiplicity of solutions for
different values of a and ¢. For W(-A) = —A similar problems have been studied
widely in literature (cf. [55,56,66,71,99,118,139,153]). But for nonlocal situation
there are only few results and to the best of our knowledge, all of them consider the
case W(-A) = (—A)*?, the fractional Laplacian (cf. [17,47,61,125,143]). Our results
not only generalizes the existing works but also introduces several new methods.
Recently, there have been quite a few works studying pde involving W(-A) (cf.
28,30, 32, 33,40, 109-112]). We also mention the recent work Biswas-Lorinczi [34]
where several maximum principles and generalized eigenvalue problems for ¥(-A)
have been studied. Our novelty in this work also comes from the study of the long

time asymptotic of the parabolic pde

(0 —V(-A)u+au— f(x,u) =0 inQx][0,T),
u(z, T) = up(x) and u(x,t) = 0 in Q° x [0,T].

We use several potential theoretic tools to establish this long time behaviour.

Before we conclude this section let also also mention another type of nonlocal
kernel, known dispersal nonlocal kernel, widely used to model nonlocal reaction-
diffusion equations ( cf. [14,53,95,104] and references therein). It should be noted
that dispersal nonlocal kernels are quite different from the nonlocal kernels of ¥(-A)

and therefore, the proof techniques involved in these models are different from ours.
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6.1 Preliminaries

In this section we introduce the relation between viscosity solution and the Green
function representation. We also gather few results which will later be used to prove

our main results.

The viscosity solution of
UV(A)u=f in€Q, and uwu=0 inQ°, (6.1.1)

can be represented using Green function and this representation is going to play a
key role in this chapter. Let us recall few notations from Chapter 1 to introduce

this representation. Let T be the first exit time of X from 2 i.e.,
T=inf{t >0 : X; ¢ Q}.
We define the killed process { X!} by
XP=X, ift<t, and X'=0 ift>rn,

where 0 denotes a cemetery point. X’ has transition density pq(t,z,y) and its

transition semigroup {P};> is given by
P2 1) = ElF(X0 ] = [ oot o (6.1.2)
The Green function of X* is defined by
G, y) = /Ooopg(t,:t,y) dt.
Then the solution of (6.1.1) can be represented as (see [26, Section 3.1],[112])
o) =310) = [ wanrmar=e. | [ 1ooal. 613

where the last equality follows from (6.1.2).
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For some of our proofs below we will use some information on the normalized
ascending ladder-height process of { X/ };>¢, where X} denotes the first coordinate of
X;. Recall that the ascending ladder-height process of a Lévy process {Z; };>¢ is the
process of the right inverse {Z Lot }>0, where Ly is the local time of Z; reflected at its
supremum (for details and further information we refer to [18, Chapter 6]). Also,

we note that the ladder-height process of {X/};>¢ is a subordinator with Laplace

- 1 [ log ¥(x?y?)

exponent

Consider the potential measure V(x) of this process on the half-line (—oo,z). Its

Laplace transform is given by

o 1
/ V(z)e ™ dor = ——, s>0.
0 s\U(s)

It is also known that V' = 0 for x < 0, the function V is continuous and strictly
increasing in (0,00) and V(oco) = oo (see [92] for more details). As shown in
[41, Lemma 1.2] and [42, Corollary 3], there exists a constant C' = C(d) such that

<COVU(r 3, r>0. (6.1.4)

This function V' will appear in several places of this chapter. Let us recall the

following up to the boundary regularity result from [112, Theorem 1.1 and 1.2]

Theorem 6.1.1. Assume (A1)-(A2) and f € C(S2). Let u be the solution of (6.1.1).

Then for some constant C', dependent on d, €, ¥V, we have
lullcey < Cllfllzee(, (6.1.5)

where ¢ = W(r~2)"2 and

lu(x) — u(y)
||u||C¢’ Q) = HUHCQ + sup @ —f—
&) @ z,yeQ,z#y gb(|:p—y|)
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Furthermore, there exists o, dependent on d, ), V¥, satisfying

< Cllfllze), (6.1.6)

‘ ’ ;

V(da) HCa(Q)

where dq denotes the distance function from Of).

Using (A1), ¢(r) < rr*t for r < 1, for some constant s, and thus, it follows
from (6.1.5) that u is k;-Holder continuous upto the boundary. (6.1.6) provides a
fine boundary decay estimate and this should be compared with the results in [144].

Our next result is the Hopf’s lemma which we borrow from [34, Theorem 3.3].

Theorem 6.1.2. Let u € Cy(RY) be a non-negative viscosity solution of
—V(-A)u+c(z)u <0 in,

where ¢ is a bounded function. Then either u = 0 in R? oru > 0 in Q. Furthermore,

if u> 0 in ), then there exists n > 0 satisfying

>n forxzeQ. (6.1.7)

To introduce our next results we required the principal eigenvalue for the oper-
ator — W(~A) +c where ¢ is a continuous and bounded function in . The principal

eigenvalue is defined in the same fashion as in [16] and given by

M) = sup{A : 3¢ € Cp () such that — V(-A) ¢ + (c(z) + Ay < 0in Q}.
(6.1.8)
Note that for ¢ = 0 we have A(0) = ;. Next we recall the following refined maximum

principle from [34, Theorem 3.4 and Lemma 3.1].

Theorem 6.1.3. Suppose that \(c) > 0 and v € Cy(R?) be a solution to
—V(-A)v+cw>0 nQ, v<0 inQ"

Then we have v < 0.
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Again, if w € Cy(R?) is a solution to
—UA)w+ (c(z) + Me)w >0 nQ, w<0 nQ w(xy) >0,

for an xg € Q, then w = tp* for some t > 0, where ¢* denotes the positive principal

eigenfunction corresponding to A(c).

The next result is an anti-maximum principle which is slightly stronger than
[34, Theorem 3.5].

Theorem 6.1.4. Let f € C(Q) and f < 0. Then there exists a 6 > 0 such that for
every A € (A(c), N(c) +6) if u is a solution of

—V(A)u+(c(x)+Nu=f nQ, and u=0 nQ°, (6.1.9)

then supq, % < 0.
Proof. Using [34, Theorem 3.5] we have a d; > 0 such that for any A € (A(c), A(c) +
d1) if u is a solution to (6.1.9) then u < 0 in Q. Now suppose, on the contrary, that
the conclusion of the theorem does not hold. Then we find a sequence of 9, — 0
and solution wu,, < 0 satisfying
—— = 0. 6.1.10

WV Gale) (0:1:10)

First we observe that ||u,||p~ — 0o as n — oo. Otherwise, using the argument of

Step 1 in [34, Theorem 3.5] we obtain a solution u < 0 of
—V(-A)u+ (c(xr)+AN)u = f(x) inQ, u=0 inQ°.

In view of Theorem 6.1.3, we must have u = tp* for some t < 0, where ¢* is the

positive Dirichlet principal eigenfunction of — W(-A) +c in . This is not possible

since f # 0. Thus we must have ||u,||p~ — oo. Define v, = Tt Then the

argument of Step 2 in [34, Theorem 3.5] gives us

v tp*
max " — Ld — 0, asn — oo,

o V(da(z)) V(da(r))
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for some ¢t < 0. Combining with (6.1.10) we must find a point zy € 992 such that

V“&(ﬁg)) = 0. But #*Q) can be continuously extended in Q (by Theorem 6.1.1) and

the extension is positive in Q, by Theorem 6.1.2. Thus we arrive at a contradiction.

Hence we have a § > 0 as claimed by the theorem. O]

Before we conclude this section let us also mention the following implicit function

theorem from [70, Appendix|. In the following theorem X, Y denote Banach spaces.

Theorem 6.1.5. Let (sg,ug) € R XX and F : R x X — Y be continuously differen-
tiable in some some neighbourhood of (sg,up). Assume that F(sg,ug) = 0. Suppose
that F,(so,uo) is a linear homeomorphism of X onto Y. Then there is exactly one
C! function z : (so— ¢, 50 +¢€) = X with z(sg) = 0 satisfying F(s,ug+ 2(s)) =0 for

s € (sg — €, 80 + €) where € is some positive number.

6.2 Logistic equation with harvesting

Let © € R? be a bounded C*! domain. For positive constants a, c we consider the

following nonlocal logistic equation with a harvesting term

U(-A)u = au — f(z,u) — ch(x,u) in€,
w>0 inQ, (6.2.1)

u=0 1inQ°,

where f : Qx[0,00) — [0,00), h : 2x[0,00) — [0, 00) are given continuous functions

satisfying

s — f(x,s), h(x,s) are continuously differentiable, f(z,0) = fs(x,0) = 0,
d [f(x,s) f(z,s)

— > (0 for s >0, lim inf =00, (A3)
ds S

5§—00 £ S

and h is bounded with max h(x,0) > 0.
Q

The goal of this section is to study the positive solutions of (6.2.1). A typical
example for f is b(z)u? where b in a positive continuous function. By a solution of

(6.2.1) we mean viscosity solution. As well known, existence of solutions to (6.2.1)



Chapter 6. Nonlocal Fisher-KPP model 189

is closely connected with the principal eigenvalue of the operator — W(-A). It is
also known that there are only countably many eigenvalues 0 < A\; < Ay < A3 — 00

satisfying (see [33])
—VU(=A)op+ A, =0 inQ, and ¢,=0 inQ°

The first eigenvalue \; is simple and ¢; > 0 in 2. The principal eigenvalue \; also

satisfies a Berestycki-Nirenbarg-Varadhan [16] type characterization, that is,
A =sup{A : 3¢ € Cp4(Q) such that — V(-A) ) + A < 0in Q}, (6.2.2)

where Cj, 1 (§2) denotes the collection of all bounded, non-negative continuous func-
tions on RY that are positive inside €. Let us start with the main comparison

principle required in this section.

Lemma 6.2.1. Suppose that g : Q x [0,00) = R is a continuous function, locally

Lipschitz in its second argument uniformly with respect to the first, such that

g9(z,s)

S

is strictly decreasing for s > 0

at each x € Q. In addition, also assume that g(x,0) = 0 and gs(x,0) is continuous
in Q. Let u,v € Cy(R?) be such that

1. —V(-A)v + g(z,v) <0< glz) = —V(-A)u + g(z,u) in Q, where g is a
continuous function.
2.0>0,u>01inQ andv>u=01in Q°.
Then we have v > u in RY.

Proof. Let o = sup{t : tu < vin Q}. Clearly, o < co. Also, o > 0. Note that by

Hopf’s lemma, Theorem 6.1.2, we have

B V) ="
and by (6.1.6)
o v<5(<)>>’ <m (6.2.3)
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for some n; > 0. Thus for some small ¢, > 0 we would have v > tyu in €2, giving us

0 > to > 0. To complete the proof it is enough to show that ¢ > 1. On the contrary,

we suppose that o < 1. Let w = pu. Since &S’S) is strictly decreasing for s > 0 we
have
x, ou
—VU(A)w+ g(r,w) = =V (-A)w + 2l QQ )Q
> o[- V(A)u+g(z,u)] >0 inQ, (6.2.4)

Applying [50, Lemma 5.8] we then have
~W(A) o —w) + gl 0) — gl w) <O in

which in turn, gives

WA (v —w) + (9(“"“) - 9“”’“”) (v—w) <0 inQ.
v—w
Applying Hopf’s lemma, Theorem 6.1.2, we have either v — w = 0 in R? or

v(z)—w(x)

V(00 (@)
second option holds, then using (6.2.3) we can find ¢; > 0 satisfying v —w > tju in

infg > 7. The first option is not possible due to (6.2.4). Again, if the
Q) implying v > (9 + t1)u in Q. This contradicts the definition of p. Hence we must
have o > 1. O

Before we state our first main result we recall the notion of stability for a solution

u to the boundary value problem

—VU(A)u+g(x,u) =0 inQ,

(6.2.5)
u=0 1in Q°.

A solution u of (6.2.5) is said to be a stable solution if the Dirichlet principal eigen-
value of the operator — W(-A) +g4(z, u) is positive, otherwise we say u is an unstable
solution. Let us now state our first main result that is obtained in [36] which is about

the logistic equation (i.e., h = 0).
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Theorem 6.2.1. The logistic equation

U(-A)u =au— f(z,u) in,
w>0 inQ, (6.2.6)
u=0 1inQ°,

has no solution for a < Ay and has exactly one solution v, for a > \;. Furthermore,

the function (A1,00) 3 a — v, is continuous, increasing and v, is stable.

Proof. Recall that (A1, ¢1) is the Dirichlet principal eigenpair, that is,

CW(A) @1 + Moy = 0in Q,
CA) o1+ A (6.2.7)
(,01:()11’196.

Suppose that a < A; and v is a positive solution of (6.2.6). Then

—V(-A)v+av = f(x’mv >0 in{

[

f(z,s)

S

we get v < 0 in R? which is a contradiction.

since > 0 for s > 0. Applying the refined maximum principle Theorem 6.1.3

Similarly, if v is a positive solution with a = Ay, we obtain — W (-A)v + \jv =
f(zv)

t > 0 which would imply

v > 0 in 2. Applying second part of Theorem 6.1.3 we have v = typ; for some

—U(-A) 1+ Mpr =t Hf(x,tp1) =0 inQ,

giving us

—f(z,tp1) =0 inQ.

This is not possible since tp; > 0 in 2. Thus we have established that no positive

solution is possible for a < A;.

Next we consider the case where a > \;. Existence of solution would be proved
using a standard monotone iteration method. To do so we need to construct a

subsolution and supersolution. Let u = k¢, where k € (0,1). Then we obtain from
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(6.2.7) that

—V(-A)u+au— f(z,u) = (a— X )u— f(z,u)

:u<(a—)\1)—jw> in Q.

Since by mean value theorem @ = fs(x,r) for some r € (0,q) and fs(x,0) = 0,

by choosing k£ small we would easily have
f(l‘, kgpl) .
—\) = Q.
((a 1) For >0 in

Thus we obtain a subsolution u. Again, since

x,S
lim inf f(zs) = 00,
S§—00 ) S

there exist large M > ||lul|c(q) satisfying % > q for all x in Q. Fixing v = M we

get
—VU(-A)v+av— f(z,v) <0 in.

Thus v is a super-solution. Now the existence of a solution is standard using
monotone iteration method. Let us just sketch the argument. Define H(z,u) =
au — f(x,u) and let @ > 0 be a Lipschitz constant for H(z,-) on the interval [0, M],
ie.,

|H(z,q1) — H(7,q2)| < 0lqy — qo| forqi,q2 € [0, M], x €Q.

Now consider the solutions of the following family of problems:

—U(-A)u" — ot = —H(z,u") — Ou™ z € Q,

Wt =0 2 €,

with u® = u. It is standard to check that u® < u! < v? < --- < v. Applying
Theorem 6.1.1 and Arzela-Ascoli thereom it can be shown that the sequenece con-

verges uniformly in R? to a limit v, > u and v, is a viscosity solution to (6.2.6).
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See [28, Lemma 3.3] for more details. Uniqueness of solution to (6.2.6) follows from
Lemma 6.2.1.

Next we prove stability of the solution v, for a > \;. Note that given as > a; >
A1 we have
U(-A) vy, > a10q, — f(2,04,) in Q.

Therefore, by Lemma 6.2.1, we have v,, < v,,. Again, due to Theorem 6.1.1, it can

easily be shown that a — v, is continuous.

Fix a > Ay and define w = (1 + h)v, for h > 0. Since
(14 h)f(z,s) < f(z,(L+h)s) fors>0, ze,

we have
—V(-A)w +aw — f(z,w) <0 in Q.

Using [50, Lemma 5.8] we then obtain

- \Ij(iA)(hsz + a(hva) - f(CL’, w) + f(l’, va)
= —V(A)(w—1v,) —alw —v,) — f(x,w) + f(x,v,) <0 in Q.

Dividing by h on both sides we get

[z, w) — f(,v,)
hv,

— VU (-A)v, + av, — v, <0 in .
Letting A — 0 and using the stability property of viscosity solutions [50, Lemma 4.5]

we obtain
— U (-A)v, + avy — fs(x,v,)v, <0 in Q.

Then it follows from (6.1.8) that the principal eigenvalue A* of the operator
—U(-A) +a — fs(z,v,) is non-negative. Now suppose A* = 0. Then from the proof
of [34, Theorem 3.2] (see the last part of the proof) we get that v, is a principal

eigenfunction i.e.,

— VU (-A) v, + av, — fs(x,v,)v, =0 in Q.
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Combining with (6.2.6) we have f(x,v,)v, = f(z,v,) for all z € Q. But by (A3)
we have sfs(x,s) — f(z,s) > 0 for all s > 0. Thus we have a contradiction, giving

us A* > 0. This completes the proof. O]

When U(-A) = —A, Theorem 6.2.1 is well known. See for instance Oruganti,
Shi and Shivaji [139, Theorem 2.5]. For ¥(-A) = (—A)¥? (i.e., the fractional
Laplacian), similar result (without stability analysis of solutions) is obtained recently
by Marinelli-Mugani [125, Proposition 4.2] using a variational technique (see also
Chhetri-Girg-Hollifield [61, Theorem 2.8]). We also refer to the work of Berestycki,
Roquejoffre and Rossi [17, Theorem 1.2] which establishes a similar result for the
fractional Laplacian for a periodic patch model in R%. We not only obtain uniqueness
of solutions but also establish the result for a large class of Lévy operators. It should
also be noted that we work in the framework of viscosity solution and therefore, the
standard variational technique (as used in [17,61,139]) does not work here. Also, our
approach is quite robust in the sense that it can also be applied to non-translation
invariant operators and non self-adjoint operators.

For the remaining part of this section we consider the equation with the harvest-

ing term h:

U(-A)u = au — f(z,u) — ch(x,u) in€,
w>0 inQ, (6.2.8)
u=0 1inQ°,

where h satisfies the conditions in (A3). We will study the existence of positive

solutions. Note that we allow h to depend on u. One such popular example is

_S_
1+s?

particular function. The case h(x,s) = h(x) is known as constant yield harvesting.
Letting F(z,u) = au — f(x,u) — ch(z,u) in (6.2.8) we see that F(z,0) < 0. Such
problems are known as semipositone problems, see [55,56, 71, 153] and references
therein. When W(-A) = —A, existence and multiplicity of solutions to (6.2.8) have
been widely studied; see for instance, Korman-Shi [118], Oruganti-Shi-Shivaji [139],
Costa-Drabek-Tehrani [66], Girao-Tehrani [99] and references therein.

We start with the following lemma about non-existence.

the predation function h(zx,s) = although our approach does not cover this
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Lemma 6.2.2. The following hold.

(i) If a < A1 and ¢ > 0 then equation (6.2.8) has no non negative solution except

u =0 when ¢ = 0.

(i) Suppose that infcpo k) h(-,s) > 0 for any K > 0. Then for a > Ay, there exists
M > 0 such that equation (6.2.8) has no nonzero non-negative solution when
c> M.

Proof. First we consider (i). Note that
—V(-A)u+au= f(x,u) + ch(z,u) >0 in .

Then the arguments of Theorem 6.2.1 shows that there is no non-negative u satis-
fying above equation when a < \;.

(ii) Fix @ > A;. We will prove theorem by contradiction. Assume that there
exists positive increasing sequence ¢, — oo and solution u, > 0 to (6.2.8). We

claim that for any non-negative solution u to (6.2.8), we have
Jull L= < K, (6.2.9)

for some K and all ¢ > 0. Since lim,_, o, inf,cq @ = o0 there exist large K > 0

such that w > a for all x in €2. Taking v = K we get

—V(-A)v+av — f(z,v) =aK — f(x, K)

:K<a—f(a;’(K)> <0 inQ.

So v is a super-solution. Thus
—V(-A)v+av — f(z,v) <0< ch(z,u) = =V (-A)u+au— f(z,u) inQ.

Using Lemma 6.2.1 we obtain (6.2.9). Now dividing both sides of (6.2.8) by ¢,, we

have

_W(-A) (“”) fotn @) i h(as)

Cn, Cp, s€[0,K]
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< —W(A) (%>+au”—fw+h(x,un):o inQ.

Cn Cn Cn
Since *& and @ converges to 0 as ¢, — oo we get from above that
mingepo,x) ~(, s) = 0 which is a contradiction. Hence the result. O

Next we prove existence of solution for small values of c.

Lemma 6.2.3. Fiz a > \;. Then there exist ¢; such that for ¢ € (0,¢;) equation
(6.2.8) has a solution u satisfying u > mpBe; where m, 5 are independent of ¢ €

(0,01).

Proof. We will prove existence of a positive solution using a monotone iteration

method. Let v be the unique solution of

U(-A)v=1 1inQ,
v=0 inQ°.

From maximum principle it is evident that v > 0 in 2. Also, recall the principal

eigenfunction ¢; from (6.2.7). Using Theorems 6.1.1 and 6.1.2 we obtain that

v(z) ‘ e1(z)
e S Gy S Q 0. 6.2.10
‘V(%(:c)) ST RS Gy S B TS T s > (6.2.10)
Thus
p1(x) > 220(33) re.
1

Taking £(f) = (1 — B):2 we get @1 —ev = Bp1. Define ¢ = m(¢p1 — ev). Note that
¢ > mpp;. Now

- \P(*A) ¢ + CL¢ - f(]?, ¢) - Ch(l’, ¢) = _/\lm(pl + me + a(b - f(l’,¢) - Ch(l’, (b)
> —Aﬁw ap — f(z,6) + me — cl|h] 1=

> <a—21— f(:;’(b>>¢—|—me—cHhHLoo.
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Now choose g € (%, 1) and then choose m small so that

A
f(i;gb) <a- FI in €.
Then for any ¢ < m||h|;xe = ||h||;=(1 — B)2m = ¢; we have

m

—V(-A)p+ap— f(x,¢) —ch(x,¢) >0 inQ.

Thus we have a subsolution for all ¢ < ¢;. Again, as shown in Lemma 6.2.2, we
can choose a K to serve a supersolution. Then using a standard monotone iteration
method (same as in Theorem 6.2.1) we can obtain a solution u to (6.2.8) satisfying
u > . O

Using Lemmas 6.2.2 and 6.2.3 we obtain the following.

Theorem 6.2.2. Suppose that a > Ay and infscp g (-, s) > 0 in Q for every K > 0.

Then there exists co > ¢ such that

(i) for 0 < ¢ < ¢, (6.2.8) has a maximal positive solution uy(x,c) such that for
any solution v(x,c) of (6.2.8) we have uy > v. Furthermore,

Clg&“m(-, ¢) — Vallc@) = 0; (6.2.11)

(ii) for ¢ > ¢o, (6.2.8) has no positive solution.

Proof. (i) From Theorem 6.2.1, we know that (6.2.6) has a unique positive solution

v, when a > A;. Let u be any nonnegative solution of (6.2.8). Then
—V(-A)v, + av, — f(x,v,) =0 < ch(z,u) = =V (-A)u+au — f(x,u) in .

Since u = v, = 0 in Q°, using Lemma 6.2.1 we have that v < v, in R% Thus
whenever (6.2.8) has a nonnegative solution for some ¢, we can construct maximal
solution of uy(+, ¢) for the same parameter ¢ as follows: we take v, as a supersolution
of (6.2.8), any solution u as a subsolution, and start the monotone iteration sequence

starting from v,. Then we obtain a solution u; in between v, and wu; in particular,
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up > w. Since u can be any solution, the limit of the iterated sequence starting from

v, 18 the maximal solution.
¢o = sup{c > 0: (6.2.8) has a solution with thisc}.

From Lemma 6.2.3 it is clear that ¢, > ¢;. Now we show that for any ¢ € (0, ¢,),
(6.2.8) has a solution. Then from previous argument we can construct maximal
solution for any ¢ € (0,¢,). Fix ¢ € (0,¢,). By definition of ¢, we can find ¢ > ¢

such that (6.2.8) has a solution u for ¢’. This also implies
—V(-A)u+au— f(x,u) —ch(z,u) >0 in.

Since v, > wu using a monotone iteration argument we can find a solution for the

parameter c. Now to show (6.2.11) we observe from Lemma 6.2.3 that for ¢ € (0, ¢;)
mper < uy(z,c) <wv, in Q. (6.2.12)

Applying Theorem 6.1.1 we see that the family {u; (-, ¢)}e<e, is equicontinuous and
any limit point £ € C(RY) ,as ¢ — 0+, would solve

U(-A) ¢ =aé — f(z,€) in Q.

From (6.2.12) it follows that & > 0 in . Thus, by Theorem 6.2.1, { = v,. This
gives us (6.2.11).

(ii) follows from the definition of c.. O

We obtain the following bifurcation result for equation (6.2.8).

Theorem 6.2.3. Suppose that a > Ay and infscp g (-, s) > 0 in Q for every K > 0.
Then the following hold.

(i) There exists a positive constant c, such that (6.2.8) has a mazimal solution

uy(z, ) for e < co.

(ii) There is no solution for ¢ > c,.
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(iii) There exist positive ,¢ such that for every a € (A, A\ + &) there exists a
solution uy(z,c) to (6.2.8) for each ¢ € (0,¢) and us < uy. Furthermore,

lime o1 ||ua(:, ¢)|lo@) = 0.

(iv) There exists ¢ € (0,¢) so that for any a € (A, \1 +9), uy,uy are the only
solutions to (6.2.8) for 0 <c < ¢ .

Proof. (i) and (ii) follows from Theorem 6.2.2. So we consider (iii). The main idea
of this proof is to use Theorem 6.1.5 but due to lack of appropriate Schauder type
estimate we can not apply the theorem on the forward operator. Recall the Green

operator G associated to the Dirichlet problem (6.1.1), that is,

Sf(x) = /QGQ(;,;,y)f(y) dy = E, [/OTf(Xt)dt] : (6.2.13)

In view of (6.1.5), G : Cp(2) — Cp(R?) is a compact, bounded linear operator.
By Cy(Q) we denote the space of all continuous functions in Q vanishing on the
boundary. Now extend i on Q x R by defining h(z, s) = h(x,0) 4 shy(x,0). Then
s+ h(x,s) is C'. We define F : R x C(Q2) — Cp(Q2) by

F(c,u) = G(au — f(x,u) — ch(z,u)) — u.

Since G is linear, it is clear that F' is continuously differentiable in a neighbourhood

of (0,0). In particular,
DF(c,u)(ci,w) = G(aw — fs(z,v)w — c1h(x,u) — chs(z,u)w) — w.

Also, F(0,0) = 0. Define Tw = F,(0,0)w = G(aw) — w. It is clear that T is
a bounded linear operator. Furthermore, Tw = 0 implies §(aw) = w giving us
w € Cy(2) and — V(-A)w + aw = 0. Since a is not an eigenvalue, we must have
w = 0. Thus T is injective. Since G is compact, by Fredholm alternative on Banach
spaces T is also surjective and 7! is also bounded linear. Therefore, we can apply

the implicit theorem Theorem 6.1.5 to obtain a C' curve (¢, 2(c)) in (—¢,¢), with
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2(0) =0 and F(c,z(c)) = 0. In other words,

U(-A) z(c) = az(c) — f(z,2(¢c)) — ch(x, z(c)) in ),

0 mor (6.2.14)

To complete the proof we only need to show that there exists ¢ such that z(c¢) > 0
in Q. Considering ¢ = 0 and f(z) = —h(x,0) in Theorem 6.1.4 we choose the
corresponding ¢ from Theorem 6.1.4. Fix a € (A1, A\; +§). Since ¢ — 2(c) is C* we
have ﬁ”z(c)“c(g) < K for some K and all small c. Defining U. = * we obtain from
(6.2.14) that

V(-AYU,=aU,— F.(x)U, — h(z, z(c in 2,
() (@)U, — b(a,2(0) 6215
U.=0 in Q°,

where F.(z) = % Note that the rhs of (6.2.15) is uniformly bounded for all ¢
small. Thus applying Theorem 6.1.1 we find that {U.}, {%} are uniformly Holder
continuous in 2. In particular, the sequences are pre-compact. Now suppose that
there exists ¢, — 0 such that z(¢,) # 0 in . Then we can extract a subsequence

ny satisfying
su b — — 0,as ng — 0, 6.2.16
P V(o) ~ ViBalo) ’f (6:2.16)

for some W € Cy(Q2). Furthermore, from the stability property of viscosity solution
[50, Corollary 4.7] we obtain

UEAYW =aW — h(z,0) inQ, W=0 inQ°

Using Theorem 6.1.4 we have W > 0 in 2 and infg % > (0. From (6.2.16) we
then have U, > 0 in (2 for all large nj, which contradicts the fact z(c,) % 0 in 2

for all n. Hence we can find ¢ > 0 such that uy(c) = z(c) > 0 in Q. Moreover,

Jim @) ooy = 0

(iv) Suppose, on the contrary, that there exists a sequence ¢, — 0 and solutions

v(+, ¢p) of (6.2.8) corresponding to ¢, and v(-, ¢,,) # ui(+, ¢,) and v(-, ¢,) # ua(+, ¢n).
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To simplify the notation we denote by v" = v(-,¢,), ul = ui(-, ), uy = us(-, cp)-
Since, by Theorem 6.1.1, {v"} is equi-conitnuous, from Theorem 6.2.1 one of the

following hold.
(a) There exists a subsequence {n;} satisfying ||[v™ — v,||c) = 0, as ni — oco.
(b) There exists a subsequence {n;} satisfying ||v"* /¢ = 0, as n, — oo.

We arrive a contradiction below in each of the cases. Consider (a) first. Since uf is

the maximal solution we have v" < u} < v,. Thus, by Theorem 6.2.2, we have

: ng _,n _
Jimlurt = 0™ lo@) = 0.

Defining w™ = u} — v™ and using (6.2.8) we get

f<x7u7llk)_f<x7vnk) ng h(xau?k)_h(xvvnk>

U(-A) w"™ = qw"™ — W — ¢y, w™ in Q).
wnk wk
(6.2.17)
Since w™ > 0 in §2, by Theorem 6.1.2, we have w™ > 0 in 2. Normalize w"* by
defining {™ = mw”k. From (6.2.17) we then have
\I/(fA) €nk — agnk o f('r?urllk) B f<x7vnk)§nk —Cpy h(%u?k) B h($?vnk)€nk in Q,
Wk wnk
=0 inQ°,
& >0 inQ.
(6.2.18)

Using Theorem 6.1.1, we see that {£"} is equicontinuous and then passing to the
limit along some subsequence and using stability property of the viscosity solution
in (6.2.18), we find a solution ¢ € C(R?) with £ > 0 in Q (due to Theorem 6.1.2)
satisfying

Q(_A)gzag_fu(xava)g in €2,
E=0 inQ°,
E>0 inQ.

But this contradicts the fact v, is a stable solution (see Theorem 6.2.1). Thus (a)
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is not possible. So we consider (b). Defining w™ = u} —v"™ # 0 and " = Hw"ﬁcm) "

and repeating a similar argument as above, we get a non-zero ¢ satisfying
U(-A)YE=a& inQ, £€=0 inQ°,

which is a contradiction since a is not an eigenvalue of W(~A). Thus (b) is also not

possible. This completes the proof of the theorem. n

Remark 6.2.1. The condition inf,c g1 h(-,5) > 0 is used to prove nonexistence
of solution for large values of c¢. This condition does not have any influence on
Theorem 6.2.3(iii) and (iv).

The above result should be compared with [139, Theorem 3.2 and 3.3] which
establish a similar result for W(-A) = —A and h(z,u) = h(z). To our best knowl-
edge, there are no similar existing results for nonlocal operators. For the fractional
Laplacian operators only existence of a solution is obtained for ¢ > 0 and a > \;
in [61, Theorem 2.9]. The main idea in obtaining Theorem 6.2.3(iii) is to apply the
implicit function theorem of Crandall and Rabinowitz [70]. In case of the Laplacian
this is applied on the forward operator [139, Theorem 3.3]. But the same method
can not applied for nonlocal operators due to lack of appropriate Schauder esti-
mates. We instead consider the inverse operator (see (6.1.3) above) and establish
appropriate estimates so that the implicit function theorem can be applied.

As a corollary to the proof of Theorem 6.2.3 we get the following uniqueness result
which generalizes [139, Theorem 3.4]. In the following result V' denotes the potential

measure function of ladder-height process corresponding to X! (see Section 6.1).

Corollary 6.2.1. Suppose that

h(z,s)
V(da(z))

sup sup
s€[0k] Q

‘ < o, (6.2.19)

for every finite k. Then for every a > 2\;, there ezists a ¢ € (0,¢,) so that for every

c € (0,¢), there exists a unique solution u to (6.2.8) satisfying

Mou(z) > ch(z,u(z)), xR (6.2.20)
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Proof. First we show existence. Recall from Lemma 6.2.3 and Theorem 6.2.3(i) that

for any ¢ < ¢; there exists a maximal solution u;(c) = u;(+,¢) of

U(-A)u = au— f(z,u) — ch(x,u) in€,
w>0 inQ, (6.2.21)
u=0 1inQ°,

satisfying mfBy; < wi(c) < v,. Using Theorem 6.1.1 we see that {ui(c)}ece,

u(c)

V(éa)
limit of {u1(c)}ece, , as ¢ — 0, would be a positive solution to (6.2.6) (by stability

}e<e, are equi-continuous family of positive functions. Since any subsequential

property of viscosity solutions), from Theorem 6.2.1 we obtain that

) ur(z,c)  va(x)
| — = 0. .2.22
0+ "o |V (Ga) V(o) 0 (6.2.22)

Since infq % > 0 by Theorem 6.1.2, using (6.2.22) and (6.2.19) we can find

c2 > 0 so that for every ¢ € (0, c3) we have

Mug(c) > ch(z,uy), inz € RY

Next we show uniqueness. We claim that if w(c) = w(-,¢) be any solution to
(6.2.21) satisfying (6.2.20), then there exists ¢3 > 0 and § > 0 satisfying

inf supw(c)>0. (6.2.23)
c€(0,c3) R

If this does not hold, then for a sequence {¢,}, ¢, — 0, we would have supga w(c,) =

supg w(e,) — 0 as n — oo. Denote by 2n = a — 2);. Using (A3), we obtain

fa,wien)

w(e) w(c,) >0, inQ,

nw(cn) —
for all large n. Hence, using (6.2.20), we obtain for all large n that

—U(=A)w(c,) + (M +n)w(c,)
< —U(A) w(en) + (0 + 20)w(c) — eph(z, w(c,))
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< —UEA)w(e,) + aw(e,) — f(z,w(e,)) — cph(z,w(c,)) =0 in Q.

But this contradicts the definition of Ay in (6.2.2). This gives us (6.2.23). This
also confirms that lim._,o w(c) = v,. Then uniqueness follows from the argument of
Theorem 6.2.3(iv) (see situation (a) there). O

6.3 Parabolic logistic equation

Next we discuss the long time behaviour of the parabolic nonlocal equation. Con-

sider the terminal value problem

(O — VY (-A))u+au— f(z,u) =0 inQx|[0,7T),
(6.3.1)
u(z, T) = up(x) and u(x,t) = 0 in Q° x [0,T].

By a solution of (6.3.1) we mean a potential theoretic solution. More precisely, we
say u € C(R? x [0,T]) is a solution to

(O —V(-A))u+Ll(x)=0 inQx][0,T),
(6.3.2)
u(z,T) = g(x) and u(z,t) = 0 in Q° x [0,7],

if

T—t)AT
u(w,t) = Ex[9(Xr—nad)] + Ex [/( ) U X, t+s)ds|, (x,t) € Qx[0,1],

' (6.3.3)
where T denotes the first exit time of X from (). It can be shown that potential
theoretic solutions are same as viscosity solution of (6.3.2) (see Lemma 6.3.1 below).
The benefit of working with (6.3.3) is that it allows us to make use of the underlying

probabilistic structure of the model.

Throughout this section we assume that g € Cy(€2). It is important to observe
that (6.3.3) is not different from a viscosity solution. We recall the definition of
viscosity solution. By C’f *(x,t) we denote the space of all bounded continuous

functions in R? x [0, 7] that are in C*! class in some neighbourhood of (z,t). The



Chapter 6. Nonlocal Fisher-KPP model 205

following definition of viscosity solution can be found in [58, 154].

Definition 6.3.1. An upper (lower) semicontinuous function « is said to be a vis-
cosity subsolution (supersolution) of (6.3.2) if for every (z,t) € Q x [0,7) and
@ € CP' (z,t) satisfying

p(z,t) = u(z,t), ¢(y,s) >uly,s) foryeR?, ¢t <s<t+3,

(ga(x, t) =u(z,t), o(y,s) <uly,s) foryc Ry t<s<t+§, respectively,)

for some § > 0, we have
(0 = V(-A))p(z,t) + £(z,1) > 0,
(0 = U(-A))p(x,t) + l(x,t) <0, respectively) .

The time derivative 9, can also be replaced by the derivative in parabolic topology

ie.,

) x,t+h)—p(x,t
aﬁ(p(m’t):hlg&w( })L plz,t)

Let us first show that potential theoretic solution is also a viscosity solution.

Lemma 6.3.1. Let u € Cy(R¢ x [0, T)) satisfy (6.3.3). Assume that £, g are contin-

uous. Then u is the unique viscosity solution of (6.3.2).

Proof. Let x € B C ). By 15 we denotes the exit time from B i.e.,
g =inf{t >0 : X, ¢ B}.
It is evident that T3 < 1. First we show that for any 6 < T — ¢
INTRB
u(z,t) = Ep[u(Xspry, t +0 A1) + E, l/ 0( X, t + s)ds] : (6.3.4)
0

Using (6.3.3) we write

T—t
U(ZL‘, t) = Ex[g(XT—t)]l{Tfth}] + Ez l/ €<Xs> t+ S)]l{s<’c}d3‘|
0
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Tt
= E.[9(Xr—t) Lisacp<ny Lir—t)<my]) + Ea [1{5ATB§T}/ (Xt + 8)1{s<1}d8]
5

ATB

B INTRB
+ E:): ]1{6/\TB§T} / E(Xsat + 5)]1{s<7}d5]
L 0
=E, |:]1{5/\TBST} Exsne, |:g<X(T—t—§/\TB))]I{T—t—6ATB<T}}}

(Tftfé/\'rB)
+ E, ]1{5/\TBST} EX&/\TB [/ f(Xs,t +dANTp+ 8)1{5<T}d511
L 0

B SNTRB
+ E, ]]-{5/\TB§T} / K(Xs,t + S)dS]

L 0

5/\"[5
=E, [1{5/\TB§T}U(X§/\TB7 t+oAN TB)} + E, l]l{(;/\TBST} / g(XS, t+ S>d81
0
6/\TB
=E, [u(Xspry, t + A TE)] +Es [/ (X, t+ s)ds} :
0

where in the third line we use strong Markov property and in the last line we use the
fact that P,(6 Atp < ) = 1. This proves (6.3.4). This relation is key to show that
u is also a viscosity solution. We only check that u is a viscosity subsolution and
the other part would be analogous. Consider (z,t) € Q x [0,T) and ¢ € C' (z, 1)
satisfying

oa,t) = u(et), @(y,s) > uly,s) foryeRL t<s<t+0

Choose a ball B, centered at x, small enough so that ¢ is C>! in B x [t,t + §]. Let
01 < 6. Then applying Dynkin-It6 formula we know that
d1ATRB
E. [/ (O — Y (-A))p(Xs, t + s)ds] = E.[¢(Xs,ntp5,t + 01 ATR)] — o(x,t)
0
Z Ex[u<X51/\T37 t+ 51 A TB)] - 'U/(x, t)
01ATB
= _FE, [/ (X, t + s)ds|,
0
using (6.3.4). Since P,(tg > 0) = 1, dividing both sides by d; and letting 6; — 0 to

obtain
(0 — U(-A))p(z,t) + £(x,t) > 0.
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Similarly, we can show that u is a supersolution.

The uniqueness part follows using a similar argument as in [154, Lemma 3.3]
(Note that the proof of [154, Lemma 3.2] is based on the ideas from [50] which

works for general nonlocal operators). ]

Our next lemma concerns representation of Schrodinger equation.

Lemma 6.3.2. Suppose that €,V are continuous and bounded in Q2 and g € Cy(£2).
Define

(T—t)AT s)ds
SO(«T, t) — ECE |:ef0 V(Xs,t+ )d g(X(T_t)/\T>:|

(T—-t)AT .
+ EgC [/ €fo V(Xk’t+k)dk€(XS,t + S) dS] )
0

Then ¢ solves

(O —VY(-A))p+l+Ve=0 inQx][0,T),

(6.3.5)
o(x,T) = g(x) and p(z,t) = 0 inQ° x [0,T].

Proof. 1t is routine to check ¢ is continuous (cf. [33, Lemma 3.1]) and ¢(-,t) = 0
in Q°. Tt also follows from the definition p(z,T) = g(x). Now fix any ¢ € [0,T) and
0 <T'—t. Since g and ¢ vanish outside {2 we obtain that

p(z,t)

T—t
=E, ]l{T7t<T}efO V(XS’Hs)dSQ(XT—t)

(T—t) .
+E, [ / Tpgeqelo VEXRtHR g (x4 oy s)ds}
0
$ T—t—§
=E, {]1{5«}6[0 VXeta)ds E []l{T_t—aa}efO V(XS’tJrMS)ng(XTta)”
5
+ Ex [/ ]1{8<T}6~108 V(Xk’t+k)dkf(X5, t + S)d;|
0

T—t-6
+E. []l{(;«}ef(f V(X t+s)ds Ex, l / 1 <T}6fo VXS0 Ak g 1 g)d SH
0
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5
=E, ]1{5<T}@f§ V(Xs,t—&-s)dsgp(X(;,t-i- 6)} +E, l/ IL{KT}@IOS V(Xk,t—&-k)dkg(XS,t_i_ 5)ds
0

(6.3.6)

where the second equality follows from the strong Markov property. Now fix x € )
and define

§(p) = Eu[p(Xpne, t + 0 A T)] = Ex (X, 4 p)Lipeny].
Then, using (6.3.6) we note that
)~ Elp—9)

£(p) — |:]1{p s<ty Ex,_s []1{5<T}€f0 (Xsit+p MS)dS%O(Xa,ter)”

—E; |[1p—5<q Ex, [/5 ]1{S<T}ef§ VXntp=SHRAk (X § 4§ 4 S)dSH
0

=¢(p) —Es {]1{;; 5<t}Ea

- E, []1{;; s<t}Ea [

5
SO(X t+ p)]l{p<’r}] Ex {]l{p<”r}€f0 V(Xs+p_5’t+p_6+s)d890(Xp> t+ p)]

]]'{p<’f}€f05 V(Xs+p7§,t+p_6+5)d3(p(Xp7 t + p) ‘F:|:|

5
]1{5+p_5<T}€f°s V(Xpﬂwc,t+pf5+k)dkg(Xp,5+s, t+p—0+ s)ds‘FH

6
— Ex [/ 1{T>s+p_5}6]05 V(Xp_5+k,t+’p—5+k)dk€(Xp_6+S7t+p — 5+ S)d8‘| ’
0

where F' = F¢,(p,—s5). Then, using the quasi-continuity property of X, we obtain

1
Jm < (E(p) = &(p = 9))
= —B[V(Xp, t + p)p(Xp, t + ) liespy] = Ea[lgrzp (X, t + p)]
= — E[V(Xp, 1 +p)0(Xp, T+ P)Liropy] — Ea[lieop) (X, t +p)] = —C(p),

where the last line follows since P, (T = p) = 0. Hence the left derivative of £ exists

and given by ¢ which is continuous. Therefore, £ is a C! function. Now using the
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fundamental theorem of calculus we obtain

o(z, 1) :f(T—t)-i-/O ((s)ds
= Em [('D(XT_t)ﬂ{T—t<T}]

T—t
+ E; [/ (V(Xs, t +5)o(Xs, t +5) + (X, t + 5)) L cnrds
0

Thus ¢ solves (6.3.5). O

Next we get a parabolic comparison principle. Let ¢ : Q x [0, 00) — [0, 00) be
a continuous function, C* in its second variable and ¢, : Q x [0,00) = R is also

continuous. Also, assume that ¢(z,0) = 0 and

q(z,s)

S

is decreasing.
Lemma 6.3.3. Let u,v be two positive solutions of
(O —V(-A)w+q(z,w) =0 nQx[0,T), w=0:1inQ°x][0,T].

Ifu(z, T) <v(x,T) in RY, then we also have u < v in R x [0, T).

Proof. Let G(xz,t) = 422ED) and H(x,t) = 9@2@D)  Then using Lemma 6.3.2 we

u(z,t) v(z,t)
obtain

w(z,t) = E, [efOT Oty (X, T)]l{T_KT}] L (@) eDx[0,T], (63.7)

v(z,t) = E, [efoTtH(XS’HS)dSU(XT_t,T)]l{T_KT} , (z,t) eQx[0,7T]. (6.3.8)

Note that without loss of generality we may assume u(-,7) > 0, otherwise from
above we get u = 0 and then, there is nothing to prove. Let K = maxq, o (|G| +
|H|). Then it is evident from above that

v(x,t) > e Kly(x,t) for all z,t. (6.3.9)

Define
B =sup{t : tu<wv in§ x[0,7]}.
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Using (6.3.9) we get that 8 > e %7, To complete the proof we need to show that
£ > 1. Suppose, on the contrary, that 5 < 1. Denote by u; = [Su. Then for

w=v—u; > 0 we have
U](fL',t) = Eac {w(XT—t7T)]]-{T—t<T}}

+E. [/O(T—t)/\T (q(XS,v(Xs,t +5)) — Ba(Xs, u(Xs, t + 3)))ds] .

For any § € (0,7 —t), we can repeat the calculation of (6.3.6) with V' = 0 to arrive

at
W($,t) = Ex {]1{5<T}w(X57t + 5)}

B [ o (100Xt ) = Bt 4 ) ]

By our assumption on ¢, ¢(z,v) — Bq(xz,u) > q(x,v) — q(x, fu) > —Mw, for some
constant M. Thus defining £(s) = E,[1{r>syw(Xs, t + 5)] we obtain

5
€6) < €0)+ 1 [ €(5)ds
0
Applying Gronwall’s inequality we then have
T —t) < Cw(zx,t),

for some constant C', independent of (z,t) € Q x [0,7T]. Since w(z,T) > 0, we must
have w(z,t) > 0 for all ¢t < T. Furthermore, w(z,T) > (1 — f)u(x,T), implying

O’[U(.T, t) Z f(T - t) Z (1 - 5) EJJ[]}-{Tft<T}u(XSa T)]v
which combined with (6.3.7) gives ru(z,t) < w(z,t) for (x,t) € Q x [0,T] and for

some x > 0. This certainly contradicts the definition of 5. Hence § > 1, completing
the proof. O

Next we establish a regularity property in space up to the boundary.
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Lemma 6.3.4. Suppose that g,{ be such that ||g||r=, ||{|lcc < K. Then for any u
satisfying

T—t
u(z,t) = Ex[g<XT—t)]l{T—t<T}]+E:p l/ 0( X, t + S)]l{S<T}dS , (x,t) € Qx[0,T],
0
we have, fort <T
|u(x,t)—u(y,t)| SCV(|$_y|)7 x,yEQ,

for a constant C dependent on t, T, K where V' is the potential measure introduced in
Section 6.1. We can also choose the constant C' uniformly in t varying in a compact
subset of [0,T).

Proof. Denote by

() = Eulg(Xpo) L groseny] = /Q el — t,2,2) dz,

T—t

Tt
K (r) = E, [/ 0( X, t+ s)]l{sa}ds] = / Uz, t+ s)pa(s,z, z)dz,
0 0

where po(t, x, z) denotes the transition density of the killed process X (see (6.1.2)).
Then from the arguments of [112, Proposition 3.5] (see (3.13) of that paper) one

can find a constant C', independent of ¢, T, satisfying
(%2 () — Fa(y)| < CLV(|x —yl) =,y €Q. (6.3.10)

To calculate %, we recall the following result from [123, Theorem 1.1] and [101,
Theorem 1.3] (see also [59],[112, Theorem 3.1])

1 y 1
(SQ(.%) A1 V_1<ﬂ)

pa(t,z,y) < Cs (1/\‘/((5}7@) (MV((S\S}?EZ/)))p(tlz—yI) r,y €,

(6.3.12)

for t € (0,7] and some constants Cy, C3, dependent on 7', where p denotes the
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transition density of X. Using (A1) and (6.1.4) we also have, for any x > 0, that

L /R\" _V(R) R\*?
L) < < (> < R< 3.
C, (r) _V(r)_c4 . 0<r<R<k, (6.3.13)

where Cy depends on k. Take z,y € Q. Suppose 2|z — y| < max{dq(z),da(y)}.
With no loss of generality we may assume that y € B(x, 30q(2)). Note that for any
point z on the line joining = and y we get from (6.3.11)-(6.3.12)

oI = 20| < Cale ol (5w Y s ) ol — )
e '( AT I 1T—t>)
(1 D) (1 n KD iy

|z m

for some C5 > 0. Since |z — y| < 1da(x) < do(2), using (6.3.13) with £ = diam(()

we then obtain

|z —yl

V(lz = yl)

Thus

v —y| V(3a(2)) o —y[\'
\Vepa(T —t,2,y) < Cs 5a(2) V(7 — o) < CyCy ( 5a(2) ) < CyCh.

1% (x) — 1 (y)] < / 9 lpa(T - t.2,2) — pa(T — t,y,2)|dz

< CuGsV([x = yl)llgll = 1€2].

(6.3.14)

Now we consider the situation 2|z — y| > max{dq(z),dq(y)}. Then using (6.3.12)-
(6.3.13)

%1 (x) — Z1(y)] < C7(V(ba(x)) + V(da(y)))

(6.3.15)
< Cr(VQ2lz —yl) + V(2|z —y])) < CsV([z —yl),

for some constants C7,Cs. Combining (6.3.10), (6.3.14) and (6.3.15) we get the
result. [
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Now we are ready to prove an existence result.

Lemma 6.3.5. Let ¢ be same as in Lemma 6.3.3. Also, assume that q(x,-) is C*
. uniformly with respect to x. Let fy : Q — (—00,0], £y : Q — [0,00) be be two

continuous functions. Let v;,i = 1,2, be a non-negative solution satisfying
(0 — U(-A))v; + q(z,v;) + Li(x) =0 inQx[0,T), wv(x,t)=01inQ° x][0,T],

and let g be such that v (z,T) < g(x) < vy(x,T). Then there exists a unique solution

u(vy <u <) to

(O —V(-A))u+g(x,u) =0 nQx][0,7T),

(6.3.16)
uw(z,T) = g(x) andu(z,t) = 0 inQ° x[0,T].

Proof. The idea is similar to the elliptic case where we use monotone iteration

method. Let m be Lipschitz constant of s — ¢(z, s) in [0, ||v]|], that is,
lq(z, 51) — gz, 52)] < mls; — sy for sy,85 € [0,]|v]], z € Q.
Let F(z,s) = q(x,s) + ms and uy = vy. Define u; to be the solution of

(O — U (-A))uy —muy + F(z,u9) =0 inQx[0,7),
ui(x,T) = g(z) and uy(z,t) = 0 in Q° x [0, 7.

By Lemma 6.3.2 we then have

Ui (l’,t) = Ex [e_m(T_t)g(XT_t)]l{T,t<T}}

T—t (6.3.17)
+E, [/ e F (X, uo(Xs, t + s))]l{sq}ds] .
0
Another use of Lemma 6.3.2 gives
vi(x, t) = E, {eim(Tit)'Ui(XbeT)]I{T—t<~r}}
(6.3.18)

T—t
+ Ex [/ e—mSE(XS,UZ'(XS,t—F 8))]1{S<T}d8‘| N
0
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where Fj(x,s) = F(x,s) + {;(z). Since F is non-decreasing in s, we have
F(z,v) +b(z) < F(z,v) < F(z,02) + ba(2).

Therefore, comparing (6.3.17) and (6.3.18) we have v; < u; < up = v, in R x [0, T7.

Now we find an iterative sequence of solutions as follows: g, is a solution to
(O =V (-A))u—mu+F(z,ur) =0 in Qx[0,T), u=0 in Q°%[0,T], w(z,T) = g(z).
In other words,

ups1(z,t) = B, {e_m(T_t)g(XT—t)]l{T—t<T}}
T—t (6.3.19)
+E, V e "Xy, up(Xo, 0+ 5)) Lscryds | -
0

The above argument shows that
v <ty Sup < --- < vy in R x [0,7].

Furthermore, applying Lemma 6.3.4, we see that limg_,o ug(+,t) = u(-, t) uniformly
in z, for each t € [0, T]. Thus, using dominated convergence theorem, we can pass
to the limit in (6.3.19) to obtain

Tt
u(z,t) =E, {e—m(T—t)g(XT_t)]l{T,KT}}+Ex l/ e ™ F(Xs, u(Xs, t+ s))]l{sa}ds] )
’ (6.3.20)
From (6.3.20) it is easy to show that u is continuous in R? x [0,7] (cf. [33,
Lemma 3.1]). Indeed, since x +— u(x,t) is continuous uniformly for ¢ in compact sub-
sets of [0,7) and t — pq(t, z,y) is continuous in (0, 00), (z,t) — u(x,t) is continuous
in [0,7) x R%. To examine the continuity at T consider a sequence (x,,t,) — (z,T).

Note that the second term in the above display goes to 0. Again, if x € 02 then

Eo, [l9( X7 ) [Tzt <ry] < Ba, [l9(X7,)[] = 0,

as n — 0o, we get u(zn,t,) — 0. Also, if z € Q, since po(T — t,, x,, y)dy — O,
we get u(zy,t,) — g(x). This gives continuity. Applying Lemma 6.3.2 we see that
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u is a solution to (6.3.16). Uniqueness of solution follows from Lemma 6.3.3. This

completes the proof. O

Next we prove a sharp boundary behaviour for the solution of the parabolic

equation.

Lemma 6.3.6. Consider q from Lemma 6.3.3. Let u be a bounded solution of
(O —V(-A))u~+q(z,u) =0 nQx[0,T), u =01inQ°x][0,T],

where u(x,T) > 0. Then for every t < T there exists a constant C, dependent on

t,T and u|gaypm, satisfying

£ V(0a(a)) < u(w1) < CV(Galz) 7 €0,

Proof. Denote by
q(u(z,1))

Hiz,t) = u(x,t)

Then H is a bounded, continuous function. Using Lemma 6.3.2 we then have
u(z,t) = E, {efoT_tH(XS’”S) dsu(XTt,T)]l{T_KT}} .
Thus, for some constant C', get
e T E, [u(Xr—, T)ir—ien] < ul@,t) < €T E, [u(Xrot, T)Lir—1cqy| . (6.3.21)
Using (6.3.12) and (6.3.21) we obtain
u(z,t) < CV(dg(x)),
which gives the upper bound. Now from [41, Theorem 4.5] we know that
palt,z,y) = KP(T>1/2) Py(T >1/2) p(t AVE(r), |z —y])
and

pAT>wmzK(V““@EAQ,

tAV(r
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where €2 satisfies the inner and outer ball condition with radius . Now let K & €2 be
such that ming u(z,T) > kg > 0. Using the lower bound in (6.3.21) and estimates

above we then find

u(z,t) > e_clT/QU(y,T)pQ(T —t,x,y)dy

> Cyk P, (T > T2> /g{u(y,T)p((T —t) AV3(r), |z —y|) P, (’t > T2—t) dy

> Coriia V(oa(x)) pUT — 1) A V2(r), diam(9)) / P, (T . T;t) dy

> C™'V (da(2)),

for some constants Cs, Cs, C'. This gives the lower bound. Hence the proof. n

Our next result establishes long time behavior of the solution of the parabolic

logistic equation. Recall that given an interval [0, T, ur solves

(O — V(-A))ur + aur — f(z,ur) =0 inQx[0,7T),

(6.3.22)
up(x,T) = up(z) and up(z,t) = 0 in Q° x [0, 7],
where 0 < uy € Cp(Q).

Theorem 6.3.1. Let ur be the positive and bounded solutions of (6.3.22) in [0,T].
Then the following hold.

(a) For a > \i, we have limr_, ur(z,0) — v,, uniformly in Q, where v, is the

unique solution of (6.2.6).
(b) For a < A\, we have limr_, ur(z,0) — 0, uniformly in .

Proof. First consider (i). We divide the proof in two steps.
Step 1. First we note that

1
uT(xaT - 1) = Ex |:]1{1<T}UO<X1):| + ECE [/ ]1{s<T}F(XsauT(XsaT -1+ 5)) ds )
0

where F(z,s) = as — f(z,s). Thus ugp(x,T — 1) is independent of T (by
Lemma 6.3.3). In fact, it is same as v(z,0) where v solves (6.3.22) in [0, 1]. Also,
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from (6.3.6) (taking d =7 — 1 —¢) we note that for t <7 — 1 we have

ur(r,t) =E, {l{T—l—t<T}uT(XTflftaT - 1)}

T—-1-t
+ E, [/ ]I{S<T}F(XS,UT(X5, t+ 8))d8] .
0

Thus without any less of generality we may assume ug = ur(x,T —1). In particular,

by Lemma 6.3.6, we obtain

C 1V (ba(z)) < up(z) < CV(dg(x)), forzeQ. (6.3.23)

Step 2. Let v, be the unique positive solution (see Theorem 6.2.1) to
—V(-A)vg+av, — f(z,0,) =0 inQ, v,=0 inQ° v,>0 in. (6.3.24)

Using (6.3.23), Theorems 6.1.1 and 6.1.2, we choose > 1 large enough so that

p(x) = £ e (2) < up(x) < Kug(z) = @(x), = €Q.

Note that ¢ is subsolution to (6.3.24) and ¢ is a supersolution to (6.3.24). Setting
¢ as the terminal condition at time 7" we construct a solution wr in [0,7] with
wr < ¢. This can be done using Lemma 6.3.5. Next we observe that @ is increases
with ¢. For instance, take t; < ty < T with T — ty = t3 — t;. Observe that

&(z,t) = wr(x,t —ty + 1) is a solution to

(O —VY(-A))u+au— f(z,u) =0 inQ x [t,T),
w(z,T) = ur(z,tz) and u(x,t) = 0 in Q° X [t2, T1.

Using the uniqueness of solutions and comparison principle (Lemma 6.3.3) we see
that wp(z,t1) < p(z,ty). For any pair t; < t; < T the same comparison holds
due to continuity with respect to t and a density argument. Another application
of Lemma 6.3.3 gives that uz(x,0) < wr(z,0) < @(z). Now apply Lemma 6.3.4 to

invoke equi-continuity and show that @wr(x,0) — @ as T — oo. Then passing limit
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in
T
UA}T(.CC,O) = Ez {]I{T<T}¢(XT)} + Ex [/ ]1{s<T}F(X37UA}T(Xsa S))dS )
0

as T — oo, we obtain

This, in particular, implies
—V(A)w +aw— f(0) =0 in, =0 inQ°

From uniqueness we must have w = v,.
Follow a similar argument to construct a sequence of solution w (decreasing in
t) satisfying
¢ < wp(x,0) < ur(z,0).

Argument similar to above shows that

lim sup |wr(x,0) — v,| = 0.
T—oo
Combining these two observations we complete the proof of (i).
(ii) Proof is similar to (i). For a < A;, we take ¢ as the super-solution to

(6.3.24). Then repeating a same argument we can conclude the proof. ]

To the best of our knowledge, there are no available results similar to Theo-
rem 6.3.1 in nonlocal setting. However, there are quite a few works on the frac-
tional Fisher-KPP equation in R? see for instance, Berestycki-Roquejoffre-Rossi
[17], Cabré-Roquejoffre [47], Léculier [124] and references therein. For nonlocal
dispersal operators in R large time behaviour has been studied by Berestycki-
Coville-Vo [14], Cao-Du-Li-Li [53], Su-Li-Lou-Yang [158] and references therein. The
method used in these works are not applicable for our model. Since our nonlocal op-
erator is quite general in nature there are no existing parabolic pde estimate (other
than fractional Laplacian) that can be used to obtain our result. So we relied on the
heat-kernel estimates of the underlying stochastic process X, and hence the reason

to use probabilistic representation of the solution.



Epilogue

In this section, we will briefly discuss some open problems that arise from the thesis.

Problem 1:

Problem 2:

In Chapter 2, we proved Faber-Krahn inequality for a class of integro-
differential operators characterizing that balls minimize the principal eigen-
value among sets of a given volume. Next, we could study a stability result
for sets that almost attain the minimum principal eigenvalue. That is, if the
principal eigenvalue on some set €2 is very close to the principal eigenvalue of
the ball of same volume, then how different €2 is from a ball in the measure the-
oretic sense. Whether there exist two balls B; and B, such that B; C Q C B,
and the volume is these balls are very close to the volume of Q (see [19, The-
orem 1.2]). This will require a careful analysis of the super level sets of the

principal eigenfunction on a given set ).

In Chapter 4, we have seen the global C1“-regularity of the solution of inequal-
ities (4.0.2) over a bounded C? domain (see Theorem 4.5.1) with certain inte-
grability assumption on the nonlocal kernels Ny,. More precisely, the kernels
are uniformly bounded above by some kernel k(y) and [p.(1A|y|*)k(y)dy < oo
for some 0 < o < 2 (see Assumption 4.0.1). Both these assumptions arise

due to some technical reasons. It will be interesting to investigate the global

219
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Problem 3:

Problem 4:

regularity when these conditions are relaxed. In short, we could study the

boundary regularity properties of the solution u to the following inequations:

Lu+ Cy|Du| > =K in Q,
Lu— Cy|Du| < K in Q,

u=10 in Q°,

where Cy, K > 0, £ is an integro-differential operator defined in (4.0.1) and 2
is a bounded C'! domain. Assume the nonlocal kernel k to satisfy Assump-
tion 4.0.1 with o = 2. Although most of the technical lemmas obtained in
Chapter 4 fail in this scenario, the global Lipschitz regularity and higher inte-
rior regularity still hold with this assumption, as we have seen in Section 4.2
and Section 4.1.

Another interesting problem to consider is the symmetry result for the fully
nonlinear nonlocal operators, especially with respect to the extremal Pucci
operators for fraction Laplacian type. The model problem that may be con-

sidered is the following equation
Mi(u)+ f(u)=0in Q, ©u>0in @ and u=0 in O (P1)

where f is a Lipschitz function and M} is the maximum Pucci operator defined
as in Section 5.1 with ¢ = 0. It is important to study the symmetry of the
solution of the equation (P1) provided the domain € is symmetric, as we did
in Theorem 2.4.1 for the linear integro-differential operators. We mention here
that Theorem 2.4.1 is proved via the standard moving plane method and the
proof relies on the fact that the nonlocal kernel is radially decreasing. But
M does not enjoy such properties which makes it hard to utilize the moving

plane method, and thus further investigation is needed to study this problem.

In Chapter 6, we studied the nonlocal Fisher-KPP model and showed a lo-
cal bifurcation result for steady state logistic equation with harvesting term
(6.2.1), establishing the existence of two distinct positive solutions uy, us in

Theorem 6.2.3. It will be interesting to investigate the global bifurcation for
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positive solutions. For instance, in case of Laplacian operator, this problem
was considered in [139] where they proved that when a is slightly larger than
A1, the branch of large solution, that is u;, connects to other the branch of
small solution, that is us, after bifurcating from 0. To be precise, they showed
that there exists a 0; > 0 such that for a € (A, \; + d1) equation (6.2.1)
with the Laplacian has exactly two positive solutions u;(-,¢) and uy(-, c) for
¢ € (0, cp), exactly one positive solution u; (-, c) for ¢ = ¢o and no positive so-
lution for ¢ > ¢y. Furthermore, set (¢, u) lies on some smooth curve. It would
be interesting to investigate similar phenomenon for the nonlocal Fisher-KPP
model with operator W(—A). The challenging part is to determine a way to use
classical bifurcation theory and develop appropriate tools for this purpose. It
appears to us that most of the variational techniques may not be useful when

working with a general nonlocal operator W(-A).



Bibliography

[1]

8]

[9]

[10]

N. Abatangelo and M. Cozzi: An elliptic boundary value problem with fractional nonlinearity,
SIAM Journal on Mathematical Analysis. 53(3) (2021), 3577-3601.

N. Alibaud, F. del Teso, J. Endal and E.R. Jakobsen: The Liouville theorem and linear oper-
ators satisfying the maximum principle, J. Math. Pures Appl. 142 (2020) 229-242

V. Ambrosio: Periodic solutions for the non-local operator (—A + m?)¥ — m?® with m > 0,
Topol. Methods Nonlinear Anal. 49 (2017), no. 1, 75-104.

D. Applebaum: Lévy processes and stochastic calculus. Second edition. Cambridge Studies
in Advanced Mathematics, 116. Cambridge University Press, Cambridge, 2009. xxx+460 pp.
ISBN: 978-0-521-73865-1

R. Arora and V. D Radulescu: Combined effects in mixed local-nonlocal stationary problems,
Preprint, 2022, arXiv: 2111.06701

J. Bae. Regularity for fully nonlinear equations driven by spatial-inhomogeneous nonlocal
operators. Potential Anal. 43 (2015), no. 4, 611-624.

G. Barles, E. Chasseigne, A. Ciomaga and C. Imbert: Lipschitz regularity of solutions for
mixed integro-differential equations, J. Differential Equations, 252 (2012) 6012-6060.

G. Barles, E. Chasseigne, C. Imbert. On the Dirichlet Problem for Second-Order Elliptic
Integro-Differential Equations, Indiana Univ. Math. J.,57 (2008), no.1, 213-246.

G. Barles, C. Imbert. Second-Order Elliptic Integro-Differential Equations: Viscosity Solu-
tions” Theory Revisited, Ann. Inst. H. Poincar Anal. Non Linaire 25 (2008), no. 3, 567-585.

M.T. Barlow, R.F. Bass and C. Gui: The Liouville property and a conjecture of De Giorgi,
Comm. Pure Appl. Math. 53(8) (2000), 1007-1038.

222



Bibliography 223

[11]

[14]

[15]

[16]

[25]

R.F. Bass and M. Kassmann: Moritz Hélder continuity of harmonic functions with respect to
operators of variable order. Comm. Partial Differential Equations 30 (2005), no. 7-9, 1249-
1259.

R.F. Bass and M. Kassmann: Harnack inequalities for non-local operators of variable order.
Trans. Amer. Math. Soc. 357 (2005), no. 2, 837-850.

R.F. Bass and D.A. Levin: Harnack inequalities for jump processes. Potential Anal. 17 (2002),
no. 4, 375-388.

H. Berestycki, J. Coville, and H-H. Vo: Persistence criteria for populations with non-local
dispersion, J. Math. Biol. 72 (2016), no. 7, 1693-1745.

H. Berestycki, F. Hamel and R. Monneau: One-dimensional symmetry of bounded entire solu-
tions of some elliptic equations, Duke Math. J. 103(3) (2000), 375-396.

H. Berestycki, L. Nirenberg, and S. R. S. Varadhan: The principal eigenvalue and maximum
principle for second order elliptic operators in general domains, Comm. Pure Appl. Math. 47
(1994), no. 1, 47-92.

H. Berestycki, J. M. Roquejoffre, and L. Rossi: The periodic patch model for population
dynamics with fractional diffusion, Discrete Contin. Dyn. Syst. S 4 (2011), no. 1, 1-13.

J. Bertoin: Lévy Processes, Cambridge University Press, 1996.

S. Biagi, S. Dipierro, E. Valdinoci and E. Vecchi: A Faber-Krahn inequality for mixed local
and nonlocal operators, Journal d’Analyse Mathématique, (2023), 1-43.

S. Biagi, S. Dipierro, E. Valdinoci and E. Vecchi: Mixed local and nonlocal elliptic operators:
regularity and maximum principles, Communications in Partial Differential Equations 47
(2022), no. 3, 585629

S. Biagi, S. Dipierro, E. Valdinoci and E. Vecchi: A Hong-Krahn-Szego inequality for mixed
local and nonlocal operators. arXiv preprint arXiv:2110.07129 (2021).

S. Biagi, S. Dipierro, E. Valdinoci and E. Vecchi: A Brezis-Nirenberg type result for mixed
local and nonlocal operators. arXiv preprint arXiv:2209.07502 (2022).

S. Biagi and E. Vecchi: Multiplicity of positive solutions for mixed local-nonlocal singular
critical problems. arXiv preprint arXiv:2308.09794 (2023).

S. Biagi, E. Vecchi, S. Dipierro and E. Valdinoci: Semilinear elliptic equations involving mixed
local and nonlocal operators, Proceedings of the Royal Society of Edinburgh Section A: Math-
ematics, DOI:10.1017 /prm.2020.75

[LH. Biswas: On zero-sum stochastic differential games with jump-diffusion driven state: a
viscosity solution framework. SIAM J. Control Optim. 50 (2012), no. 4, 1823-1858.



224 Bibliography

[26] A. Biswas: Liouville type results for system of equations involving fractional Laplacian in the
exterior domain, Nonlinearity 32 (2019), 2246-2268.

[27] A. Biswas: Principal eigenvalues of a class of nonlinear integro-differential operators, J. Dif-
ferential Equations 268 (2020), no. 9, 5257-5282.

[28] A Biswas: Existence and non-existence results for a class of semilinear nonlocal operators with
exterior condition, Pure and Appl. Func. Anal. Vol. 6 (2021), 289-308

[29] I.H. Biswas, E.R. Jakobsen and K.H. Karlsen: Viscosity solutions for a system of integro-
PDEs and connections to optimal switching and control of jump-diffusion processes, Appl.
Math. Optim. 62 (2010), no. 1, 47-80.

[30] A. Biswas and S. Jarohs: On overdetermined problems for a general class of nonlocal operators.
Journal of Differential Equations 268 (2020), no. 5, 2368-2393,

[31] A. Biswas and S. Khan: Existence-Uniqueness of nonlinear integro-differential
equations with drift in R?Y SIAM J. of Mathematical Analysis 55 (2023),
https://doi.org/10.48550/arXiv.2206.13797.

[32] A. Biswas and J. Lérinczi: Maximum principles and Aleksandrov-Bakelman-Pucci type esti-
mates for non-local Schrédinger equations with exterior conditions, STAM J. Math. Anal. 51
(2019), no. 3, 1543-1581.

[33] A. Biswas, and J. Lérinczi: Universal constraints on the location of extrema of eigenfunctions
of non-local Schrodinger operators, J. Differ. Equations 267 (2019), 267-306.

[34] A. Biswas and J. Lérinczi: Hopf’s Lemma for viscosity solutions to a class of non-local equa-
tions with applications, Nonlinear Analysis 204 (2021), 112194.

[35] A. Biswas and M. Modasiya: Regularity results of nonlinear perturbed stable-like operators.
Differential and Integral Equations 33 (2020), no. 11-12, 597-624.

[36] A. Biswas and M. Modasiya: A study of nonlocal spatially heterogeneous logistic equation
with harvesting. Nonlinear Analysis 214 (2022): 112599.

[37] A. Biswas and M. Modasiya: Mixed local-nonlocal operators: maximum principles, eigenvalue

problems and their applications, preprint, 2021. arXiv: 2110.06746

[38] A.Biswas, M. Modasiya and A. Sen: Boundary regularity of mixed local-nonlocal operators
and its application. Annali di Matematica Pura ed Applicata (1923-) 202, no. 2 (2023): 679-710.

[39] F. Black and M. Scholes : The Pricing of Options and Corporate Liabilities. Journal of Political
Economy, 81(3) (1973), 637-654.

[40] K. Bogdan, T. Grzywny, K. Pietruska-Paluba, and A. Rutkowski: Extension and trace for
nonlocal operators, Journal de Mathématiques Pures et Appliquées 137 (2020), 33-69.



Bibliography 225

[41]

[53]

[54]

[55]

K. Bogdan, T. Grzywny, and M. Ryznar: Dirichlet heat kernel for unimodal Lévy processes,
Stochastic Process. Appl. 124 (2014), no. 11, 3612-3650.

K. Bogdan, T. Grzywny, and M. Ryznar: Density and tails of unimodal convolution semi-
groups, J. Funct. Anal. 266 (2014), 3543-3571.

B. Béttcher, R. Schilling and J. Wang: Lévy matters. II1. Lévy-type processes: construction,
approximation and sample path properties. With a short biography of Paul LAOvy by Jean
Jacod. Lecture Notes in Mathematics, 2099. LA©vy Matters. Springer, Cham, 2013. xviii+199

pp-

H. J. Brascamp, E. H. Lieb and J. M. Luttinger: A general rearrangement inequality for
multiple integrals, J. Funct. Anal. 17 (1974), 227-237.

C. Bucur, and E. Valdinoci: Nonlocal Diffusion and Applications. Lecture Notes of the Unione
Matematica Italiana, vol. 20 (2016)

X. Cabré: On the Alexandroff-Bakel’'man-Pucci estimate and the reversed Holder inequality
for solutions of elliptic and parabolic equations. Comm. Pure Appl. Math. 48 (1995), no. 5,
539-570

X. Cabré, and J-M. Roquejoffre: The influence of fractional diffusion in Fisher-KPP equations.
Comm. Math. Phys. 320 (2013), no. 3, 679-722.

L. A. Caffarelli, X. Cabré. Fully nonlinear elliptic equations. American Mathematical Society

Colloquium Publications, 43. American Mathematical Society, Providence, R.I.; 1995.

L. Caffarelli, M. G. Crandall, M. Kocan and A. Swiech: On viscosity solutions of fully nonlinear
equations with measurable ingredients. Comm. Pure Appl. Math. 49 (1996), no. 4, 365-397

L. Caffarelli, L. Silvestre. Regularity theory for fully nonlinear integro-differential equations,
Comm. Pure Appl. Math. 62 (2009), 597-638.

L. Caffarelli, L. Silvestre. Regularity results for nonlocal equations by approximation, Arch.
Ration. Mech. Anal. 200(1) (2011), 59-88.

L. Caffarelli, L. Silvestre. The Evans-Krylov theorem for nonlocal fully nonlinear equations,
Ann. of Math. 174 (2011), 1163-1187.

J-F. Cao, Y. Du, F. Li, and W-T. Li: The dynamics of a Fisher-KPP nonlocal diffusion model
with free boundaries, J. Funct. Anal. 277 (2019), no. 8, 2772-2814.

D. Cassani, L. Vilasi and Y. Wang: Local versus nonlocal elliptic equations: short-long range
field interactions, Advances in Nonlinear Analysis 10 (2021), no. 1, 895-921.

A. Castro, M. Hassanpour, and R. Shivaji: Uniqueness of non-negative solutions for a semi-
positone problem with concave nonlinearity, Comm. Partial Differential Equations 20 (1995)
1927-1936.



226

Bibliography

[56]

[57]

[58]

A. Castro, C. Maya, R. Shivaji: Nonlinear eigenvalue problems with semipositone structure,
Elec. Jour. Differential Equations, Conf. 5, (2000), 33-49. CMP 1 799 043

H. Chang Lara, G. Davila. Regularity for solutions of nonlocal, nonsymmetric equations. Ann.
Inst. H. Poincaré Anal. Non Linéaire 29 (2012), no. 6, 833-859.

H. Chang Lara, and G. Da&vila: Regularity for solutions of non local parabolic equations,
Calculus of Variations and Partial Differential Equations 49 (2014) , 139-172.

Z.-Q. Chen, P. Kim, and R. Song: Dirichlet heat kernel estimates for rotationally symmetric
Lévy processes, Proc. Lond. Math. Soc. (3) 109 (1) (2014), 90-120.

L. Chen, K. Painter, C. Surulescu and A. Zhigun: Mathematical models for cell migration: a
non-local perspective, Phil. Trans. R. Soc. B 375 (2020), 20190379

M. Chhetri, P. Girg, and E. Hollifield: Existence of positive solutions for fractional laplacian
equations: theory and numerical experiments, Electron. J. Differential Equations (2020), Issue
74-85, 1-31.

A. Cianchi and P. Salani: Overdetermined anisotropic elliptic problems, Math. Ann.345.4
(2009), 859-881

A. Ciomaga: On the Strong Maximum Principle for Second Order Nonlinear Parabolic Integro-
Differential Equations, Advances in Diff. Fqns 17(2012), 635-671.

P. Clément and L. A. Peletier: An anti-maximum principle for second-order elliptic operators.
J. Differential Equations, 34(2) (1979), 218-229

R. Cont and P. Tankov: Financial Modelling with Jump Processes (1st ed.). Chapman and
Hall/CRC, 2003.

D. G. Costa, P. Drabek, and H. T. Tehrani: Positive solutions to semilinear elliptic equa-
tions with logistic type nonlinearities and constant yield harvesting in RY, Comm. Partial
Differential Equations 33 (2008), no. 7-9, 1597-1610.

P. Courrege: Sur la forme intégro-différentielle des opérateurs de Cp°(R™) dans C(R"™) sat-
isfaisant au principe du maximum, Séminaire Brelot-Choquet-Deny, Théor. Potentiel, 10 (1)
(1965), 1-38.

M.G. Crandall, H. Ishii and P. L. Lions. Uniqueness of viscosity solutions of Hamilton-Jacobi
equations revisited, J. Math. Soc. Japan. 39 (1987), 581-596.

M. G. Crandall, P. L. Lions. Viscosity Solutions of Hamilton-Jacobi Equations. Transactions
of the American Mathematical Society, 277(1), 1-42.

M. G. Crandall, and P. H. Rabinowitz: Bifurcation from simple eigenvalues, J. Functional
Analysis 8 (1971), 321-340.



Bibliography 227

[71]

[72]

[73]

[84]

[85]

E. N. Dancer, and J. Shi: Uniqueness and nonexistence of positive solutions to semipositone
problems, Bull. London Math. Soc. 38 (2006), no. 6, 1033-1044.

C. De Filippis and G. Mingione: Gradient regularity in mixed local and nonlocal problems.
Mathematische Annalen. DOI: https://doi.org/10.1007/s00208-022-02512-7

E. DeGiorgi: Sulla differenziabilita e analiticita delle estremali degli integrali multipli regolari.
(Italian) Mem. Accad. Sci. Torino. Cl. Sci. Fis. Mat. Nat. (3) 3 1957 25-43.

M. C. Delfour and J.-P. Zolésio: Shapes and geometries. Metrics, analysis, differential calculus,
and optimization. Second edition. Advances in Design and Control, 22. Society for Industrial
and Applied Mathematics (STAM), Philadelphia, PA, 2011. xxiv+622 pp.

F. del Teso, J. Endal and E. R. Jakobsen: On distributional solutions of local and nonlocal

problems of porous medium type, C. R. Math. Acad. Sci. Paris 355 (2017), no. 11, 1154-1160.

S. Dipierro, A. Figalli, and E. Valdinoci: Strongly Nonlocal Dislocation Dynamics in Crystals,
Commun. Partial Differ. Equ. 39 (2014), 2351-2387

S. Dipierro; E.P. Lippi and E. Valdinoci :(Non)local logistic equations with Neumann condi-
tions. arXiv:2101.02315.

S.Dipierro and E.Valdinoci: Description of an ecological niche for a mixed local/nonlocal
dispersal: an evolution equation and a new Neumann condition arising from the superposition
of Brownian and Lévy processes. Phys. A 575 (2021), Paper No. 126052, 20 pp.

G. Faber: Beweis, dass unter allen homogenen Membranen von gleicher Fliche und gle-
icher Spannung die kreisférmige den tiefsten Grundton gibt, Sitzungsber. Bayer. Akad. Wiss.
Miinchen, Math.-Phys. Kl. (1923), 169-172.

M. M. Fall, and V. Felli: Sharp essential self-adjointness of relativistic Schrédinger operators
with a singular potential. J. Funct. Anal. 267 (2014), no. 6, 1851-1877

M. M. Fall and S. Jarohs: Gradient estimates in fractional Dirichlet problems, Potential Anal.
54.4 (2021), 627-636

M. M. Fall and S. Jarohs: Overdetermined problems with fractional Laplacian, ESAIM Control
Optim. Calc. Var. 21 (2015), no. 4, 924-938

M. M. Fall, I. A. Milend and T. Weth: Unbounded periodic solutions to Serrin’s overdetermined
boundary value problem, Arch. Ration. Mech. Anal. 223 (2017), no. 2, 737-759.

A. Farina: Symmetry for solutions of semilinear elliptic equations in R" and related conjec-

tures, Papers in memory of Ennio De Giorgi. Ricerche Mat. 48 (1999), suppl., 129-154.

A. Farina and B. Kawohl: Remarks on an overdetermined boundary value problem, Calc. Var.
Partial Differential Equations 31 (2008), no. 3, 351-357



228 Bibliography

[86] A. Farina and E. Valdinoci: Flattening results for elliptic PDEs in unbounded domains with
applications to overdetermined problems, Arch. Rational Mech. Anal. 195 (2010), no. 3, 1025—
1058.

[87] A. Farina and E. Valdinoci: Rigidity results for elliptic PDEs with uniform limits: an abstract
framework with applications, Indiana Univ. Math. J. 60(1) (2011), 121-141.

[88] P. Felmer and W. Wang: Radial symmetry of positive solutions to equations involving the
fractional Laplacian. Commun. Contemp. Math. 61 (2014), 1350023

[89] R. A. Fisher: The advance of advantageous genes, Ann. Eugenics 7 (1937), 335-369.

[90] M. Foondun: Harmonic functions for a class of integro-differential operators, Potential Anal.
31(1) (2009), 21-44

[91] R.L. Frank and R. Seiringer, Non-linear ground state representations and sharp Hardy in-
equalities, J. Funct. Anal. 255 (2008), 3407-3430.

[92] B. Fristedt: Sample functions of stochastic processes with stationary, independent increments,
Advances in probability and related topics 3 (1974), 241-396.

[93] P. Garain and J. Kinnunen: On the regularity theory for mixed local and nonlocal quasilinear

elliptic equations, to appear in Transactions of the AMS, 2022

[94] P. Garain and E. Lindgren: Higher Holder regularity for mixed local and nonlocal degenerate

elliptic equations. Preprint. Arxiv: 2204.13196

[95] J. Garcia-Melidn, and J. D. Rossi: A logistic equation with refuge and nonlocal diffusion,
Commun. Pure Appl. Anal. 8 (2009), 2037-2053.

[96] M.G. Garroni and J.L. Menaldi: Second order elliptic integro-differential problems, Chapman
& Hall/CRC Research Notes in Mathematics, 430. Chapman & Hall/CRC, Boca Raton, FL,
2002. xvi+221 pp.

[97] G.W. Gibbons and P.K. Townsend: Bogomol’'nyi equation for intersecting domain walls, Phys.
Rev. Lett. 83(9) (1999), no. 9, 1727-1730.

[98] B. Gidas, W. M. Ni and L. Nirenberg: Symmetry and related properties via the maximum
principle, Comm. Math. Phys. 68 (1979) 209-243.

[99] P. Girdo, and H. Tehrani: Positive solutions to logistic type equations with harvesting, J.
Differential Equations 247 (2009), no. 2, 574-595.

[100] N. Guillen and R. W. Schwab: Min-Max formulas for nonlocal elliptic operators on Euclidean
Space, Nonlinear Analysis 193 (2020), 111468.

[101] T. Grzywny, K-Y. Kim, and P. Kim: Estimates of Dirichlet heat kernel for symmetric Markov
processes. Stochastic Process. Appl. 130 (2020), no. 1, 431-470.



Bibliography 229

[102] A.Henrot: Extremum problems for eigenvalues of elliptic operators. Frontiers in Mathematics.
BirkhauserVerlag, Basel, 2006.

[103] N.E. Humphries, N. Queiroz, J.R.M. Dyer, N.G. Pade, M.K. Musyl, K.M. Schaefer, D.W.
Fuller, J.M. Brunnschweiler, T.K. Doyle, J.D.R. Houghton, G.C. Hays, C.S. Jones, L.R. Noble,
V.J. Wearmouth, E.J. Southall, and D.W. Sims: Environmental context explains Lévy and
Brownian movement patterns of marine predators, Nature 465 (2010), 1066—1069.

[104] V. Hutson, S. Martinez, K. Mischaikow, and GT Vickers: The evolution of dispersal. J Math
Biol 47(6) (2003), 483-517.

[105] A. Tannizzotto, S. Mosconi and M. Squassina: Fine boundary regularity for the degenerate
fractional p-Laplacian. J. Funct. Anal. 279 (2020), no. 8, 108659, 54 pp.

[106] M. Kassmann, A. Mimica. Intrinsic scaling properties for nonlocal operators. J. Fur. Math.
Soc. (JEMS) 19 (2017), no. 4, 983-1011.

[107] J. L. Kazdan: Prescribing The Curvature Of A Riemannian Manifold, CBMS Reg. Conf. Ser.
Math.57, Amer. Math. Soc., Providence, 1985.

[108] Y.C. Kim and K.A. Lee. Regularity results for fully nonlinear integro-differential operators
with nonsymetric positive kernels, Manuscripta Mathematica 139(2012), 291-319.

[109] M. Kim and K-A. Lee: Regularity for fully nonlinear integro-differential operators with ker-
nels of variable orders. Nonlinear Anal. 193 (2020), 111312, 27 pp.

[110] M. Kim, and K-A. Lee: Generalized Evans-Krylov and Schauder type estimates for nonlocal
fully nonlinear equations with rough kernels of variable orders, J. Differential Equations 270
(2021), 883-915

[111] S. Kim, Y-C. Kim, and K-A. Lee: Regularity for fully nonlinear integro-differential operators
with regularly varying kernels. Potential Anal. 44 (2016), no. 4, 673-705.

[112] M. Kim, P. Kim, J. Lee and K-A Lee: Boundary regularity for nonlocal operators with kernel
of variable orders, J. Funct. Anal. 277 (2019), no. 1, 279-332.

[113] P. Kim, R. Song, and Z. Vondracek: Potential theory of subordinate Brownian motions
revisited, in Stochastic Analysis and Applications to Finance, Interdiscip. Math. Sci. 13, World
Scientific, 2012.

[114] P. Kim, R. Song, and Z. Vondraé¢ek: Uniform boundary Harnack principle for rotationally
symmetric Lévy processes in general open sets. Sci. China Math. 55, (2012), 2193-2416.

[115] S. Kitano : Harnck inequalities and Holder estimates for fully nonlinear integro-differential
equations with weak scaling conditions. https://doi.org/10.48550/arXiv.2207.02617

[116] T. Klimsiak and T. Komorowski: Hopf type lemmas for subsolutions of integro-differential
equations, Bernoulli 29(2) (2023), 1435-1463.



230 Bibliography

[117] A. N. Kolmogorov, I. G. Petrovsky, and N. S. Piskunov: Etude de ’équation de la diffusion
avec croissance de la quantité de matiere et son application a un probléme biologique, Bulletin
Université d’Etat a Moscou (Bjul. Moskowskogo Gos. Univ.), Série internationale A, 1 (1937),
1-26.

[118] P. Korman, and J. Shi: New exact multiplicity results with an application to a population
model, Proc. Roy. Soc. Edinburgh Sect. A 131 (2001), no. 5, 1167-1182.

[119] E. Krahn: Uber Minimaleigenschaften der Kugel in drei und mehr Dimensionen, Acta Comm.
Univ. Tartu (Dorpat) A9, (1926), 1-44.

[120] D. Kriventsov. C1'® interior regularity for nonlinear nonlocal elliptic equations with rough
kernels, Comm. Partial Differential Equations 38 (2013), 2081-2106.

[121] N.V. Krylov and M.V. Safonov: An estimate for the probability of a diffusion process hitting
a set of positive measure. (Russian) Dokl. Akad. Nauk SSSR 245 (1979), no. 1, 18-20.

[122] N. Krylov: Boundedly inhomogeneous elliptic and parabolic equations in a domain, Izv. Akad.
Nauk SSSR Ser. Mat. 47 (1983), 75-108.

[123] T. Kulczycki, and M. Ryznar: Gradient estimates of Dirichlet heat kernels for unimodal Lévy
processes, Math. Nachr. 291 (2-3) (2018), 374-397.

[124] A. Léculier: A singular limit in a fractional reaction-diffusion equation with periodic coeffi-
cients, Commun. Math. Sci. 17 (2019), no. 2, 565-586.

[125] A. Marinelli, and D. Mugnai: Fractional generalized logistic equations with indefinite Weight:
quantitative and geometric properties, J. Geom. Anal. 30 (2020), no. 2, 1985-20009.

[126] A. Massaccesi, and E. Valdinoci: Is a nonlocal diffusion strategy convenient for biological
populations in competition? J. Math. Biol. 74 (2017), no. 1-2, 113-147.

[127] R. C. Merton: Option pricing when underlying stock returns are discontinuous. Journal of
financial economics, 3(1-2) (1976), 125-144.

[128] P.W. Millar: First passage distributions of processes with independent increments, Ann.
Probab. 3, No. 2 (1975), 215-233.

[129] M. Modasiya and A. Sen: Fine boundary regularity for fully nonlinear mixed local-nonlocal
problems. arXiv preprint arXiv:2301.02397 (2023).

[130] J. Moser: A Harnack inequality for parabolic differential equations. Comm. Pure Appl. Math.
17 (1964), 101-134.

[131] C. Mou: Existence of C'“ solutions to integro-PDEs, Calc. Var. Partial Diff. Equ. 58(4)
(2019) , 1-28

[132] C. Mou and A. Swiech: Aleksandrov-Bakelman-Pucci maximum principles for a class of
uniformly elliptic and parabolic integro-PDE, J. Differential Equations 264 (2018), no. 4,
2708-2736.



Bibliography 231

[133] C. Mou and Y.P. Zhang: Regularity Theory for Second Order Integro-PDEs, Potential Anal
54 (2021), 387-407

[134] J. D. Murray: Mathematical biology, Second edition. Biomathematics, 19., Springer- Verlag,
Berlin, 1993.

[135] T. Nagylaki: Clines with partial panmixia, Theor Popul Biol. 81(1)(2012), 45-68.

[136] J. Nash: Continuity of solutions of parabolic and elliptic equations. Amer. J. Math. 80 (1958),
931-954.

[137] B. Oksendal and A. Sulem: Stochastic Control of Jump Diffusions. In: Applied Stochastic
Control of Jump Diffusions. Universitext. Springer, Cham, 2019.

[138] A. Okubo, and S. A. Levin: Diffusion and Ecological Problems-Modern Perspectives, 2nd ed.,
Springer-Verlag, New York, 2002.

[139] S. Oruganti, J. Shi, and R. Shivaji: Diffusive logistic equation with constant yield harvesting.
1. Steady states. Trans. Amer. Math. Soc. 354 (2002), no. 9, 3601-3619.

[140] E. Pardoux: Backward Stochastic differential equations and viscosity solutions of systems
of semilinear parabolic and elliptic PDEs of second order. In: Decreuefond, L., Gjerd, J.,
(Oksendal, B., Usttinel, A.S. (Eds.), Progr. Probab., 42. Birkhduser Boston, Boston, MA. 79—
127 (1998)

[141] C. Pucci, Maximum and minimum first eigenvalues for a class of elliptic operators, Proc.
Amer. Math. Soc. 17 (1966), 788-795.

[142] A. Quaas, A. Salort and A. Xia: Principal eigenvalues of fully nonlinear integro-differential
elliptic equations with a drift term, ESAIM Control Optim. Calec. Var. 26 (2020), Paper No.
36, 19.

[143] X. Ros-Oton, and J. Serra: The extremal solution for the fractional Laplacian, Calc. Var.
Partial Differential Equations 50 (2014), no. 3-4, 723-750.

[144] X. Ros-Oton and J. Serra: The Dirichlet problem for the fractional Laplacian: regularity up
to the boundary, J. Math. Pures Appl. 101 (2014), 275-302.

[145] X. Ros-Oton, J. Serra. Boundary regularity for fully nonlinear integro-differential equations,
Duke Math. J. 165 (2016), 2079-2154.

[146] X. Ros-Oton, J. Serra. Boundary regularity estimates for nonlocal elliptic equations in C*
and C1 domains. Ann. Mat. Pura Appl. (4) 196 (2017), no. 5, 1637-1668.

[147] X. Ros-Oton, J. Serra. The boundary Harnack principle for nonlocal elliptic operators in
non-divergence form. Potential Anal. 51 (2019), no. 3, 315-331.

[148] K.-I. Sato: Lévy Processes and Infinitely Divisible Distributions, Cambridge University Press,
1999.



232 Bibliography

[149] R. L. Schilling: Growth and Holder conditions for the sample paths of Feller processes. Probab.
Theory Related Fields 112, no. 4 (1998), 565611

[150] R. Schilling, R. Song, and Z. Vondradek: Bernstein Functions, Walter de Gruyter, 2010.

[151] J. Serra. Regularity for fully nonlinear nonlocal parabolic equations with rough kernels, Calc.
Var. Partial Differential Equations 54 (2015), 615-629.

[152] J. Serrin: A symmetry problem in potential theory, Arch. Rational Mech. Anal. 43 (1971),
304-318.

[153] J. Shi, and R. Shivaji: Global bifurcation for concave semipositon problems, Advances in evo-
lution equations: Proceedings in honor of J. A. Goldstein’s 60th birthday (ed. G. R. Goldstein,
R. Nagel and S. Romanelli, Marcel Dekker, Inc., New York/Basel, 2003) 385-398.

[154] L. Silvestre: On the differentiability of the solution to the hamilton-jacobi equation with
critical fractional diffusion, Adv. Math. 226(2011), no. 2, 2020-2039.

[155] B. Sirakov: Solvability of uniformly elliptic fully nonlinear PDE. Arch. Ration. Mech. Anal.
195 (2010), no. 2, 579-607.

[156] N. Soave and E. Valdinoci: Overdetermined problems for the fractional Laplacian in exterior
and annular sets, Journal d’analysis Mathematique 137 (2019), 101-134

[157] H. M. Soner : Optimal control with state-space constraint. II. SIAM J. Cont. and Optim.
24(6) (1986), 1110-1122.

[158] Y-H. Su, W-T. Li, Y. Lou, and F-Y. Yang: The generalised principal eigenvalue of time-
periodic nonlocal dispersal operators and applications, J. Differential Equations 269 (2020),
no. 6, 4960-4997.

[159] P. Sztonyk: On harmonic measure for Lévy processes, Probab. Math. Statist. 20 (2000), 383-
390.

[160] J.L. Vazquez: Nonlinear diffusion with fractional laplacian operators. In: Holden, H., Karlsen,
K.H. (eds.) Nonlinear Partial Differential Equations: The Abel Symposium 2010, 271-298.
Springer, New York, 2012.

[161] G. M. Viswanathan, V. Afanasyev, S. V. Buldyrev, and E. J. Murphy, P. A. Prince, H. E.
Stanley, Lévy flight search patterns of wandering albatrosses. Nature 381(1) (1996), 413-415.

[162] T. Watanabe: The isoperimetric inequality for isotropic unimodal Lévy processes, Zeit.
Wahrsch. Verw. Gebiete 63 (1983), 487-499.

[163] T. Zhu, and J. M. Harris: Modeling acoustic wave propagation in heterogeneous attenuat-ing

media using decoupled fractional Laplacians, Geophysics 79 (2014), no. 3, T105-T116.



