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#### Abstract

The Direct Current (DC) resistivity method is a classical geophysical method to obtain subsurface geoelectrical images. This technique is utilized in groundwater, mineral mapping, subsurface pollution monitoring, saltwater intrusion and other civil engineering applications, where a reliable data analysis requires a versatile and robust forward modeling algorithm. The present study develops a 2-dimensional (2D) DC resistivity forward modeling algorithm employing mimetic finite difference methods (MFDM). The MFDM preserves the valuable properties of the continuum governing partial difference equation in discrete space, leading to a better representation of actual electrical potential by simulated potential. This study presents the first application of MFDM for DC resistivity modeling. The accuracy of the developed scheme is benchmarked utilizing analytical responses of a dyke model and two-layer anisotropic models. Since there are no analytical solutions for the variable topography cases, the accuracy of the scheme is demonstrated by comparing the solution with the published responses. A three-layer model is used to examine the stability of the devised algorithm by incorporating non-orthogonal grids. Non-orthogonal grids are produced by randomly varying the nodal coordinate of orthogonal grids. The observed error trends show that the algorithm is highly stable with regard to grid distortion and can accurately simulate complicated models involving topography and anisotropic subsurface. Furthermore, the numerical computation time analysis reveals that the developed algorithm is computationally stable to grid distortion.

To efficiently accommodate the 3D character of the source in a 2D DC resistivity modeling, a new space domain approach is devised in this study. The developed algorithm is valuable in the case of long current-potential electrode spacing, including the case of high resistivity contrast and anisotropic subsurface. A half-space model was employed to examine the limitations of various wavenumber schemes. In the case of wavenumber-based modeling techniques, these wavenumber schemes are used in inverse cosine transform needed for space domain computation. It was observed that after a particular offset, all the wavenumber schemes deviated from the analytical result except the Gauss quadrature method with 120 wavenumbers, suggesting the long offset data requires simulation of large wavenumbers. Consequently, the wavenumber scheme becomes computationally


expensive in the case of long offset simulation. Motivated by this analysis, a space domain modeling algorithm that utilizes a new boundary condition applicable to the plane that passes through the source position is developed. The proposed approach is computationally competitive with the wavenumber domain approach. It is likely to be even more efficient in case of large offsets as a small number of grids are sufficient to discretize the space in the strike direction. Extensive numerical simulations are carried out to demonstrate that the developed method is reliable and versatile for deep imaging surveys having variable topography and anisotropic subsurface, including tilted transversely isotropic cases.

The construction of an algorithm based on a modified boundary condition, which aids in overcoming the wavenumber problem and gives accurate solutions for huge offsets, can be used as an essential tool to study responses for geophysical models till large offsets. Hence, we use the developed algorithm to obtain azimuthal apparent resistivity curves for various two-layered models, including isotropic, tri-axial anisotropic, and tilted transversely isotropic (TTI) models. The simulated azimuthal apparent resistivity plots provide insight into the scenarios when these plots behave like an isotropic case, even in the case of anisotropic subsurface. Further, the sensitivity curves are generated by taking the derivatives of apparent resistivity values with respect to the parameters that govern anisotropy. It is found that for a 2D case, the DC data generally shows sensitivity to all four parameters governing the anisotropy, which include the three principal resistivity values and one angle defining the angle of the tilted symmetry of anisotropy. However, when the azimuthal apparent resistivity plot evolves circularly, the principal resistivity along the profile direction becomes insensitive to the observed data.
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## Chapter 1

## Introduction

The Direct Current (DC) resistivity method is a classical geophysical technique used for subsurface imaging, particularly near-surface investigations. It is employed for deciphering the variations in the electrical resistivity of the subsurface. DC resistivity has a history of more than a century. Since its inception, it has evolved immensely in instrumentation, survey design, and data analysis. This chapter presents an overview of the DC resistivity method with particular emphasis on numerical modeling, which plays a vital role in data analysis.

### 1.1 Fundamental Relations and Mathematical Basis of the DC resistivity Method

The foundational principle governing the DC resistivity method is Ohm's law, which describes the relationship between electrical current (I), voltage (V), and resistance (R), where the resistance is a constant for an object, and it depends on the electrical property and geometry of the object. Since the shapes of the subsurface anomalies are not known before geophysical investigations, the resistance is of little use in these studies. Therefore, a more general form of Ohm's law, which relates the current density, J, electric field intensity, E, via the electrical conductivity, $\sigma$, is used in DC resistivity data analysis, and this relation is given as [37],

$$
\begin{equation*}
\mathbf{J}=\sigma \mathbf{E} . \tag{1.1}
\end{equation*}
$$

For brevity, the electric field intensity and electrical conductivity are referred to as electric field and conductivity, hereafter, in this thesis. The current density and electric field are vector quantities, and the conductivity is a second-order tensor. For operational pur-
poses, working with potential differences rather than an electric field is more convenient. Therefore, it is instructive to write the above equation in terms of electric potential. It is achieved by the relationship that connects electric field to the negative gradient of a potential, $u$, and it can be written as,

$$
\begin{equation*}
\mathbf{E}=-\nabla u . \tag{1.2}
\end{equation*}
$$

Furthermore, using equation of continuity and principle of conservation of charge, we can write,

$$
\begin{equation*}
\nabla \cdot \mathbf{J}=f, \tag{1.3}
\end{equation*}
$$

where $f$ depends on the externally applied known electric field, which is measured (consequently known) in terms of applied electric current in the DC resistivity method. The above three equations can be combined to write a partial differential equation for potential as,

$$
\begin{equation*}
-\nabla \cdot \sigma \nabla u=f \tag{1.4}
\end{equation*}
$$

The equation 1.4 is solved under appropriate boundary conditions. Since the physical laws state that no current can flow across the earth-air interface (say, $\Gamma_{s}$ ), hence the boundary conditions on $\Gamma_{s}$ are given by,

$$
\begin{equation*}
\frac{\partial u}{\partial n}=0, \text { on } \Gamma_{s}, \tag{1.5}
\end{equation*}
$$

where $n$ is the outward unit normal on the ground surface $\Gamma_{s}$. The homogeneous Dirichlet boundary conditions (i.e., the potentials are set to zero) or Neumann boundary conditions can be applied to the other domain boundaries. However, it is observed that these assumptions result in under or overshooting of potentials, respectively, in the numerically calculated potentials at a certain distance from the point source [28]. Because of this, [37] suggested mixed boundary conditions based on the potential's asymptotic behavior and gradient at vast distances from the point source. Therefore, the solution of equation 1.4 under appropriate boundary conditions provide the potential distribution, $u$, in the region having conductivity given by $\sigma$ due to an external source expressed by $f$. An alternative material property referred to as resistivity is generally used in DC resistivity methods, which is simply defined as the inverse of conductivity as,

$$
\begin{equation*}
\sigma=\frac{1}{\rho} \tag{1.6}
\end{equation*}
$$

The objective of a DC resistivity experiment is to obtain the subsurface resistivity (or conductivity) image, which is subsequently interpreted in terms of subsurface geology fluid type/saturation, etc. Next, the section presents a brief summary of its application in subsurface imaging.

### 1.1.1 Applications

DC resistivity has a wide range of applications in scientific research and practical domains. Initial applications were mineral exploration and hydrocarbon investigation, and it led to the birth of one of the most successful oil and gas service companies, SLB, starting with the DC resistivity application pioneered by the Schlumberger brothers [33]. With time, it has extended into environmental studies like aquifer protection studies [20] and study of waste disposal site and its environments [5, 121], civil engineering studies [58] like building site investigation [107] and pavement engineering [1], archaeological investigations like findings of archaeological targets [39], geothermal resource assessment [133] like exploring geothermal reservoir and physical parameters of the host rock [75], critical zone study involving the influence of subsurface heterogeneity on critical zone characterizations [27], and geological hazard monitoring like water inrush in tunnels and coal mines [84]. The current's penetration depth in the subsurface increases with the distance between current injection points [30] and also depends on the conductivity distribution of the underlying medium. Generally, the depth of investigation is around one-third to one-fifth of the current injection point separation. The greater the separation between current source points, the stronger the current must be injected to be recorded faithfully. Consequently, the applications of DC resistivity methods primarily lie in nearsurface investigations. The subsurface imaging in the DC resistivity method also depends on the survey design. The following subsection briefly reviews the survey design and data acquisition.

### 1.1.2 Survey Setup, Configurations \& Data Acquisition

The field measurement of the DC resistivity method involves measuring the potential differences induced by a controlled electric field [30]. The electric field is generated by injecting the electric current into the ground by the current electrodes connected to a battery that supplies the current. The current electrodes are also connected to an ammeter for measuring the injecting current. The voltmeter is used to estimate the potential difference between electrodes, referred to as potential electrodes. There are two types of electrodes, namely polarizing and non-polarizing [78]. Non-polarizing electrodes
overcome the issue of charge accumulation at the electrode; hence, they are superior. However, they are costly and delicate to handle. Therefore, most of the time, polarizing electrodes are used until the survey needs to take care of charge accumulation. Advanced equipment includes a data logger and multichannel system that significantly speeds up the data acquisition, which is essential for 2- and 3-dimensional surveys [90, 134].

The current and potential electrodes can be arranged in various configurations. The electrodes may be placed arbitrarily or in a co-linear fashion. Some of the notable array configurations are cited here. Wenner Array: This array is widely used for general resistivity surveys and involves four equally spaced electrodes. The outer electrodes serve as current sources, while the inner electrodes measure voltage. Schlumberger Array: Suitable for deep resistivity investigations, this array employs a fixed-spacing configuration with adjustable electrode spacings, enabling measurements at various depths. Dipole-Dipole Array: For high-resolution surveys, the dipole-dipole array features a pair of current electrodes and two pairs of voltage electrodes, facilitating detailed subsurface information. Pole-Pole Array: One of the potential electrodes and one of the receiver electrodes are both moved to infinity in a pole-pole survey but in different directions. To put it another way, a stationary infinity electrode is placed on either side of the survey region in a pole-pole array. More details on these arrays can be found at [78, 143]. The following factors influence the survey geometry selection: (1) the desired conductivity structure, the horizontal and vertical resolution being the most important factor; (2) field limitations for electrode placement; (3) noise floor in the survey area; (4) depth of investigation; and (5) time available for acquisition.

Various survey types can be designed, employing the above-mentioned array(s) to meet the survey objective, such as obtaining 1-, 2- or 3-dimensional resistivity images of the subsurface. The 1-dimensional (1D) survey is generally referred to as sounding, where measurement is made of various current/potential electrodes separations around a fixed center to obtain the resistivity variation with depth [13, 173]. The change in the horizontal direction is mapped by moving a fixed array along a line, which is known as profiling [3, 8]. A combination of sounding and profiling led to a 2D survey when data is recorded along a profile, and if measurements are made over a surface area, it leads to a 3D survey [76]. 2D data acquisition delivered the subsurface resistivity details below the profile, while 3D provided the resistivity information in volume below the survey plane. The 3D survey is generally expensive due to the requirement of equipment and survey time. Generally, for research purposes, 2D surveys are conducted [2, 9, 147].

DC Resistivity data are presented either as resistance, defined as a ratio of voltage differences by current, or as apparent resistivity values, $\rho_{a}$, defined as,

$$
\begin{equation*}
\rho_{a}=K \cdot \frac{\Delta V}{I} \tag{1.7}
\end{equation*}
$$

where $K$ is a geometric factor that depends on the electrode configuration. The apparent resistivity has the same unit as resistivity, and it is identical to the true resistivity of the subsurface in the case of half-space. The apparent resistivity is often represented by pseudosections for 2D and 3D cases [4, 8, 38]. These measurements are transformed into subsurface resistivity models using inverse modeling during interpretation.

### 1.1.3 Interpretation

Once the resistivity surveys are done, the final step is to estimate the true distribution of intrinsic resistivities [126]. The first step is to analyze the pattern of apparent resistivities that were measured. It is instructive to plot apparent resistivities as pseudosections. The pseudosections are helpful in identifying abnormalities in the data, identifying defective electrodes, and verifying any normalizations that may have been done. However, it has to be kept in mind that pseudosection is not a true geological cross-section and should not be interpreted as a subsurface image [48, 69].

Inversion algorithms [23] are employed to estimate subsurface resistivity models using observed data [50, 96]. It generally delivers a smooth model due to the regularization needed to stabilize the inversion that attains a pre-assigned misfit tolerance to observed data [49, 145]. The inverted models are interpreted by building a subsurface geological model [131, 149] by utilizing the subsurface resistivity distributions and any other information available about the study area. The geological models are further used to prove or falsify the hypothesis that exists of the problem being investigated [104, 162]. Therefore, the final outcome depends heavily on the accuracy of inversion. The DC resistivity inversion [102, 132] is a non-linear optimization problem [50, 123]. This entails creating a model from raw data and fine-tuning the inversion until measured data and calculated data agree well. There are various inversion schemes that have been utilized for DC resistivity studies [18, 120]. Irrespective of the scheme, an inversion involves several forward modeling computations that involve simulation data for a given model [98, 166]. Furthermore, the efficiency, accuracy, and robustness of the forward modeling algorithm are the primary factors in a successful inversion algorithm. Consequently, it plays a vital role in DC resistivity data analysis. The focus of this thesis lies in the development of a forward modeling algorithm for the DC resistivity problem. Therefore, a detailed review of DC modeling is presented in the next section.

### 1.2 Forward Modeling of DC resistivity Data

The equation 1.4 is the mathematical formulation for the DC resistivity problem, which has to be solved for the unknown potential $u$. The analytical solution of this equation is only possible for some very simple models [11]. For the 1D models, semi-analytical solutions are preferred [119, 125]. For a general subsurface conductivity distribution and arbitrarily shaped boundary, numerical methods are adopted to obtain an approximate solution. Numerical methods try to find an approximate solution of the governing partial differential equation under the suitable condition applied to the computation domain. Some of the commonly used numerical methods for DC resistivity modeling are,

- Finite Difference Method (FDM) [135, 168]
- Integral Method [59, 148]
- Finite Element Method (FEM) [136, 160]
- Meshless Method [81, 93]

Some of the chief challenges encountered in DC resistivity modeling are field singularities at the source location, enormous conductivity contrasts, complex geometries of heterogeneity, rugged topography, and anisotropy. Some of these complications also affect the choice of numerical methods. Therefore, we first present a discussion on source singularity, variable topography and electrical anisotropy.

### 1.2.1 Source Singularity \& Topography

The steep gradient of the potential field occurs where the source is placed in the modeling domain. Furthermore, at the position of the source, the potential is undefined or a singularity. The occurrence of singularity at the source position poses challenges for any approximation of source term using discrete points. Therefore, various approaches have attempted to overcome the problem of representing the Dirac delta function by discrete points. The modeling scheme where the Dirac delta function is approximated by discrete points delivers approximate total potential due to the source for the given model. Therefore, such schemes are also known as the total potential approach or the total field approach. Such schemes have been used in many studies on DC resistivity forward modeling [41] and consequently in inverse modeling [47, 47, 170]. These approaches may result in relatively large errors around the source position because the source is
not adequately represented on a discrete grid [168]. The accuracy depends on the local refinement around the source, and accuracy generally demands very fine grids near the source position. The problem arises when the source location is shifted to multiple points within the model domain, for example, in the case of 2D/3D inverse modeling of DC resistivity data. This creates very fine grids at multiple locations in the modeling domain, thereby increasing unnecessary computational costs. Consequently, in the case of inversion, using a total filed approach necessitates a source-specific discretization to make the inversion computationally tractable. In turn, source-specific discretization requires separate discretization for forward and inverse modeling and interpolation between the forward grid and the inversion grid of the potential values and conductivities.

An alternative approach to the singularity removal method is called the primarysecondary decomposition approach, also known as the secondary field approach. In this technique, the potential term is split into primary and secondary potentials, given by $u=u_{p}+u_{s}$, where $u_{p}$ is the primary potential and $u_{s}$ is the secondary potential. $u_{p}$ is potential due to the source for a background conductivity $\sigma_{p}$ for which analytical/semianalytical solution is possible. The two most common choices for background conductivity are half-space or a stack of horizontal layers. The secondary potential is computed by solving the governing equation for subsurface conductivity due to a scattered source that depends on the primary potential and anomalous conductivity, which is defined as $\sigma-\sigma_{p}$. The background conductivity is chosen such that the anomalous conductivity vanishes at and around the source location. Such a choice of background conductivity causes a smooth scattered source term, which can be approximated on relative coarse discretization compared to one needed total source formulation. This process, known as the secondary potential approach or singularity removal technique, was given by [91, 168]. This singularity removal technique greatly increases the accuracy of the numerical results [86, 112, 117, 156]. However, in the case of variable topography, there is no analytical formula to obtain the primary field.

### 1.2.2 Electrical Anisotropy

Anisotropy refers to the direction dependency of physical property. Earth material shows the anisotropic nature of most of its physical properties, including electrical conductivity. It is frequently seen in rock with prominent lineation, such as slate, shale, and clay, as well as in platy fabrics. Rock texture and crystal symmetry have an impact on its intrinsic anisotropy, also known as micro-anisotropy. When a stack of layers of different isotropic materials senses like a single unit to any geophysical method due to their resolution power, it manifests a macroscopic anisotropy. Rock cleavage, jointing, and fracture can all cause
structural anisotropy, which results in anisotropic resistivities in the subsurface (rock and joint fill).

The true ground resistivities and the geologic structure inferred from the DC resistivity data may be inaccurate if anisotropy in the ground is present but is disregarded during data analysis. According to [154], anisotropy's influence shouldn't be disregarded even if it is around 1.1. The assumption of electrical isotropy of the medium has been made in many of the studies about subsurface heterogeneity mapping. It is erroneous to make such an assumption when working with stratified, fractured, and jointed rocks. A homogeneous anisotropic half-space with different electrode arrays and their depth of investigation was examined by [12]. A few papers that address the impact of anisotropy on surface resistivity measurements include $[53,54,97]$. The problem of investigating anisotropic resistivity in boreholes has been examined by [6, 99]. To address anisotropic circumstances quantitatively, researchers have also created imaging and inversion programs [56, 77, 108]. However, the anisotropic inversion is a challenging task, particularly in the case of the tilted symmetry axis case. The absence of anisotropic resistivity imaging has been attributed to several significant factors, including (i) the need to estimate extra parameters during the inversion of an often under-determined problem, (ii) the difficulty of defining the form of anisotropy in the initial model, and (iii) the inability to detect anisotropy from surface field measurements [47]. Nonetheless, the most crucial element of an inversion algorithm is accurate and efficient forward modeling. In the case of an anisotropic inversion algorithm, forward modeling should be able to simulate the response of the anisotropic subsurface.

### 1.2.3 Numerical Methods

Even though many numerical techniques have been implemented for DC resistivity modeling, the FEM $[15,28,114]$ and the FDM $[37,91,135]$ are two methods that are utilized extensively. The FDM is straightforward to implement and, therefore, employed most frequently, particularly in initial studies. However, FDM works with structured (more specifically orthogonal) grids, severely restricting their ability to handle variable topography. Another problem with FDM is that grid refinement can not be limited to a particular region as the orthogonal grid extends up to the boundaries, which leads to unnecessary refinement to a bigger subdomain. On the other hand, FEM can be adapted to varying topography as it allows one to choose various shapes of elements that can have varying sizes in the modeling domain. This flexibility in discretization allows for problem-specific refinement of the modeling domain. However, it is not trivial to obtain the optimum discretization, and it may depend on issues such as current and potential electrodes' position apart from the topography and the conductivity distribution in the subsurface.

Therefore, code development and discretization are challenging issues in FEM algorithm development.

The apparent resistivities derived from DC resistivity studies are significantly influenced by topography. A ridge can result in a high resistivity zone directly beneath the ridge, and a valley can cause low resistivity anomalies beneath it [42, 144]. These artifacts have the potential to produce a false interpretation. Therefore, topography needs to be considered during modeling to prevent artifacts [40]. Since the EFM allows greater flexibility in discretization, the handling of topography is easy to accommodate in the FEM algorithms. Therefore, FEM has been used by many studies in DC resistivity modeling when topography is included $[40,42,86,89,144]$. On the other hand, in case of FDM, the topography needs to be represented by a staircase approximation, which may be a good approximation for gentle topography. Generally, the number of unknowns is much higher in EEM than in FDM for numerical accuracy acceptable in geophysical modeling, particularly for flat or mild topography. Thus, the FDM general scores higher in efficiency; hence, the FDM technique is preferred if the topography is simple [40, 86]. Therefore, attempts have been made to modify the FDM such that it can handle rugged topography. [40] employed a triangular discretization with FDM at the air/earth interface instead of the more popular rectangular discretization. Their method yields slightly less accuracy than the FEM distorted-mesh, but triangular FDM is still as accurate as triangular FEM. But compared to both FEM, their triangular FDM algorithm operates much more quickly. When topography is present, [138] used a coordinate transformation on the FDM mesh to improve the accuracy of their solutions. Coordinate transformation is a concept that was previously applied to electromagnetic modeling by [7] to include seafloor topography.

An additional method of incorporating topography is presented by [146]. This study presents a hybrid finite difference-finite element approach, sometimes known as a hybrid finite difference - finite element (FD-FE) or, short, HB. Where topography exists, the rectangular FD nodes at the air/earth interface are replaced with triangular FE components. The FDM and FEM systems of equations are combined to form the system of equations for this hybrid approach. A hybrid system of equations is thus closer to the FD system of equations since FD is employed inside the model while FE is mostly used at the earth's surface. As a result, while HB's computing time is closer to FDM's, its numerical precision is identical to FEM's. Hybrid forms of FDM and FEM methods have also found applications in practical scenarios such as elastic wave modeling [44, 73] and applications in hydrology [130]. FDM and FEM are both methods of approximation. It has been demonstrated that when applied to the same grid, both FE and FD produce comparable discrete approximations [172]. This information is vital for the hybrid approach. A hybrid approach would
not work if there were any significant discrepancies between the two approximations. In this situation, it is necessary to provide a transition zone between FDM and FEM, and vice versa [44].

As the FEM method allows refinement in a user-defined region during the discretization, hence it can be employed more efficiently for total field formulation for source singularity than FDM because the refinement in a localized region extends to a large domain in FDM. However, the primary and secondary approaches allow coarser discretization near the source location; hence, this is a manageable problem for FDM if the primary field is efficiently computable, therefore, variable topography case is a challenging problem to be solved using primary and secondary approach. For uneven topography, a scheme suggested by [51], where the elements whose resistivities need to be found are defined by a relatively coarser parameter grid. A secondary potential approach is used for the forward calculations in each inversion step on the secondary field grid. At the start of the inversion process, a one-time simulation on the highly refined primary field grid provides the primary fields. An alternate technique to deal with cases involving topography was given by [112]. In this method, a modified boundary condition is used, and the primary field is taken as per the half-space.

The handling of electric anisotropy, which has been observed in both field and laboratory measurements, is another crucial problem in modeling DC resistivity data. According to [103], naturally occurring rock can have an anisotropy factor of up to 4.5 . Significant errors will occur if these anisotropic structures are regarded as isotropic [6, 165]. Numerical codes must be able to manage anisotropy to interpret anisotropic structures. Analytical solutions exist for simple anisotropic models like the anisotropic layered media [150, 164] and the tilted transversely isotropic (TTI) uniform half-space [54]. For benchmarking, $[82,83]$ provided analytical solutions for several basic anisotropic models. Solutions for simple anisotropic models can be derived by analytical approach [46], however, for arbitrary distribution of resistivity numerical methods are used [56, 87, 108, 165, 170]. Electric anisotropic media were also considered by [57, 151] using FDM techniques and by [14, 87] employing FEM approach. [87] used a FEM approach for modeling anisotropic resistivity with structured hexahedral grids. [85] took anisotropy into account using adaptive finite elements. Other numerical simulation schemes for anisotropic models have been attempted using volume integral methods [82, 83], the spectral element methods [170]. To calculate the response of anisotropic structures, [170] used the "Gaussian quadrature grid," a modified version of the spectral element method.

FDM and FEM have been compared by Li and Spitzer [86] for three-dimensional DC resistivity forward modeling. Also, there has been a comparison study by Osiadacz and

Yedroudj [106] in the case of a simulation for a gas pipeline. These studies highlight that although FEM is quite accurate in terms of numerical approximation, it turns out to be computationally expensive. Also, if there is further refining required of the grid, the number of variables increases manifold in the case of a FEM approach. In such a scenario, the computation time and storage space demand for FEM will increase. These studies also comment upon the robustness of these approaches and clearly state that FDM is quite robust compared to FEM, especially concerning coarsening of the grid. Hence, slight changes in parameters would render the FEM scheme more erroneous than FDM. On comparing the memory requirements, it was observed that space taken by the FEM scheme is 3.4 times the requirement of the FD scheme [86]. Hence, we examine another novel numerical scheme known as the mimetic finite difference method (MFDM) that has the properties of both FDM and FEM.

### 1.2.4 Mimetic Methods

Numerical modeling problems involving complex physical processes, discontinuities, and strong nonlinearities must be solved using a numerical method that is robust and accurate to address these challenges because numerical approximation is a decisive factor for the simulations' efficiency, precision, and reliability. The predictions and insights obtained by the numerical simulation should be a good representation of the physical processes being examined. When the discrete representative mimics or preserves the underlying mathematical features of the physical system, the best outcomes are expected to be achieved. On general meshes, the MFDM aims to produce discrete approximations of the continuum operators that maintain important characteristics of continuum equations [26].

The mimetic discretizations started around the middle of the 1970s. The need to solve complex PDEs with discontinuous coefficients on non-orthogonal meshes was a major driving factor. The mimetic technique has been used to address various real-world problems, such as the diffusion equation [61, 62, 100], the gas dynamics equations [24], the equations of continuum mechanics [95], Maxwell's first-order curl equations [67], and the equations of magnetic diffusion [67]. Complexly shaped domains, several linked physical processes (such as heat conduction, gas dynamics, and electromagnetism), and the Lagrangian approach in which the mesh moves with fluid are also studied using mimetic methods.

MFDMs are also known as support-operator methods, basic or reference operators in literature [129]. The method of support operators is described in detail in [122, 127, 128]. As per the construction of mimetic operators, every discrete operator has an invariant def-
inition, meaning coordinate invariant values like volumes, areas, and angles are included in the definitions. It means that the discrete operators can be applied in any coordinate system by modifying the formulas for these geometric values. After establishing the fundamentals of support-operator methods, it is possible to demonstrate that the discretized problem shares many significant properties with the original continuum problem by using discrete analogs of continuum operator identities. For the above reasons, the difference schemes developed are considered to be a family of mimetic methods [63, 128].

Selecting a discrete representation of the scalar, vector, and tensor fields on a computational mesh using appropriate degrees of freedom is the first step in building a mimetic discretization [17]. The discrete operators work on the grid functions and match the firstorder continuum operators like the gradient, curl, and divergence. Firstly, the relationships between a mathematical model's most critical analytic features and the first-order differential operators are determined to serve as its formulation [29]. An integral identity typically expresses a duality relationship between the first-order operators. Depending on the problem at hand, a discrete form is selected for a few first-order operators, referred to as the primary operators. The other operators are constructed using the primary operators, referred to as the secondary or derived operators [60].

The grids used with mimetic methods are produced via smooth mappings; as a result, every cell is convex and resembles a slightly distorted rectangle [21]. The best rough grids are produced by moving the node randomly by a tiny amount while maintaining the convexity of all the cells, starting with a basic uniform grid. No matter how rough the grids are, the approach works incredibly well for grids with convex cells [79]. The only issue is that the iterative matrix solution might not converge for grids with nonconvex cells. However, there are revised algorithms to address this issue that are more reliable for such cases. Discussion of such algorithms is not within the scope of this thesis.

The conductivity discontinuities in the studies that are taken into consideration are just straight line jumps across the interface [88]. The theory of interfaces suggests that the normal flux is continuous at such interfaces. In summary, MFDMs are a special class of methods that guarantee the scheme to be conservative and second-order accurate; the system matrix formulated is symmetric and positive-definite for Dirichlet, Neumann, and Robin boundary conditions. MFDMs rigorously handle the discontinuities in the physical properties across interfaces. Moreover, the integral identity imposed over the discrete operators guarantees that the primary and secondary operators are dual to each other [67].

### 1.2.5 Wavenumber Domain

Two-dimensional DC resistivity modeling involves the potential simulation due to the point source for the subsurface model, where conductivity varies in two dimensions only, say $\sigma=\sigma(x, z)$. However, the 3D nature of the source causes the potential to be the function of three-dimensional space coordinates. Hence, the problem remains 3D in the space domain [19, 32]. However, the problem can be transformed in the wavenumber domain using the Fourier transform in the direction in which the conductivity is invariant [113, 146]. It leads to a PDE with two space variables, though it depends on the wavenumber. Therefore, the space domain response can be efficiently obtained by first performing a simulation in the wavenumber domain followed by taking the inverse Fourier transform of the wavenumber domain responses [31, 109]. A useful characteristic of potential for the 2 D conductivity model is that the potential is symmetric about the plane perpendicular to the strike direction that passes through the source position. Further, the electric potential is real quantity. The above-mentioned properties of potential lead to further simplification of the Fourier transform to the cousin transform. The forward and inverse cosine transform defined is simply given as [36],

$$
\begin{equation*}
F(x, k, z)=\int_{0}^{+\infty} f(x, y, z) \cos (k y) d y \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x, y, z)=\frac{2}{\pi} \int_{0}^{+\infty} F(x, k, z) \cos (k y) d k \tag{1.9}
\end{equation*}
$$

respectively, where $k$ is the wavenumber. Since the potential in the DC resistivity method varies smoothly in space, it approaches zero as one increases the wavenumber. Therefore, the upper limit of the Fourier transform turns out to be a finite value, making numerical calculation of inverse Fourier transform practical. However, choosing optimum wavenumbers is a non-trivial task to perform 2D DC resistivity modeling. Various researchers have tried to come up with efficient schemes to choose the best schemes for selecting the optimum $k$ values. To select the best values of $k$, [157] used an optimization approach, where he used a two-step gradient-based optimization technique to handle discrete wavenumbers and associated weights at distinct places. In the first step, the linear least-squares approach is used to determine the associated weights, followed by the second step, which uses the non-linear least-squares method to get the optimal $k$ for the acquired weights. The ideal $k$ and weights that cause the objective function to attain a minimum can be found after a sufficient number of repetitions.

In order to solve the non-linear optimization problem for estimating the appropriate Fourier coefficients, [109] introduced the differential evolution algorithm by [110, 137].

This has been consistently ranked as one of the best search algorithms for solving global optimization problems in several case studies. This ensures that not only computational speed increases but that the search is not trapped in a local minimum. [166] modified further the optimization approach proposed by [157] for the selection of wavenumbers. [115] go over a method for selecting the ideal set of logarithmic scale equispaced wavenumbers. [113] outlines an improved technique for selecting the wavenumbers that builds on [157] strategy. The optimisation strategy uses a gradient-based search to find the most advantageous coefficients. But this is specific to a given geometry and impacts the computational cost. In order to provide a precise 2D approximation, [109] proposed a novel solution to the non-linear optimisation problem of estimating the appropriate Fourier coefficients. Despite all these efforts there is no single method that guarantees the selection of the best wavenumbers for the underlying problem.

### 1.3 Thesis Objective and Layout

The present thesis aims to develop a novel 2D DC resistivity modeling algorithm that can handle complex topography and anisotropic conductivity with an arbitrarily tilted symmetry axis. Based on the literature survey, the MFDM is found to be suitable to be employed as the numerical analysis. We have extensively studied the issue of modeling large domain sizes, which is essential in the case of mineral exploration as it needs to be probed deeper. In the energy transition junctures, many scientific and economic societies and institutions have raised concerns about exploring and exploiting more mineral resources to make this transition sustainable and achievable. Therefore, a relook at the classical geophysical methods and their advancement that can aid in mineral investigation is the need of the hour.

The thesis structure is arranged as follows: Chapter 1 introduces the DC resistivity method with a brief history and theory of the DC resistivity method, including fundamental mathematical relations of the DC resistivity equation. The main emphasis of the discussion is on the numerical modeling of DC resistivity data, including the challenges that arise in numerical modeling.

Chapter 2 presents the development of a 2D DC resistivity modeling algorithm based on MFDM. This chapter discusses the basic principles of mimetic methods and the derivation of the numerical scheme using underlying principles. Several benchmarking experiments are included in this study to demonstrate the accuracy of the developed algorithm, including a comparison with published results for a variable topography case
for which an analytical response is unavailable. Lastly, the stability of the developed numerical scheme involving grid distortion is examined.

Chapter 3 presents the development of a novel space-domain algorithm for 2D DC resistivity modeling. It includes motivation for this work by comparing responses simulated using various wavenumber choices to the analytical response of a uniform half-space for long offsets data. Subsequently, the concepts of space domain modeling are discussed, including a new boundary condition at a vertical plane perpendicular to the strike direction that passes through the source position. Finally, several numerical experiments are presented to show the versatility of the developed algorithm for large spacing of current and potential electrodes.

Chapter 4 is based on the insights derived from the developed algorithm concerning the sensitivity of anisotropy to DC resistivity data to anisotropic subsurface. By comparing isotropic, tri-axial, and TTI models, we perform simulations to investigate how different anisotropy elements are scenes by the surface DC resistivity data. Chapter 5 presents the thesis summary, and possible future extensions of the research carried out during this thesis.

## Chapter 2

## A mimetic finite-difference method for 2D DC resistivity modeling

### 2.1 Abstract

Nondestructive imaging and monitoring of the earth's subsurface using the geoelectric method require reliable and versatile numerical techniques for solving the governing differential equation. This work presents the first development of an algorithm for modeling two-dimensional direct current resistivity data based on the mimetic finite difference method. The mimetic finite difference method operator encompasses fundamental properties of the original continuum model and differential operator for a robust numerical algorithm. The proposed numerical scheme can simulate the response for an anisotropic model with irregular geometry having discontinuous physical properties. The developed algorithm's accuracy is benchmarked using the analytical responses of dyke models and a two-layer anisotropic model. The simulation result is compared with a published response for the variable topography case. The stability of the developed algorithm involving non-orthogonal grids is analyzed using a three-layer model. Non-orthogonal grids are generated by randomly perturbing the nodal coordinate of orthogonal grids. For these examinations, the maximum error in surface potential remains below $1.1 \%$ compared to the orthogonal grid simulation. Hence, the algorithm can simulate an accurate response of complex models such as rugged topography and anisotropic subsurface, and it is very stable concerning grid distortion.

Keywords:Two-dimensional DC modeling, Mimetic finite difference method, Distorted grids, Topography, Robin boundary conditions

### 2.2 Introduction

The direct current (DC) resistivity method is a classical geophysical technique used to estimate subsurface conductivity. The measurements can be done on the surface or inside the borehole. Since DC measurements have a minimal impact on the environment and are cost-effective, these techniques have been applied to various applications such as mineral exploration [105, 163], underground archaeological studies, groundwater mapping [10, 80] and engineering studies [55]. Generally, the acquired DC data is analyzed using inverse modeling. Apart from ill-posedness, inverse modeling depends heavily on the accuracy and versatility of the forward modeling algorithm. The inverse operator maps the misfit between the observed and simulated data to model space. Consequently, the forward modeling inaccuracy will also be mapped onto the model space by the inversion operator, where the numerical error may get enhanced considerably due to the singular nature of the inverse operator. Therefore, considerable efforts have been directed toward developing forward modeling algorithms that accurately model the response of the subsurface.

The analytical solution of governing equation of the DC problem is only possible for some elementary models. For arbitrary conductivity distribution, numerical methods are utilized. The most commonly applied numerical schemes are the finite difference methods (FDMs), [37, 135], finite element methods (FEMs) [120], surface integral methods [16, 158], and volume integral methods [169]. The FDM works well for a relatively flat topography, while the FEM has no such limitations. However, the FDM is effortlessly extendable to inverse modeling schemes. Generally, the inversion algorithms based on the FEM require distinct meshes for modeling and inversion to optimize the degree of freedom in inversion (e.g., [51]). Consequently, the modeling mesh's nodal field needs to be interpolated at the inversion mesh for gradient/Hessian computation. The Mimetic Finite Difference Method (MFDM) is a suitable alternative to both of these modeling algorithms as it can simulate response for variable topography models and yet does not require different discretization for inverse modeling.

The MFDM schemes are designed by enforcing properties on discrete operators so that the numerical operator possesses properties of the continuum operator. [64] showed that the difference operators obtained using MFDM stand robust for non-orthogonal, unstructured, and nonsmooth meshes. Besides this, MFDM operators satisfy the conservation laws, symmetry properties, and fundamental theorems of the differential and integral operators [128]. Another advantage of MFDM is its suitability to use in trans-dimensional Bayesian inversion workflow. Because in the trans-dimensional Bayesian scheme, the cell nodes' positions are randomly perturbed in space, which is problematic with the FDM [43]. In contrast, the FEM is flexible regarding node position; however, it is more sensitive
to grid refinement than the finite-difference (FD) technique [86]. The trans-dimensional Bayesian scheme requires hundreds of thousands of times to calculate responses of randomly perturbed models (both conductivity and shape of the cells). Consequently, the FEMs' sensitivity of grid refinement may require regenerating the mesh, which is not a trivial step. Therefore, the ability of the MFDM to accommodate the non-orthogonal grids and to be relatively less sensitive to grid refinement makes the MFDM a potential candidate for use in trans-dimensional Bayesian inversion.

MFDM schemes have been applied to various geophysical problems, including seismic [34, 124], electromagnetic [155], gravity [71], and shear rupture modeling [118]. For electromagnetic data modeling, [70], observed that the MFDM is more suitable than the traditional finite element (FE) or finite volume methods. Therefore, MFDM has a huge scope of implementation to DC resisitivity modeling, as the DC resistivity technique is used extensively in investigating near-surface complexities. For example, the critical zone study has emerged as a new area where more near-surface geophysical methods are being applied for applications such as imaging the tree root system [111], soil moisture studies, and so on [72]. Many investigation sites of critical zone study have variable topography. The irregular topography and the near-surface processes may lead to anisotropic subsurface, and anisotropy can be used as a proxy for understanding such processes. Since a lot of data, especially in the research domain, is acquired along straight lines, 2D data analysis is done routinely. Even if 3D data is observed, it is reasonable to perform a 2D inversion. The 2D inverted models can also be used for creating an initial model for 3D inversion.Hence, developing a robust and versatile 2D DC modeling algorithm is still an active research area.

In this study, we develop a 2D DC resistivity modeling algorithm employing an MFDM scheme that can handle irregular topography and anisotropic subsurface. The paper's outline is as follows: In Section 2, the basic theory of DC resistivity modeling and a detailed discussion of the MFDM scheme suitable for the DC resistivity problem is discussed. Subsequently in section 3, the accuracy of the developed algorithm is verified by comparing the numerical solutions against the analytical results. Finally, the stability of the developed algorithm involving non-orthogonal grids is analyzed using a three-layer model. The cells where the angle between cell arms is either less than 25 degrees or more than 155 degrees, are denoted as highly distorted. The numerical tests are conducted by varying extents of grid distortion. The highly distorted cells could be as high as $10 \%$ of the total cells. For these tests, the error bar remains below $1.1 \%$, thereby confirming the algorithm's stability on distorted, non-orthogonal grids. Section 4 highlights the conclusions derived from this
study. This study presents the first implementation of MFDM to perform the DC resistivity modeling.

### 2.3 DC Resistivity Modeling

The DC resistivity modeling problem in 3D is expressed as,

$$
\begin{equation*}
\nabla_{3 D} \cdot\left[T_{3 D}(x, y, z) \nabla_{3 D} u(x, y, z)\right]=-I \delta\left(x-x_{\circ}\right) \delta\left(y-y_{\circ}\right) \delta\left(z-z_{\circ}\right), \tag{2.1}
\end{equation*}
$$

on $V$, where $V$ is the computational domain. $\nabla_{3 D}$ and $\nabla_{3 D}$ are the divergence and gradient operators, respectively in the 3D space. $T_{3 D}(x, y, z)$ is the conductivity tensor. The right hand side term denotes the source term, where $I$ is the current intensity, $\delta()$ is the Dirac delta function, and ( $x_{\circ}, y_{\circ}, z_{\circ}$ ) represents the coordinates of the source. The aim is to solve Eq. (2.1) for the unknown potential $u(x, y, z)$ under the appropriate boundary conditions for a given conductivity distribution. The general form of boundary conditions is referred to as Robin boundary condition [52] and it can be expressed as,

$$
\begin{equation*}
\lambda\left(\vec{n} \cdot T_{3 D} \nabla_{3 D} u\right)+\eta u=\mu \text { on the boundary } \partial V, \tag{2.2}
\end{equation*}
$$

where $\lambda, \eta$ and $\mu$ are the coefficients which determine different types of boundary conditions, and $\vec{n}$ represents the normal component. For the DC problem, the homogeneous Neumann boundary condition is applicable on the surface of the domain, i.e. $\partial V_{s}$, which can be achieved by setting the value of the coefficients in Eq. (2.2) as,

$$
\begin{equation*}
\lambda=1, \eta=0 \text { and } \mu=0, \tag{2.3}
\end{equation*}
$$

to ensure that the normal component of the potential is zero. Consequently, the electric field component perpendicular to the terrain is zero at the surface; hence, the current at the surface flows along the topography. On the side boundaries, i.e. $\partial V_{\infty}$, the Robin (mixed) boundary conditions given by [36], are applied, which is equivalent to the case,

$$
\begin{equation*}
\lambda=1, \eta=\frac{\cos \theta}{r} \text { and } \mu=0, \tag{2.4}
\end{equation*}
$$

where $r$ is the distance from the source location to the measuring location, and $\theta$ is the angle subtended between the radial vector from the source position to the measuring position and the normal at the measuring position.

For anisotropic medium, the conductivity tensor, $T_{3 D}(x, y, z)$ is expressed as

$$
T_{3 D}=\left[\begin{array}{lll}
\sigma_{x x} & \sigma_{x y} & \sigma_{x z} \\
\sigma_{y x} & \sigma_{y y} & \sigma_{y z} \\
\sigma_{z x} & \sigma_{z y} & \sigma_{z z}
\end{array}\right] .
$$

Let us assume a model where the axis of anisotropy and the coordinate axis in the $y$ direction coincide. Consequently, the current density in the $y$-direction gets decoupled from the electric field in the $x$ - and $z$-direction. For example, DC data acquired along a profile perpendicular to the hinge (here, the hinge is in the $y$-direction) of an anticline would exhibit such anisotropy. Under this condition, $T_{3 D}$ transforms to,

$$
\hat{T}_{3 D}=\left[\begin{array}{ccc}
\sigma_{x x} & 0 & \sigma_{x z} \\
0 & \sigma_{y y} & 0 \\
\sigma_{z x} & 0 & \sigma_{z z}
\end{array}\right] .
$$

For a two-dimensional model, the conductivity in the strike direction does not change. Therefore, $\sigma_{y y}$ will be invariant in the $y$-direction considering the strike along the $y$ direction. Under these conditions, the solution for Eq. (2.1) can be simplified considerably by taking the Fourier transform with respect to the $y$-variable. It is also convenient to work with primary/secondary decomposition formulation [91] to address the problem of source singularity. Consequently, the governing equation for the 2D problem using primary/secondary decomposition can be expressed in the wavenumber domain as,

$$
\begin{gather*}
\nabla \cdot\left[T_{2 D}(x, z) \nabla \tilde{u}_{a}(x, k, z)\right]-k^{2} \sigma_{y y}(x, z) \tilde{u}_{a}(x, k, z)= \\
-\nabla \cdot\left[T_{2 D a}(x, z) \nabla \tilde{u}_{n}(x, k, z)\right]+k^{2} \sigma_{y y a}(x, z) \tilde{u}_{n}(x, k, z), \tag{2.5}
\end{gather*}
$$

where $\sigma_{y y}$ and $\sigma_{y y a}$ are the conductivity values in the $y$-direction for the model and the anomalous body, respectively. $k$ represents the wavenumber, $\nabla \cdot$ and $\nabla$ denotes the 2D divergence and gradient operator respectively. $\tilde{u}_{n}(x, k, z)$ and $\tilde{u}_{a}(x, k, z)$ are the potentials in the Fourier domain for the primary field and the anomalous field, respectively. $T_{2 D}(x, z)$ and $T_{2 D a}(x, z)$ are the conductivity tensors of the medium and the anomalous block, respectively. The conductivity of the anomalous body is simply given by the difference between the conductivity of the model and the primary/background medium. Here, $T_{3 D}$ transforms to $T_{2 D}(x, z)$, which is given by,

$$
T_{2 D}=\left[\begin{array}{ll}
\sigma_{x x} & \sigma_{x z} \\
\sigma_{z x} & \sigma_{z z}
\end{array}\right]
$$

The construction of right hand side in the Eq. 2.5 requires a known primary potential, $\tilde{u}_{n}(x, k, z)$. Therefore, a simple background medium is used for the primary potential computation for which analytical expressions are available. The equation is then numerically solved for the unknown potential $\tilde{u}_{a}(x, k, z)$. The total potential is finally computed by adding the primary and the anomalous potential [30].

In the wavenumber domain, the Robin boundary conditions given in Eq. (2.2) can be expressed as,

$$
\begin{equation*}
\tilde{\lambda}\left(\vec{n} \cdot T_{2 D} \nabla \tilde{u}_{a}\right)+\tilde{\eta} \tilde{u}_{a}=\tilde{\mu} \text { on the boundary } \partial V . \tag{2.6}
\end{equation*}
$$

Eq. (2.5) is solved with the boundary condition given in Eq. (2.6), where for the top surface, $\partial V_{s}$,

$$
\begin{equation*}
\tilde{\lambda}=1, \tilde{\eta}=0, \text { and } \tilde{\mu}=0 . \tag{2.7}
\end{equation*}
$$

and for distant boundaries, i.e $\partial V_{\infty}$,

$$
\begin{equation*}
\tilde{\lambda}=1, \tilde{\eta}=\frac{k K_{1}(k r)}{K_{0}(k r)} \cos \theta, \text { and } \tilde{\mu}=0 \tag{2.8}
\end{equation*}
$$

where $K_{1}$ and $K_{0}$ are the modified Bessel functions of second kind, order one and zero, respectively.

Now, the application to the topography cases is emphasized further. The term $\tilde{u_{n}}(x, k, z)$ in the Eq. (2.5) is the background potential field of the model. This is easily available for half-space models as the analytical solution exists. But in the case of topography, there is no general analytical expression to compute the background field. Hence, the term $\tilde{u}_{n}(x, k, z)$ is unknown. This becomes a constraint to simulate the response for a model with topography. Researchers have adopted various methods [40, 120] to simulate the response for a variable topography. [112] proposed a scheme where primary potential due to halfspace is used, and only the surface boundary condition needs to be modified. The modified boundary condition in 3D is expressed by taking the following values of the constants

$$
\begin{equation*}
\lambda=1, \eta=0, \text { and } \mu=-\frac{I}{2 \pi} \frac{\left(x-x_{0}\right) \cdot \hat{n}}{r^{3}}, \tag{2.9}
\end{equation*}
$$

where $x_{0}$ is the source location, $x$ is a point on the profile, $r$ is the radial distance from the source point to the measuring location, and $\hat{n}$ is the the unit normal to the radial vector from source to measuring point. Therefore, in the wave-number domain, the surface boundary condition for topography case can be expressed as

$$
\begin{equation*}
\tilde{\lambda}=1, \tilde{\eta}=0, \text { and } \tilde{\mu}=-\frac{I k K_{1}(k r) \cos \theta}{2 \pi} . \tag{2.10}
\end{equation*}
$$

Consequently, the 2D DC resistivity modeling for an anisotropic and variable topography model can be achieved by solving Eq. (2.5) under boundary conditions given in Eq. (2.8) and Eq. (2.10). Various algorithms have been developed so far to deal with the complicated cases of DC modeling. This novel approach first presented as support operators method by [128] and [129], is also known as the MFDM approach.

### 2.3.1 Mimetic Methods

We try to model various physical processes that reproduce natural phenomena as accurately as possible in computational sciences. There are multiple complexities such as non-linearity in the processes, discontinuity of the coefficients arising in the physical system, discontinuity in the solution, preservation of the conservation laws, and symmetry properties of the process that need to be addressed. In addition, complex geometries need to be incorporated into the modeling to simulate real-world problems. There are numerous techniques to handle simple structures. However, complex geometries, topographies, and embedded anomalous bodies are not so easy to handle.

Many numerical modeling techniques have been widely implemented and published in scientific literature. FDMs are relatively simple to implement. However, it is challenging to accommodate non-orthogonal grids via FDMs. So, implementing topography is non-trivial. A special class of FDMs called MFDM, has a remarkable ability to address these requirements. Hence, we work with MFDM and develop a C++ code to model the DC resistivity problem. There have been different names in the literature for MFDM like the support-operator method, reference operator, [64, 65, 101] etc. These methods have been translated from non-English literature and were given names to match the exact translation closely. The governing differential equation contains the continuous differential operators. The aim is to design discrete differential operators that are accurate and preserve the properties of original governing equations. To begin with the process of discretization, it is important to identify the properties of the governing equation. It has to be emphasized that the standard FDMs turn out to be the special cases of MFDM on orthogonal grids. The MFDM can be used in any coordinate system as they work on the coordinate invariant operators like gradient, divergence, and curl.

The objective is to solve the Eq. (2.5) using the boundary conditions given in Eq. (2.8) and Eq. (2.10). The terms in the left hand side and right hand side that contain $k^{2}$ are just scalar multiplications of wavenumber, conductivity values and the potentials, which is trivial to implement. Therefore, the emphasis is to design differential operators for the implementation of the $\nabla \cdot\left[T_{2 D}(x, z) \nabla \tilde{u}_{a}(x, k, z)\right]$ and $-\nabla \cdot\left[T_{2 D a}(x, z) \nabla \tilde{u_{n}}(x, k, z)\right]$ in the main equation, using the MFDMs. This study follows the mimetic approach given by [128].

In order to construct the above differential operators, we pose a simplified equation that contains the same differential operator as,

$$
\begin{equation*}
-\nabla \cdot T_{2 D}(x, z) \nabla u=f,(x, z) \in V \tag{2.11}
\end{equation*}
$$

where $V$ is a two-dimensional region. Here, $\nabla \cdot$ is the continuous 2D divergence operator, $\nabla$ is the continuous 2D gradient operator, $T_{2 D}(x, z)$ is a symmetric positive-definite (conductivity) tensor, $u(x, z)$ is the scalar potential and $f$ is the source/sink function.

Consider the space of continuum scalar functions $C S$ and continuum vector functions $C V$. Natural operators are defined taking into account Eq. (2.11). Let $L_{1}, L_{2}$ and $L_{3}$ be three different operators, described as,

$$
\begin{array}{r}
L_{1}: C S \rightarrow C V, \\
\text { defined as } L_{1}(u)=\vec{A}, \tag{2.12}
\end{array}
$$

where $L_{1}$ mimics the gradient operator and $L_{2}$ is another operator such that

$$
\begin{array}{r}
L_{2}: C V \rightarrow C V, \\
\text { defined as } L_{2}(\vec{A})=-T_{2 D} \vec{A}, \tag{2.13}
\end{array}
$$

where $L_{2}$ denotes the operation of second rank tensor (dyadic material parameters), $T_{2 D}$, on the $\vec{A}$, giving back a vector entity to be acted upon by the divergence operator. It transforms the electric field to the current density. This physical process is expressed mathematically by the $L_{2}$ operator. The operator $L_{3}$, that mimics the divergence operator, follows as,

$$
\begin{array}{r}
L_{3}: C V \rightarrow C S, \\
\text { defined as } L_{3}\left(-T_{2 D} \vec{A}\right)=f . \tag{2.14}
\end{array}
$$

The composition operator $L=L_{3} o L_{2} o L_{1}$, is framed as,

$$
\begin{array}{r}
L: C S \rightarrow C S, \\
L(u)=L_{3} o L_{2} o L_{1}(u)=f . \tag{2.15}
\end{array}
$$

The boundary conditions to be imposed on the governing equations are the Robin boundary conditions. However, the operators involved in the boundary conditions are identical as defined above. The properties of these continuum operators are briefly discussed here.

For more details, reader can refer to $[60,62,66,68]$ and citations within. These properties form the basis of the mimetic formulation. The differential operators that are derived, are constructed in such a way that they inherit the same properties as that of continuum operators. The most important formulating property in this class of equations is the adjointness of the continuum operators.

### 2.3.2 Properties of the operators

Let us consider the Robin boundary conditions along with the Eq. (2.11)

$$
\begin{equation*}
\lambda\left(\vec{n} \cdot T_{2 D} \nabla u\right)+\eta u=\mu . \tag{2.16}
\end{equation*}
$$

Along with this boundary conditions, the operator $L$ can be given by,

$$
\begin{array}{r}
L: C S \rightarrow C S, \\
L u=-\nabla \cdot T_{2 D} \nabla u,(x, z) \in V, \\
L u=T_{2 D} \nabla u . \vec{n}+\eta u,(x, z) \in \partial V . \tag{2.17}
\end{array}
$$

Let us consider the operator $R$ given by

$$
\begin{array}{r}
R=f,(x, z) \in V, \\
R=\mu,(x, z) \in \partial V . \tag{2.18}
\end{array}
$$

The formulation can be finally given as, $L u=R$. The properties of the operator $L$ are described briefly. It is important to describe the properties of the continuum operator $L$ since these properties form the basis of MFDMs. At this stage, it would be necessary to state that these continuum properties are imbibed into the construction scheme of FD operators, so that they inherit the characteristics naturally and serve the general purpose that is desired from the MFDMs.
The inner product for the scalar potentials $u$ and $v$ is defined on the scalar space $C S$ by,

$$
\begin{equation*}
\langle u, v\rangle_{C S}=\int_{V} u v d V+\oint_{\partial V} u v d S, \tag{2.19}
\end{equation*}
$$

where $d V$ and $d S$ represent the area and length elements respectively, over which the integration is carried out. From the definition of the operators given in Eq. (2.17) and Eq. (2.18), and the inner product in Eq. (2.19), it can be proved that the operator $L$ possess the
following three properties [29, 127].

$$
\begin{array}{r}
\langle L v, u\rangle_{C S}=\langle v, L u\rangle_{C S}, \\
\langle L v, v\rangle_{C S} \geq 0, \\
\langle L v, v\rangle_{C S}>0, \text { if } \eta>0 . \tag{2.20}
\end{array}
$$

Moreover, using the composition form of the operators, i.e $L=L_{1} o L_{2} o L_{3}$, it can be proved that the operator $L_{1}$ is adjoint to the operator $L_{3}$, i.e

$$
\begin{equation*}
L_{1}=L_{3}^{*} . \tag{2.21}
\end{equation*}
$$

It was necessary to introduce the spaces of inner products, to highlight the adjointness property. The importance of mimetic methods lies in the fact that it takes into account the continuum properties of the problem. The conductivity tensor $T_{2 D}$ is allowed to be discontinuous and non-diagonal. The method works perfectly fine with the non-smooth computational grids.

In order to implement DC method numerically, the continuum operators that are present in the Eq. (2.11) need to be discretized. The process of discretization is described in the next subsection, which brings out the salient features of this method. The discretization is imposed on the operators in such a way that these properties are naturally inherited in the process 1) Conservation laws are preserved. 2) Discontinuous properties can be taken into account across interfaces. 3) Preserves the symmetry property. Looking at the Eq. (2.11), two different operators are taken into account i.e. 1) $\nabla \cdot$ and 2) $T_{2 D} \nabla$. These are the continuous 2D differential operators present in the governing equation. The aim is to discretize these two operators and come up with a FD scheme, which can be used on non-orthogonal grids. All the steps involved are mentioned concisely.

To begin the discretization procedure, one must choose the scheme for defining vector and scalar entities on the defined grid. [127] discuss two schemes for solving elliptic equations using MFDM. In the first scheme, scalar quantities are discretized at the cell nodes, and vector functions are defined at cell centers; in the second, scalar quantities are discretized at the cell centers, and vector functions are defined at nodes. They presented a detailed comparison of both schemes and observed that the second scheme is more suitable for implementing boundary conditions on corner cells in the case of curvilinear mesh. Therefore, the scheme of cell-valued discretization of scalar functions and the nodal discretization of vector functions is implemented. To keep the notation consistent, a subscript ${ }^{\prime} d^{\prime}$ is used to denote the discrete entities. Fig. 2.1 shows a quadrilateral cell $(i, j)$ with the potential $u_{d(i, j)}$ at the center of the cell. The vector quantity $\vec{A} \overrightarrow{d i, j)}^{\text {is placed }}$


Fig. 2.1 Representation of the cell (i,j), showing the scalar potential at the cell center and the vector quantity at the cell nodes for a quadrilateral cell
at the nodes of the cell $(i, j)$. The two projections along the coordinate axes $A_{d x(i, j)}$ and $A_{d z(i, j)}$ are shown to depict the components of the vector. The conductivity tensor $T_{2 d}$ is defined at the cell centers and coincide with the location of potential scalars $u_{d(i, j)}$. For any cell ( $i, j$ ), the discretized conductivity tensor can be given as

$$
T_{2 d(i, j)}=\left[\begin{array}{ll}
\sigma_{x x}(i, j) & \sigma_{x z}(i, j)  \tag{2.22}\\
\sigma_{z x}(i, j) & \sigma_{z z}(i, j)
\end{array}\right] .
$$

The operators $L_{1}, L_{2}$ and $L_{3}$ used for the continuum case, need to be discretized. The approach is as follows: 1) First of all, the operator $L_{3}$ is taken and the coordinate invariant definition is followed to construct its discrete analog $\left(L_{3 d}\right)$. This can also be termed as the primary or the main operator that is derived from the definition itself; 2) Since the conductivity tensor is defined at the cell centers, it is easy to derive the operation of a tensor on discrete vector components; 3) The last step is to design the operator $L_{1 d}$. It is important to mention here that the adjointness property is already highlighted in the Eq. (2.21). The same property has to be imposed on the discrete analogs. Hence, it is forced
that the adjointness property is also inherited by the discrete operators, using the relation,

$$
\begin{equation*}
L_{1 d}=L_{3 d}^{*} . \tag{2.23}
\end{equation*}
$$

Using the coordinate invariant definition of the divergence operator, it can be written,

$$
\begin{equation*}
L_{3}(\vec{A})=\lim _{V \rightarrow 0} \frac{\oint_{\partial V}(\vec{A} \cdot \vec{n}) d S}{V} \tag{2.24}
\end{equation*}
$$

The aim is to express the above definition in the discrete form. It can be done by considering a cell element, $\Omega_{(i, j)}$, and the boundary of the cell as $\partial \Omega$. The continuum integral in the Eq. (2.24) can then be translated to a cell integral for a discrete case by,

$$
\begin{equation*}
\oint_{\partial \Omega}(\vec{A} \cdot \vec{n}) d S=\int_{1}(\vec{A} \cdot \vec{n}) d S+\int_{2}(\vec{A} \cdot \vec{n}) d S+\int_{3}(\vec{A} \cdot \vec{n}) d S+\int_{4}(\vec{A} \cdot \vec{n}) d S, \tag{2.25}
\end{equation*}
$$

where the subscripts, $1,2, \cdots, 4$ denote the line integrals on the four different sides of the cell. Finally, this will give the approximation for $L_{3 d}$. It is trivial to obtain the operation of $L_{2 d}$ on the discretized vector components $A_{d x(i, j)}$ and $A_{d y(i, j)}$. Following this, the Eq. (2.23), can be used to obtain the operator $L_{1 d}$ that satisfy Eq. (2.23) using algebraic manipulations.

### 2.3.3 Implementation in discrete space

This section briefly describes the code development and implementation strategy for the MFDM. The scheme works on a nine-point stencil. For the sake of completeness, it is necessary to define inner products on the space of discrete scalar potentials, as well as on the space of discrete vectors. Let $D S$ be the space of discrete scalar functions and $D V$ be the space of discrete vector functions. Then the inner products for $D S$ are defined as,

$$
\begin{align*}
&\left(u_{d}, v_{d}\right)_{D S}= \sum_{i, j=1}^{M-1, N-1} u_{d(i, j)} v_{d(i, j)} \Omega_{i, j}+ \\
& \sum_{i=1}^{M-1} u_{d(i, 0)} v_{d(i, 0)} l x_{i, 1}+ \\
& \sum_{j=1}^{N-1} u_{d(M, j)} v_{d(M, j)} l z_{M, j}+ \sum_{i=1}^{M-1} u_{d(i, N)} v_{d(i, N)} l x_{i, N}+  \tag{2.26}\\
& \sum_{j=1}^{N-1} u_{d(0, j)} v_{d(0, j)} l z_{1, j} .
\end{align*}
$$

For space $D V$, it can be written

$$
\begin{equation*}
\left(\vec{A}_{d}, \vec{B}_{d}\right)_{D V}=\sum_{i, j=1}^{M, N}\left(A X_{d(i, j)} B X_{d(i, j)}+A Z_{d(i, j)} B Z_{d(i, j)}\right) N V_{i, j}, \tag{2.27}
\end{equation*}
$$



Fig. 2.2 Nine-point stencil scheme used in the MFDM
where $N V_{i, j}$ is the nodal volume for the cell $(i, j)$. For a node, it is defined as the average area/volume of the four cells that share that particular node. For the cell $(i, j)$, the equation to be written has contributions from the nine cells shown in Fig. 2.2. The unknown scalar potentials are defined at the cell centers and the vector components are on the cell nodes. On the boundary, fictitious cells are introduced, which makes writing the equations easier for a computer code. These fictitious cells, naturally take care of the potential field at the boundary, by placing them at the center of the edges. Finally by using discrete form of Eq. (2.25) as given in Eq. (2.26) and forming the gradient operator using adjoint relationship (Eq. (2.23)), one can formulate a linear set of equations as given in Appendix A. After framing the linear system of equations, the $k^{2}$ terms present in the Eq. (2.5) are then added to the diagonal of the resulting system. This completes the formulation of the linear system to be solved. Since the Robin boundary conditions are used, the system is structurally symmetric but not symmetric entry wise. Hence, preconditioned

BiCGSTAB iterative solver is used to solve the obtained system. Finally, inverse Fourier transformation is performed to transform the solution into the space domain. The fivepoint formulation [109] for converting the potential into the space domain is adopted as shown in Table 2.1. However, for large electrode spacing and complex models, one needs to use more wavenumber values for accurate computations. Therefore, the maximum electrode spacing in our numerical experiments is restricted to 200 m .

Table 2.1 Wavenumbers and corresponding weights used from [? ]

| Wavenumbers | Weights |
| :---: | :---: |
| $k 1=0.0031677$ | $g 1=0.0067253$ |
| $k 2=0.0301330$ | $g 2=0.0314373$ |
| $k 3=0.1285886$ | $g 3=0.1090454$ |
| $k 4=0.4599185$ | $g 4=0.3609340$ |
| $k 5=1.5842125$ | $g 5=1.3039204$ |

### 2.4 Numerical Experiments

The numerical experiments carried out utilising the created algorithm are presented in this section. The following tests are performed to show how accurate and adaptable the code is. An isotropic dyke model is simulated under two different conditions: low contrast and high contrast. Both these tests show the accuracy of our code and its applicability to simulate high contrast models. An anisotropic model is simulated to show the applicability of the developed algorithm to anisotropic subsurface. The performance of the code is tested on a topographic model that shows the strength of the code for non-orthogonal grids. Finally, a stability test is performed using a layered model to illustrate the algorithm's robustness involving non-orthogonal grids. All the tests mentioned here are done for fine as well as coarse grids. Since, the grid spacing is nonuniform, these are expressed as $\left[x_{\min }, x_{\max }\right] \times$ [ $z_{\min }, z_{\max }$ ], where $x_{\min }$ and $x_{\max }$ denote the minimum and maximum grid spacing in $x$-direction respectively, and $z_{\text {min }}$ and $z_{\max }$ are the minimum and maximum grid spacing in the $z$-direction respectively. The fine grid spacing is doubled in both x and z -directions to construct coarse grid discretization for all the experiments. Nonuniform grids required to be implemented to facilitate arbitrary coarsening and refining of the grids to discretize the model optimally.


Horizontal direction
Fig. 2.3 Schematic diagram of a vertical dyke model. The resistivity of the dyke is $\rho_{2}=$ $10 \Omega \mathrm{~m}$ and the resistivity of the half space is $\rho_{1}=100 \Omega \mathrm{~m}$. The dyke has a width of 5 m and is placed at a distance of 20 m from the origin


Fig. 2.4 Dyke model experiment results (a) apparent resistivity obtained from the MFDM for fine and coarse model, and the analytical solution and (b) plot shows the relative \% error between the simulated responses and the analytical solution


Fig. 2.5 High-contrast dyke experiment results (a) apparent resistivity obtained from the MFDM and the analytical solution for the high conductivity contrast dyke model and (b) shows the relative \% misfit between the responses from MFDM and analytical solution

### 2.4.1 Dyke Model

To verify the accuracy of the developed algorithm, the first modeling experiment is carried out on a dyke model. This model is chosen as the analytical solution is available for dyke model [143]. The dyke model consists of a background with $\rho_{1}=100 \Omega m$ in which a perfectly vertical dyke with $\rho_{2}=10 \Omega m$ is present. The width of the dyke is 5 m , and is located at 20 m from the origin as shown in Fig. 2.3. A pole-pole array experiment is performed on this model. The test is carried out with fine and coarse grids. The grid parameters for the fine case are given by $([0.5,5] \times[0.5,5])$, and the coarse grid parameters are kept as $([1,10] \times[1,10])$. Apparent resistivity estimated from the simulated response and using the analytical formulation along a 100 m profile is shown in Fig. 2.4a. The relative misfit in percentage is computed between simulated and analytical response, the misfit plot is shown in Fig. 2.4b. The maximum error for fine model is less than $1 \%$, whereas for the coarse model the error lies below $1.2 \%$, indicating the accuracy of the modeled response. To further test the strength and accuracy of the algorithm, a test is performed for a high conductivity contrast dyke model. A similar model as shown in Fig. 2.3, is considered, except the resistivity of the half-space is increased by a factor of 10. Hence, $\rho_{1}=1000 \Omega m$ and $\rho_{2}=10 \Omega m$. The grid size is kept the same for fine and coarse case as that of low contrast case. The apparent resistivity curves for the high conductivity contrast model and the percentage error plots are shown in Fig 2.5a and Fig. 2.5 b , respectively. The maximum misfit for the high contrast fine model is around $5 \%$, which is within the acceptable numerical error limit. For coarse grid discretization, the maximum misfit is around twice the fine grid case. From both these experiments, it is
also observed that the impact of grid coarsening is more around dyke. That is because the dyke is very thin ( 5 m only), and fine horizontal discretization around dyke is required for accurate computation.

### 2.4.2 Anisotropy



Fig. 2.6 Schematic diagram representing the anisotropic model


Fig. 2.7 Anisotropic-model experiment (a) apparent resistivity curves obtained from MFDM and analytical solution for the pole-pole configuration and (b) the misfit plot

For anisotropic case, a two-layered model as shown in the Fig. 2.6 is considered. In case of a tri-axial anisotropy, each layer can be explained by three resistivity values. The resistivity of the layers are, $\rho_{x 1}=100 \Omega m, \quad \rho_{y 1}=25 \Omega m, \rho_{z 1}=100 \Omega m$. and $\rho_{x 2}=$ $10 \Omega m, \rho_{y 2}=2.5 \Omega m, \rho_{z 2}=10 \Omega m$, where the subscripts 1 and 2 denote the first layer and the second layer respectively; the subscripts $x, y$ and $z$ represents the resistivities in
the direction of co-ordinate axes, $x, y$ and $z$ respectively; where $y$ is the strike direction. The thickness of the first layer is 20 m and the thickness of the second layer is assumed to be infinite. The model is simulated for fine ( $[0.5] \times[1,2]$ ) and coarse grids ( $[1] \times[2,4]$ ).The apparent resistivity curves are calculated using pole-pole array for this model, and the percent relative error is calculated by comparing it with the analytical solution [150]. The apparent resistivity curves for fine and coarse grids and the misfit plots are shown in Fig. 2.7. The maximum error is below $0.8 \%$ for the fine grids. The error shows an increasing trend for both the fine as well as coarse grids as the offset increases, which is generally expected for anisotropic cases [159]. The grid coarsening increases the misfit considerably in this case. Through tests it is observed that, the error arises due to the grid coarsening in the $z$-direction. Generally the choice of optimum grids is considered based on array configuration, the desired resolution and the available computational resources. However, this point is not explored further in this study as it requires inverse modeling. In nutshell, this experiment illustrates the strength of the MFDM scheme to simulate the response for anisotropic models.

### 2.4.3 Topography



Fig. 2.8 Mountain-valley topography model. The red star indicates the source location at -90 m . Potential electrodes are placed on the surface, starting from -80 m , with a spacing of 10 m between consecutive electrodes

In this experiment a mountain-valley topography model is considered as shown in Fig. 2.8. The model is simulated for fine ( $[0.5,5] \times[0.5,5.6]$ ) and coarse grids ( $[1,10] \times[1,10]$ ). This test is done to check the performance of the MFDM on the topographic models,


Fig. 2.9 Topography model simulation (a) the apparent resistivity plot obtained for the mountain-valley model using the MFDM approach and the discretized solution from the [117]. (b) misfit between the apparent resistivity values
implementing the secondary potential approach by [112]. The model has a sinusoidal topography, with an amplitude of 20 meters. The background resistivity of the model is taken as $100 \Omega \mathrm{~m}$. A sinusoidal function of wavelength 200 m is considered to simulate this topography. The source is placed at -90 m on the surface of topography. From the source location, a total of 17 electrodes are placed and the spacing is kept as 10 meters between consecutive electrodes. The potential values are computed at the potential electrode positions and the apparent resistivity is calculated using pole-pole configuration.

There is no analytical solution available to verify the results. Hence the apparent resistivity results published by [117], are discretized and interpolated at the modelled response positions to compare with the solutions. The plot for the apparent resistivity obtained from the MFDM approach for fine and coarse models and [117], are shown in the Fig. 2.9a, and the misfit is illustrated in Fig. 2.9b. It is observed that the maximum relative percent error is around $3.5 \%$ for the fine case and $4.7 \%$ for the coarse case. The misfit around the top of the mountain is relatively more than near the bottom of the valley region. It needs to emphasis that here the benchmarking is done using numerically simulated results, which itself contains some amount of error. Furthermore, the error has contributions from three sources, 1) the discretization error of the apparent resistivity plot, 2) interpolation error, and 3) the misfit between two responses. However, the numerical error is within the acceptable level of numerical error as it is less than the typical noise present in the observed data. The results of all these experiments demonstrate the accuracy and robustness of the developed algorithm for various models. Modeling complex shaped body or very rugged topography requires the cells to deviate considerably from the orthogonal grids. In the
next subsection, the stability test for the developed algorithm with respect to distorted grids is presented.

### 2.4.4 Stability analysis



Fig. 2.10 Three-layer model overlaid with grid structure used for stability test. This shows the magnified view for better visualization, (a) low levels of distortion and (b) highly distorted random grids


Fig. 2.11 Histogram analysis for the vertex angles for (a) low levels of distorted grids and (b) highly distorted grids

The ability of a modeling algorithm to simulate the response of complex geometrical shapes is crucial for practical applications across a whole spectrum of geological scenarios. To accommodate the complex structures, the discretization needs to be adapted to make the cell side conformal to the interface of physical property contrasts. Therefore, the sharply varying interface necessitates a considerable distortion of cells. Here distortion


Fig. 2.12 Stability test results (a) apparent resistivity plots for three different cases of fine grids 1) solid green line corresponds to the orthogonal grids, 2) red dots corresponds to mild or low levels of distortion, 3) dashed line corresponds to the high levels of distortion and (b) the relative \% error with orthogonal fine grid response 1) blue dot corresponds to LD (low distortion) fine grids, 2) red dot corresponds to HD (high distortion) fine grids, 3) green dot corresponds to Ortho (orthogonal) coarse grids, 4) black dot corresponds to LD (low distortion) coarse grids, 5) magenta dot corresponds to HD (high distortion) coarse grids.
means the degree of deviation of a cell from a rectangle shape. The angles between adjacent cell sides that meet at a vertex can be used to quantify the degree of distortion. The cells with angles less than 25 degrees and greater than 155 degrees are defined as highly distorted cells.

To test the stability of the developed algorithm, a three-layered model having the top two layers of 10 m laying over $100 \Omega \mathrm{~m}$ half-space is considered. The resistivity of the first and second layers are $50 \Omega m$ and $10 \Omega m$, respectively. The model is discretized in three different ways. In the first case, orthogonal grids are used and the other two cases utilized distorted grids. The distorted grids are generated by randomly perturbing the orthogonal grids. The model, along with distorted girds for both the cases, is shown in Fig. 2.10. The angles formed at all vertexes are computed to ascertain the degree of distortion. The Fig. 2.11 illustrates these angles by histogram representation. The histogram shown in Fig. 2.11a corresponds to very few ( $<0.5 \%$ ) highly distorted cells, whereas Fig. 2.11b corresponds to the large number ( $>10 \%$ ) of highly distorted cells. The gird spacing for fine and the coarse cases are given by $[0.5] \times[1,2]$ and $[1] \times[2,4]$ respectively. The response was simulated using Schlumberger arrays at 25 points for both the distorted discretizations and compared with the orthogonal grids. The apparent resistivity plots for the fine models are shown in Fig. 2.12a. The misfit curves for fine and coarse grids are shown in Fig. 2.12b. The error plots show less than $1.1 \%$ error even for the highly distorted case for fine grids. For
coarse grids, it is seen that the error increases and it is observed that the coarsening in the $z$-direction leads to such misfit trends. It was observed that if the coarsening is performed only in $x$-direction and not in the $z$-direction, the error trend does not change significantly when comapred with the fine model. Interestingly, the misfit of the coarse-orthogonal case is a little more than the coarse-distorted grid's response. It is due to a special characteristic of the MFDM operator, which turns to 9-point stencil formula for a distorted grid; however, it is a 5-point stencil operator for a square grid. These experiments demonstrates the versatility and robustness of the developed algorithm in modeling complex geological scenarios. The stability experiment exhibits that the proposed algorithm is suitable for 2D trans-dimensional Bayesian inversion workflow, as explained in the introduction, which is considered a state-of-the-art data analysis scheme in the present times.

### 2.4.5 Computational Aspects of Modeling

This subsection presents the computational aspects of the simulations done in this study. Table 2.2 shows the grid spacing information, condition number of system matrices, and the number of BICGSTAB iterations for convergence to a tolerance of $10^{-8}$, for all the experiments and at all five wavenumbers. From this data, it is observed that the iteration count decreases with an increase in wavenumber. It is on the expected line because the wavenumber dependent terms are added to the diagonal, thus, making the matrix relatively diagonally dominant. On the contrary, the condition number shows an increasing trend with wavenumber. It can be attributed to the absence of the wavenumber term in the surface boundary condition equation, which influences the smaller eigenvalues. Consequently, the smallest eigenvalues remain comparable with different wavenumbers. However, the larger eigenvalues increase with wavenumber to account for the raise in trace of the system matrices. Therefore, it leads to the increase in condition number with wavenumber. To examine this behavior, the eigenvalue analysis of all the system matrices is studied. The eigenvalue plots for the low-contrast dyke model for all five wavenumbers are illustrated in Fig. 2.13. An eigenvalues clustering is observed with the increase in wavenumber value. The convergence of a Krylov subspace-based method depends on the clustering of eigenvalues which explains the faster convergence for higher wavenumbers. To show the convergence of the iterative solver, Fig. 2.14 displays the residual versus iteration number plots for the three-layer model used in the stability analysis test for wavenumber $k 1$ and $k 3$. As expected, the coarsening of the grid reduces the number of iterations. Furthermore, the number of iterations reduces to approximately half by doubling the grid spacing. It is observed that the convergence for highly distorted grids shows a non-smooth behavior, whereas the convergence in the case of orthogonal grids is
relatively smooth. However, both take roughly the same number of iterations. Therefore, the MFDM method is both stable and efficient with regard to grid distortions. The same analysis is carried out for other models and the trends are found to be similar.


Fig. 2.13 Eigen value plot for low contrast fine dyke for all the wavenumbers


Fig. 2.14 Residual plots for two different wavenumbers k 1 and k 3 with respect to iteration numbers for the stability analysis model (a) residual plots for four different cases for wavenumber kl 1) solid black line corresponds to the orthogonal coarse grids, 2) solid blue line corresponds to high levels of distorted coarse grids, 3) solid red line corresponds to the orthogonal fine grids and (4) solid green line corresponds to high distortion tests for fine grids (b) the same analysis is repeated for wavenumber k3

| Models \& Cell Size (m) <br> Type: $\left[x_{\text {min }}-x_{\text {max }}\right]$ <br> $\times\left[z_{\text {min }}-z_{\text {max }}\right]$ meters | Wavenumber | Fine |  | Coarse |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Iter | Cond <br> No. | Iter | Cond <br> No. |
| Dyke (low contrast) Fine:[0.5-5] $\times[0.5-5]$ Coarse:[1-10] $\times[1-10]$ | k1 | 180 | $2.8344 \mathrm{e}+11$ | 83 | $1.7789 \mathrm{e}+10$ |
|  | k2 | 69 | $2.8345 \mathrm{e}+11$ | 39 | $1.7793 \mathrm{e}+10$ |
|  | k3 | 33 | $2.8376 \mathrm{e}+11$ | 15 | $1.7873 \mathrm{e}+10$ |
|  | k4 | 12 | $2.8763 \mathrm{e}+11$ | 7 | $1.8875 \mathrm{e}+10$ |
|  | k5 | 5 | $1.6533 \mathrm{e}+12$ | 3 | $2.1768 \mathrm{e}+11$ |
| Dyke (high contrast) <br> Fine: $[0.5-5] \times[0.5-5]$ <br> Coarse:[1-10] $\times[1-10]$ | k1 | 159 | $2.8334 \mathrm{e}+12$ | 92 | $1.6111 \mathrm{e}+11$ |
|  | k2 | 70 | $2.8336 \mathrm{e}+12$ | 35 | $1.6116 \mathrm{e}+11$ |
|  | k3 | 29 | $2.8366 \mathrm{e}+12$ | 15 | $1.6191 \mathrm{e}+11$ |
|  | k4 | 12 | $2.8753 \mathrm{e}+12$ | 7 | $1.7131 \mathrm{e}+11$ |
|  | k5 | 5 | $3.3326 \mathrm{e}+12$ | 4 | $2.8361 \mathrm{e}+11$ |
| Anisotropy Fine:[0.5] $\times[1-2]$ Coarse:[1] $\times[2-4]$ | k1 | 125 | $9.8139 \mathrm{e}+11$ | 70 | $8.4058 \mathrm{e}+10$ |
|  | k2 | 49 | $9.8236 \mathrm{e}+11$ | 27 | $8.4408 \mathrm{e}+10$ |
|  | k3 | 11 | $9.9937 \mathrm{e}+11$ | 6 | $9.0516 \mathrm{e}+10$ |
|  | k4 | 3 | $2.4879 \mathrm{e}+12$ | 2 | $8.5188 \mathrm{e}+11$ |
|  | k5 | 2 | $2.9014 \mathrm{e}+13$ | 1 | $1.0062 \mathrm{e}+13$ |
| Topography <br> Fine:[0.5-5] $\times[0.5-5.6]$ <br> Coarse:[1-10] $\times[1-5.6]$ | k1 | 377 | $8.2712 \mathrm{e}+12$ | 203 | $6.5615 \mathrm{e}+11$ |
|  | k2 | 234 | $8.2716 \mathrm{e}+12$ | 121 | $6.5628 \mathrm{e}+11$ |
|  | k3 | 62 | $8.2786 \mathrm{e}+12$ | 31 | $6.5852 \mathrm{e}+11$ |
|  | k4 | 18 | $1.7569 \mathrm{e}+13$ | 9 | $2.7875 \mathrm{e}+12$ |
|  | k5 | 6 | $2.0805 \mathrm{e}+14$ | 5 | $3.3009 \mathrm{e}+13$ |
| Ortho Three Layer Fine:[0.5] $\times[1-2]$ Coarse:[1] $\times[2-4]$ | k1 | 140 | $9.2201 \mathrm{e}+11$ | 81 | $7.9814 \mathrm{e}+10$ |
|  | k2 | 84 | $9.2224 \mathrm{e}+11$ | 42 | $7.9896 \mathrm{e}+10$ |
|  | k3 | 29 | $9.2622 \mathrm{e}+11$ | 11 | $8.1316 \mathrm{e}+10$ |
|  | k4 | 6 | $9.7598 \mathrm{e}+11$ | 4 | $9.9242 \mathrm{e}+10$ |
|  | k5 | 2 | $1.5709 \mathrm{e}+12$ | 2 | $3.6124 \mathrm{e}+11$ |
| HD Three Layer Fine:[0.5] $\times[1-2]$ Coarse:[1] $\times[2-4]$ | k1 | 145 | $9.2201 \mathrm{e}+11$ | 82 | $7.9814 \mathrm{e}+10$ |
|  | k2 | 82 | $9.2224 \mathrm{e}+11$ | 41 | $7.9896 \mathrm{e}+10$ |
|  | k3 | 30 | $9.2622 \mathrm{e}+11$ | 15 | $8.1316 \mathrm{e}+10$ |
|  | k4 | 9 | $9.7598 \mathrm{e}+11$ | 6 | $9.9242 \mathrm{e}+10$ |
|  | k5 | 4 | $1.5709 \mathrm{e}+12$ | 2 | $3.6124 \mathrm{e}+11$ |

Table 2.2 Table shows the discretization parameters for fine and coarse grids for all the models. The iteration count (Iter) for the convergence of the BICGSTAB (precondition with incomplete LU with zero filling) to a tolerance of $10^{-8}$ is shown for all the wavenumbers for fine and coarse grids. The corresponding condition numbers (Cond No.) are also mentioned in the table.

### 2.5 Conclusions

A robust and versatile algorithm to model the 2D DC resistivity data is developed. The underlying discretization scheme is derived from the MFDMs (also known in literature as support-operator methods, reference operator methods). The developed algorithm is first tested with dyke models and anisotropic model, where the analytical solution guarantees the accuracy of the developed work. The analysis of the resulting misfit shows that the maximum error is less than $1 \%$ for the low contrast, finely discretized dyke model, however, for a high contrast model, the maximum error is around $5 \%$ for the fine discretization for large offset. We also show the applicability of our work for modeling DC resistivity response for a sinusoidal topography (mountain-valley model). Finally, the stability of the developed algorithm is analysed for non-orthogonal grids. The numerical tests are conducted with varying degrees of distortions. The cells with vertex angle less than 25 degrees and greater than 155 degrees are referred to as highly distorted cells. The numerical error caused by distortion remains below $1.1 \%$ for fine discretization even for the case where $10 \%$ of cells are highly distorted. It is also noted that while convergence for orthogonal grids is generally smooth, it exhibits a non-smooth behaviour for highly distorted grids. Both require about the same amount of iterations, though. As a result, in terms of grid distortions, the MFDM approach is both efficient and stable. For other models, the same analysis is performed, and comparable trends are discovered. This verifies that the developed algorithm can be implemented to model complicated geological scenarios where the orthogonality of the grids needs to be violated to accommodate the complex structures.

## Chapter 3

## A versatile 2D DC Resistivity modeling algorithm in the space domain

### 3.1 Abstract

2D direct-current resistivity modeling is generally done in the wavenumber domain to efficiently accommodate the 3D character of the source. For faster computation, the wavenumber domain solutions are calculated at around half a dozen wavenumbers. However, the collection of wavenumbers and associated weights that are selected has a significant impact on the accuracy of the solution that is thus obtained in the space domain. It has been shown in numerous forward modeling studies that selecting effective wavenumbers is difficult, particularly for complex models, including topography, anisotropy, and high resistivity contrasts. In this study, we develop an optimized strategy to omit the dependency of the 2D modeling problem on the wavenumbers. Instead of using the wavenumbers domain approach, the problem is solved in the space domain using a new boundary condition derived in this study. It requires only a few grids in the direction perpendicular to the profile. Several numerical experiments are conducted to conclusively demonstrate that the developed algorithm is robust and versatile concerning subsurface and survey parameters.

Keywords:Numerical methods, Algorithms, 2D DC resistivity modeling, Mimetic methods, Boundary conditions

### 3.2 Introduction

The 3D nature of the source in Direct-Current (DC) resistivity modeling prevents us from representing the governing equation using two-space variables only. Consequently, DC modeling for 2D models is also referred to as 2.5D modeling, and generally, the 2D DC problem is solved in the wavenumber domain. Several studies have been done to select the best possible wavenumbers needed for efficiently transforming the response in the space domain. [115] discuss a scheme for choosing the best collection of equispaced wavenumbers in logarithmic scale. [157] presented an optimization approach to calculate wavenumbers for different modeling experiments. [113] describes a modified method built upon Xu's approach for choosing the wavenumbers more optimally. The most advantageous coefficients are obtained by the optimization strategy using a gradientbased search. However, this affects the computational cost and is specific to a particular geometry. [109] offered a new approach to handle the non-linear optimization problem for estimating the suitable Fourier coefficients to provide a precise 2D approximation. While [146] and [40] use eight wavenumbers, [74] uses two different sets of wavenumbers for the forward modeling. Despite these efforts, there is no universal best choice for the wavenumbers to be applied for space-domain transform.

Studies have reported that complex models require large wavenumbers to simulate the response for forward modeling. According to [166], when five wavenumbers are employed for forward modeling, the traditional FEM crosses an inaccuracy of $30 \%$ for a 2-layer model at an offset of 100 m . [25] uses ten wavenumbers to simulate response for a four-layered model. They also highlighted that the effectiveness of wavenumbers can also get affected by electrode spacing, which makes it non trivial to perform an optimal selection. For efficient computations, the modeling algorithms frequently use small wavenumbers [170]. However, determining the total number and distribution of wavenumber are vital in selecting the optimum wavenumbers. Theoretically, the answer is more accurate when more wavenumbers are utilized. So far, there is no method for selecting the wavenumbers for a generic inhomogeneous model; all of these approaches rely on analytical answers of basic models. As a result, the employment of a small number of wavenumbers, the discretization of the model, and the applicability of the artificial mixed boundary condition all contribute significantly to the computation errors for 2D modeling.
[159] emphasize the need to use many wavenumbers for accuracy at higher offset and for anisotropic models. It was shown that simple isotropic models could be dealt with roughly around ten wavenumber values, whereas the anisotropic model requires 92 wavenumbers. [140] emphasize using enhanced wavenumbers and weights as the
model gets more complicated. Having dealt with different studies highly dependent on wavenumbers; we seek to design a strategy where the 2D DC forward modeling can be done without the wavenumbers.

In this paper, a space domain DC modeling technique for 2D models is developed to overcome the challenges posed by the wavenumbers' selection for 2D modeling. Firstly, the motivation is presented, and the need to develop the algorithm is highlighted. Next, a boundary condition is developed for the plane where the source is placed. Then, the numerical experiments used for bench-marking are presented, along with applications of the algorithm to complex models with embedded block and topography. Finally, the discussion and conclusion are presented where the novelty of the algorithm is also presented.

### 3.3 Motivation

In this section, we examine the performance of various wavenumbers reported in the literature using a half-space model of resistivity $10 \Omega m$. First, the analytical formula calculates potential values [36] in the wavenumber domain up to 1 km from the current electrode. Subsequently, the responses are transformed in the space domain employing wavenumbers and corresponding weights reported in different studies [40, 74, 109, 140, 157].

The space-domain transformation is also performed by the Gauss-quadrature method to explore the minimum wavenumbers required for accurate estimation for the 1 km offset range. To obtain accurate responses in both near and far offset, it is observed that the integration needs to be performed at least over two intervals. We carried out the integral over 0 to 0.1 and 0.1 to 5 intervals using 64 points abscissas for each interval. The simulation results, along with the analytical solution, are shown in Fig. 3.1.

The analysis of the obtained response reveals that all methods provide a reasonably accurate response in the near offset range, almost up to 80 m . None of the methods is accurate beyond 400 m offset, except the Gauss-quadrature scheme. However, the Gauss quadrature necessitates calculating response at 128 wavenumbers for accurate results. We tested the Gauss quadrature with various n-points abscissas and observed that at least 40-points abscissas Gauss-quadrature integral over two intervals is essential for good accuracy up to 1 km offset. Therefore, obtaining accurate solutions at long offset is computationally expensive, even while dealing with a simple case of a half-space model. Thus, for a reasonably accurate evaluation of the space-domain response for


Fig. 3.1 The electric potential in Volts (log scale) versus the distance plots for a $10 \Omega m$ halfspace obtained using different sets of wavenumbers and weights reported in the literature and computed employing Gauss-quadrature method, along with the analytical solution.
complex subsurfaces such as variable topography, anisotropic resistivity would increase the computation cost.

There have been other studies reported in the literature that have applied correction methods to improve the accuracy of the wavenumber domain simulations. [113] presented a source singularity correction and optimization technique to obtain accurate results in the space domain. The study also mentions that the correction technique may not hold for large conductivity contrasts. [40] \& [35] use correction measures for obtaining accurate results, where they employ a normalization technique using a $1 \Omega m$ halfspace responses. There may be other such techniques that could improve the space-domain results' accuracy. The above list is not exhaustive but an indicator of improvement techniques that could be used in modeling studies. This paper presents a versatile unconventional method that performs 2D DC resistivity modeling directly in the space domain. This method works on an additional boundary condition derived in this study. Furthermore, the electrodes need not be perfectly aligned along a straight line as may be required for many wavenumber-domain schemes; this method can easily handle the resulting deviations.

### 3.4 Method

The governing equation for 3D DC resistivity modeling can be written as,

$$
\begin{equation*}
\nabla_{3 D} \cdot\left[T_{3 D}(x, y, z) \nabla_{3 D} u(x, y, z)\right]=-I \delta\left(x-x_{\circ}\right) \delta\left(y-y_{\circ}\right) \delta\left(z-z_{\circ}\right) \tag{3.1}
\end{equation*}
$$

on $V$, where $V$ is the computational domain. $\nabla_{3 D}$ and $\nabla_{3 D}$ are the divergence and gradient operators, respectively in the 3D space. $T_{3 D}(x, y, z)$ is the conductivity tensor. The R.H.S term denotes the source term, where $I$ is the current intensity, $\delta()$ is the delta function, and ( $x_{\circ}, y_{\circ}, z_{\circ}$ ) represents the coordinates of the source. The equation (3.1) is solved under the following boundary condition,

$$
\begin{equation*}
\frac{\partial u(x, y, z)}{\partial n}=0 \tag{3.2}
\end{equation*}
$$

at the surface where $n$ denotes the outward normal to the surface. At other boundaries, the boundary conditions try to make the domain unbounded and generally a mixed boundary condition given by [36] provides good results. For general anisotropic media, all nine elements of the conductivity tensor could be non-zero. However, for 2D medium with a strike direction in the $y$-direction, the conductivity tensor for anisotropic subsurface can be expressed as,

$$
\hat{T}_{2 D}=\left[\begin{array}{ccc}
\sigma_{x x} & 0 & \sigma_{x z}  \tag{3.3}\\
0 & \sigma_{y y} & 0 \\
\sigma_{z x} & 0 & \sigma_{z z}
\end{array}\right] .
$$

For the above definition of conductivity tensor, equation (3.1) can be written using 2D differential operator as,

$$
\begin{array}{r}
\nabla_{2 D} \cdot\left[T_{2 D}(x, z) \nabla_{2 D} u(x, y, z)\right]+\sigma_{y y} \frac{\partial^{2} u(x, y, z)}{\partial y^{2}}= \\
-I \delta\left(x-x_{\circ}\right) \delta\left(y-y_{\circ}\right) \delta\left(z-z_{\circ}\right), \tag{3.4}
\end{array}
$$

where subscript ${ }_{2 D}$ denotes the operator in the 2 D space and conductivity tensor for 2 D medium can be given as,

$$
T_{2 D}=\left[\begin{array}{cc}
\sigma_{x x} & \sigma_{x z}  \tag{3.5}\\
\sigma_{z x} & \sigma_{z z}
\end{array}\right]
$$

In case of a 2D model, the DC problem can be solved in wavenumber domain, therefore, using the Fourier transform, equation (3.4) in wavenumber domain can be written as,

$$
\begin{array}{r}
\left.\nabla_{2 D} \cdot\left[T_{2 D}(x, z) \nabla_{2 D} \hat{u}\left(x, k_{y}, z\right)\right]-k_{y}^{2} \sigma_{y y} \hat{u}\left(x, k_{y}, z\right)\right]= \\
-I e^{i k_{y} y_{0}} \delta\left(x-x_{\circ}\right) \delta\left(z-z_{\circ}\right) . \tag{3.6}
\end{array}
$$

If we consider that the origin of coordinate system lies on the plane $y_{\circ}=0$, the R.H.S of equation (3.6) will not depend on the wavenumber, $k_{y}$. Under this condition, the solution, $\hat{u}\left(x, k_{y}, z\right)$, obtained by solving equation (3.6) will be an even function of $k_{y}$ and it is also real valued. Therefore, using the property that the Fourier transform of a real-even function will also be a real-even function ensures that the potential in space domain for 2D model will also be a real valued even function with the symmetry about $y=y_{\circ}$ plane. Because the first order derivative of even function at the plane of symmetry vanishes, mathematically, it can be expressed as boundary condition at a plane $y=y_{\circ}$ for equation (3.4) as,

$$
\begin{equation*}
\left.\frac{\partial u(x, y, z)}{\partial y}\right|_{y=y_{0}}=0 \tag{3.7}
\end{equation*}
$$

Therefore, we propose a scheme to solve the 2D resistivity problem in space domain using equation (3.4) under the boundary conditions given in equation (3.2) at surface, equation (3.7) on $y=y_{\circ}$ plane and the mixed boundary condition on rest of the boundaries. Even though the problem can be solved using various numerical methods, like finite element method (FEM) [167, 171], finite-difference method (FDM) [40], we choose to work with mimetic finite difference method (MFDM). The MFDM can work with nonorthogonal grids and is very stable with respect to the aspect ratio of cells. The details of MFDM can be found in [128] and [129]. However, for completeness, a brief discussion on the MFDM is provided in this paper.

The support-operator approach, reference operator, etc. are some of the terms for MFDM that have been used in the literature [64, 65, 101]. MFDM are a special class of finite-difference methods which mimics the properties of the original continuum differential operators. Their ability to work with non-orthogonal, highly distorted rough grids has proved remarkable to work with complex topography [88]. It is well-suited to work with models incorporating highly variable discontinuous physical properties. Since the MFDM uses coordinate invariant operators like gradient, divergence, and curl, it can be applied to any system of coordinates. Using the coordinate invariant definition of the
divergence operator, for any vector $\vec{A}$ defined over the edges of a cell, we can write,

$$
\begin{equation*}
\nabla \cdot \vec{A}=\lim _{V \rightarrow 0} \frac{\oint_{\partial V}(\vec{A} \cdot \vec{n}) d S}{V} \tag{3.8}
\end{equation*}
$$

The above definition is then translated to an equivalent expression for a discrete case. This can be done by taking a cell $\Omega_{(i, j)}$ with the boundary given by $\partial \Omega$. The expression for the integral in equation (3.8) can be given in the form of a cell integral for a particular cell by,

$$
\begin{align*}
\oint_{\partial \Omega}(\vec{A} \cdot \vec{n}) d S & =\int_{1}(\vec{A} \cdot \vec{n}) d S+\int_{2}(\vec{A} \cdot \vec{n}) d S \\
& +\int_{3}(\vec{A} \cdot \vec{n}) d S+\int_{4}(\vec{A} \cdot \vec{n}) d S \tag{3.9}
\end{align*}
$$

where the subscripts, $1,2, \cdots, 4$ denote the line integrals on the four different sides of the cell. The normal vector ( $\vec{n}$ ) for any of these lines can be obtained by using the x and y coordinates of the cell nodes. The line integrals in the equation (3.9) can be then converted into a summation formula for the discrete case. This gives us the discrete divergence operator for a given cell (i,j). Once the discrete divergence operator is in place, it is easy to construct the discrete gradient operator by following the adjointness property between the gradient and the divergence operators [29, 60]. The discrete divergence opertaor, gradient operator and the conductivity/resistivity tensor can then be utilized to obtain the discrete formulation for the DC resistivity problem (equation (3.4) or (3.6)). For more details, readers can refer to our previously developed wavenumber-domain 2D DC modeling algorithm based on MFDM approach [139]. Here, the equation (3.4) is solved using the proposed scheme, involving the boundary condition at the plane $y=y_{o}$. By writing the discrete equation for each cell, we can obtain the linear system of equations for the entire system. This finishes the short discussion on the implementation part of the MFDM. The code developed here using the MFDM approach and the boundary condition discussed above will be termed as Mim2.5D in the subsequent sections. The following section presents the numerical experiments and results to show the accuracy and efficiency of the proposed algorithm.


Fig. 3.2 General representation of the two-layer model used for numerical experiments. h represents the thickness of the first layer. Subscript ${ }_{1}$ and ${ }_{2}$ represent $1^{\text {st }}$ and $2^{\text {nd }}$ layer, respectively while $\rho_{x}, \rho_{y}$ and $\rho_{z}$ denote the resistivities in the $\mathrm{x}, \mathrm{y}$, and z-direction respectively.

### 3.5 Numerical Experiments

### 3.5.1 Algorithm benchmarking

Extensive simulations were carried out to check the proposed algorithm's accuracy and efficiency. This section presents simulation results performed over two-layer models guided by the availability of an analytical expression for anisotropic two-layered models [150]. For comparison, responses are also calculated using a wavenumber-domain approach using the algorithm developed by [139]. In this experiment, the first set of simulations is done for the isotropic two-layered model, and the second is carried out for the anisotropic case. The results presented here are for 2D DC simulations using different sets of wavenumbers available in the literature and the proposed Mim2.5D scheme. We compare the apparent resistivity obtained against the analytical results.

A schematic diagram of a two-layered model is shown in Fig. 3.2, where the subscripts 1 and 2 denote the first and second layers, respectively. The thickness of the first layer is denoted by h meters. The subscripts $x, y$, and $z$, denote the horizontal x-direction, perpendicular to the profile ( y -direction) and the depth, respectively. The grid size is kept at 5 meters in the $x$-direction. In the $z$-direction, the grid size is 2 meters for the first 50 meters, and 5 m is kept till 100 m and 20 m further. The seven extra grids are padded to the model boundaries, where the grid spacing increase by a factor of 1.75 in the outward directions. For Mim2.5D, 12 grids having spacing 5 m at the plane where the current electrode is kept, and increasing grid spacing away from this plane is used for discretization in the y-direction. It is to be noted that we only need discretization on one side of the plane. Using the same discretization, simulations are performed for all three

Table 3.1 Model parameters for the different two-layer tests performed.

| Tests | Model $/$ <br> Thickness ( $1^{s t}$ Layer $)$ | $1^{s t}$ Layer | $2^{n d}$ Layer |
| :--- | :--- | :--- | :--- |
| Test 1 | Low Contrast Isotropic / | $\rho_{x 1}=\rho_{y 1}=100 \Omega m$ | $\rho_{x 2}=\rho_{y 2}=10 \Omega m$ |
|  | 30 m | $\rho_{z 1}=100 \Omega m$ | $\rho_{z 2}=10 \Omega m$ |
| Test 2 | High Contrast Isotropic / | $\rho_{x 1}=\rho_{y 1}=1000 \Omega m$ | $\rho_{x 2}=\rho_{y 2}=10 \Omega m$ |
|  | 30 m | $\rho_{z 1}=1000 \Omega m$ | $\rho_{z 2}=10 \Omega m$ |
| Test 3 | High Contrast Anisotropic / | $\rho_{x 1}=\rho_{z 1}=1000 \Omega m$ | $\rho_{x 2}=\rho_{z 2}=10 \Omega m$ |
|  | 30 m | $\rho_{y 1}=100 \Omega m$ | $\rho_{y 2}=1 \Omega m$ |
|  |  |  |  |
| Test 4 | Low Contrast Isotropic / | $\rho_{x 1}=\rho_{z 1}=100 \Omega m$ | $\rho_{x 2}=\rho_{z 2}=10 \Omega m$ |
|  | 20 m | $\rho_{y 1}=100 \Omega m$ | $\rho_{y 2}=10 \Omega m$ |

models for a pole-pole array. The minimum and maximum electrode spacings are 2.5 m and 400 m , respectively, with an increment of 5 m . Table 3.1 shows resistivity values for all four models considered for benchmarking tests. The thickness of the first layer is fixed at $\mathrm{h}=30 \mathrm{~m}$ for all Tests 1, 2, and 3, and $\mathrm{h}=20 \mathrm{~m}$ for Test 4.

For Test 1 (Low Contrast Isotropic, refer to Test 1, Table 3.1), Fig. 3.3(a) shows the apparent resistivity curves vs. the electrode distance from the source. It is observed that the response from the 2D code for various wavenumbers from the literature tends to deviate from the analytical response. The electrode distance at which the curves deviate from the analytical response depends on the weights and the chosen wavenumber. However, all methods work well in the near offset up to 40 m electrode distance. On the other hand, the Mim2.5D response is in good agreement with the analytical solution and shows a good match at all offset values. For Test 2 (High Contrast Isotropic, refer to Test 2, Table 3.1), Fig. 3.3(b) shows that all the simulations using different wavenumbers agree up to an initial 30 m . Again, the maximum electrode distance up to which the responses are reasonably accurate varies with wavenumber's schemes; however, the Mim2.5D solution follows the analytical apparent resistivity curves even for large offsets. For Test 3 (High Contrast Anisotropic two-layer model, refer to Test 3, Table 3.1), Fig. 3.3(c) shows the apparent resistivity curves. The offset range for which all the wavenumber solutions agree with the analytical solution is not well defined because the solution [157] deviates from a very close range. [140] see the maximum agreement by wavenumber solutions. Again, in this test, the Mim2.5D solution agrees well with the analytical solution, even for large
offsets. To test the effect of the thickness of the first layer, a model (Low Contrast Isotropic, refer to Test 4, Table 3.1) with 20 m thickness of the first layer is experimented with, and the apparent resistivity curves are shown in Fig. 3.4. It is easy to conclude that the Mim2.5D solution agrees well with the analytical solution till a large offset. To illustrate the impact of first-layer thickness, the absolute error with the analytical result is calculated for all the simulations done in Test 1 and Test 4. For both the experiments, the misfit plots are shown in Fig. 3.5(a) and (b). It is observed from these plots that the varying depths do not have a bearing on the accuracy of the solution, indicating the algorithm's stability.

### 3.5.2 2D block model

The previous section concludes the benchmarking exercise. This section simulates the DC response for an embedded block of $10 \Omega \mathrm{~m}$ in a homogeneous background of $100 \Omega \mathrm{~m}$. Fig. 3.6 shows the schematic of the model setup. The depth of the inserted block is kept at 30 m . The dimensions of the inserted block are given by the parameters $\mathrm{a}, \mathrm{b}$, and d. Source (S) is placed at -200 meters. The potentials are calculated on the surface using a minimum and maximum electrode spacing of 2.5 to 400 m . The minimum x-grid and z-grid sizes are kept at 5 meters and 2 meters, respectively. Three different experiments are done to simulate the response by varying the size of the embedded block inside the homogeneous medium. All simulations are performed using a pole-pole array. Test 1 : $\mathrm{a}=0, \mathrm{~b}=30 \mathrm{~m}, \mathrm{~d}=$ 30 m . This is equivalent to a $30 \mathrm{~m} \times 30 \mathrm{~m}$ block inserted exactly below the origin, 200 m away from the source. Test 2: $\mathrm{a}=150 \mathrm{~m}, \mathrm{~b}=150 \mathrm{~m}$, and $\mathrm{d}=30 \mathrm{~m}$. Test 3: $\mathrm{a}=150 \mathrm{~m}, \mathrm{~b}=150$ m , and $\mathrm{d}=\infty$ (the block runs across the entire depth of the model).

Fig. 3.7 shows the apparent resistivity profiles for all three tests performed. The solid line corresponds to the apparent resistivity profiles of the developed algorithm in the space domain, and the dashed line corresponds to the apparent resistivity profiles obtained from the wavenumber domain simulation. It is observed that the results from the wavenumber and space domain agree with each other for Test 1 and Test 2, but there is a deviation in the case of Test 3. It should be emphasized that our algorithm works on primary and secondary field decomposition where the primary field is known in the space domain. Hence, a 2D block results in a secondary field around the block which is transformed into a space domain in the case of the wavenumber-domain algorithm. The horizontal dimension of models for Test 2 and Test 3 are the same. However, the wavenumberdomain response for Test 3 shows a significant deviation from the space-domain response compared to the Test 2 case. The secondary field at large offsets comes from the deeper parts. Because the response of Test 2 at large offsets is dominated by the primary response, therefore, it has a good match at all offset values. However, this is not the case for the

(c)


Fig. 3.3 Apparent resistivity curves (log scale) obtained from various wavenumber techniques, reported in the literature and calculated using the proposed scheme along with the analytical response [150]; (a) Test 1 (Low Contrast Isotropic model); (b) Test 2 (High Contrast Isotropic model); (c) Test 3 (High Contrast Anisotropic model).


Fig. 3.4 Apparent resistivity curves (log scale) obtained from various wavenumber techniques, reported in the literature and calculated using the proposed scheme along with the analytical response [150] for Test 4 (Low Contrast Isotropic model). The depth of the first layer is kept at 20 meters.
model used for Test 3. Consequently, in the case of primary/secondary decomposition, the wavenumber-domain schemes would work well for a subsurface where anomalous bodies are buried in a homogeneous host rock.

### 3.5.3 Three Layer topography simulations

This section discusses the three-layer variable topography model. The maximum amplitude of the sinusoidal topography is kept as 20 meters, and the thickness of the first and second layers are fixed at 30 meters. The third layer extends to infinity or the entire depth of the model. The simulations are performed on isotropic, vertically transverse isotropic (VTI) and tilted transverse isotropic (TTI) models. Table 3.2 shows the different parameters for the three-layer topography tests. Fig. 3.8 shows the resistivity map for the TTI topography model where the mesh used for model discretization is overlaid on the images. The same mesh is used for all the tests done for the topography models. The position of the current electrode is shown with a red star, and the inverted black triangles denote the position of potential electrodes. The potential-electrode spacing is 20 m in the horizontal direction, and they are placed on the surface of the model. The resistivity tensor for the TTI case is obtained by applying a rotational transform on the VTI tensor as $T_{2 D_{T T I}}=R(\theta) \times T_{2 D_{V T I}} \times R(\theta)^{T}$, where $R(\theta)$ is the rotational matrix, $T_{2 D_{V T I}}$ is VTI tensor and ${ }^{T}$ denote matrix transpose. The angle $\theta$ used here follows the slope of the topography.



Fig. 3.5 Plots of absolute errors obtained for a) Test 1 - Low contrast isotropic (thickness of 1st layer $=30$ meters); b) Test 4 - Low contrast isotropic (thickness of 1st layer $=20$ meters).


Fig. 3.6 2D Block of $10 \Omega m$ inserted in homogeneous subsurface of $100 \Omega m$ at a depth of 30 m . The source location, denoted by S , is fixed at -200 m . The dimensions of the inserted body are given by the parameters $\mathrm{a}, \mathrm{b}$, and d . Three tests are performed by varying the parameters $\mathrm{a}, \mathrm{b}$, and d.


Fig. 3.7 Apparent resistivity curves obtained for the three tests performed on inserted 2D Block of $10 \Omega \mathrm{~m}$ in homogeneous subsurface of $100 \Omega \mathrm{~m}$ at a depth of 30 m . The solid line denotes the solutions obtained from the proposed algorithm (Mim2.5D), and dashed lines are the solutions obtained from the wavenumber domain simulations.


Fig. 3.8 Resistivity maps for the topography models for tilted transversely isotropic (TTI) experiments. a) shows the xx component of the resistivity tensor, b ) shows the zz component of the resistivity tensor, and c) shows the xz component of the resistivity tensor.

Therefore the TTI case follows topography (one component parallel to the topography and the other perpendicular to it). In Fig. 3.8c, a few white strips in the color map denotes the infinity resistivity (zero conductivity) values where the angle is zero pertaining to flat topography.

Fig. 3.9 shows the apparent resistivity curves for all the topography-model experiments viz. Isotropic, VTI, and TTI models. For comparison, the wavenumber-domain response for the isotropic case is also shown in this figure, as the accuracy of the algorithm used for the simulation of the topography model is already established [139]. As expected for layered models, there is some mismatch between wavenumber and space-domain responses. However, wavenumber and space-domain algorithms produce comparable results for the half-space model with topography from [117]. It can be seen from the apparent resistivity curves (Fig. 3.9) that the red line (TTI) follows topography because of the channeling of the current along the topography. The anisotropy in the TTI follows the topography; hence, the effect can be seen in the TTI curve.

Table 3.2 Model parameters for the three different tests performed on a three-layer variable topography model. Test 1, Test 2 , and Test 3 correspond to the isotropic, vertically transverse isotropic (VTI), and tilted transverse isotropic (TTI) models, respectively.

| Tests | Model | $1^{s t}$ Layer | $2^{\text {nd }}$ Layer | $3^{r d}$ Layer |
| :--- | :--- | :--- | :--- | :--- |
| Test 1 | Isotropic | $\rho_{x 1}=\rho_{y 1}=100 \Omega m$ | $\rho_{x 2}=\rho_{y 2}=10 \Omega m$ | $\rho_{x 3}=\rho_{y 3}=50 \Omega m$ |
|  |  | $\rho_{z 1}=100 \Omega m$ | $\rho_{z 2}=10 \Omega m$ | $\rho_{z 3}=50 \Omega m$ |
| Test 2 | VTI | $\rho_{x 1}=\rho_{y 1}=100 \Omega m$ | $\rho_{x 2}=\rho_{y 2}=10 \Omega m$ | $\rho_{x 3}=\rho_{y 3}=50 \Omega m$ |
|  |  | $\rho_{z 1}=25 \Omega m$ | $\rho_{z 2}=2.5 \Omega m$ | $\rho_{z 3}=12.5 \Omega m$ |


| Test 3 | TTI | Resistivity depends on | the topography (for all |
| :--- | :--- | :--- | :--- |

Table 3.3 Computation time for Test 1 (Low Contrast Isotropic Model). * denotes the cumulative iterations and the cumulative time taken by the iterative solver for a five wavenumber approach [109].

| Algorithm | BICGSTAB* | Direct Solver |
| :--- | :---: | ---: |
|  | Iter/Time (s) | Time (s) |
| Wavenumber | $152 / 0.115363$ | 0.119097 |
| Mim2.5D | $256 / 1.901381$ | 6.237999 |

### 3.6 Discussion

The numerical simulations presented in section 3.5.1 unambiguously highlighted the advantage of the developed algorithm, Mim2.5D, and the limitations of working with few wavenumbers. It was evident from the half-space experiment that we need several wavenumber domain simulations (of the order of a hundred) for accurate response at large electrode spacing. The calculations for the two-layered model indicate the fact that as we increase the conductivity contrast, the maximum workable electrode distance reduces for all the schemes. Furthermore, for an anisotropic model, the maximum electrode distance up to which the response could be accurate decreases. In fact, the best-case scenario starts deviating around 65 m . We also repeated these experiments by reducing the thickness of the first layer. It was observed that the maximum workable electrode distance does not show significant dependency on the thickness of the first layer for all the schemes. It is happening because the thickness of the first layer in the experiments presented in this study is smaller compared to the offset at which the wavenumberdomain response deviates from analytical solutions. Overall, this analysis shows that every scheme starts to fail beyond a particular electrode distance. Unfortunately, the maximum electrode distance depends on the subsurface model itself, which is known before inversion. However, inversion depends on the accuracy of the forward modeling algorithm itself. Inaccurate modeling shall impose a fictitious constraint on the model parameter estimation. This limitation of modeling can be overcome by employing more wavenumbers but comes with more computation cost.

The preceding experiment also illustrates that the proposed algorithm, Mim2.5D, provides a numerically accurate response for all the models and is versatile with subsurface geology and electrode spacing. However, the said robustness comes with some extra computation costs. For the computation time estimation, we demonstrate the proposed algorithm's performance compared to a five-wavenumber scheme [109] for the low contrast model (Test 1). The computation time for a preconditioned BICGSTAB and a direct solver is shown in Table 2. It is observed that the proposed scheme is approximately 16 times more expensive than a five-wavenumber scheme in the case of an iterative solver. For direct solver, the proposed scheme requires 55 times more time. However, it would turn out to be efficient, if one has to use wavenumbers of the order of hundred, in the case of complex models. Section 3.5 . 2 shows that the apparent resistivity curves for Test 1 and Test 2 are in agreement with each other. However, for Test 3, where the embedded block runs across the model's depth, the contribution of the secondary field dominates at large electrode separation. As a result, the apparent resistivity curves obtained for Test 3 from


Fig. 3.9 Apparent resistivity curves obtained for the three tests performed on the variable topography model. The solid black line corresponds to the results from the developed Mim2.5D algorithm, the dashed black line corresponds to the wave domain solution for isotropic topography model, the blue line corresponds to the VTI, and the red line corresponds to the TTI topography model.
wavenumber domain and the Mim2.5D simulations deviate from each other after some distance.

Section 3.5.3 deals with three-layer topography simulations. The response obtained for this model shows that the apparent resistivity curve for TTI tries to mimic the topography relatively more than isotropic and VTI cases. It is primarily due to the channeling of the current along the topography for the TTI case, as the resistivity of the model follows the topography. Therefore, the proposed scheme can be utilized for studying the effect of topography and the anisotropy of the subsurface.

This paper presents an unconventional method for finding the solution in the space domain. The developed algorithm can be used to obtain results for large offsets. The applicability of the algorithm to complex geological structures, including topography, embedded block, and conductivity contrasts, is depicted using numerical experiments. A similar concept can be extended to other modeling studies, where the source exhibits 3D nature, and the modeling is to be conducted in a 2D model. It is important to note that all the wavenumber schemes discussed in the study assume all the electrodes in a straight profile. However, the proposed scheme can simulate the response for electrodes deviating from the profile. Therefore, we draw the conclusion that the proposed algorithm is a versatile and robust DC modeling scheme for 2D subsurface.

### 3.7 Conclusion

We developed a new scheme for modeling DC response for a 2D model. The proposed scheme computes the response in the space domain using a new boundary condition enforced on the plane where the current electrode is placed. An extensive benchmarking analysis is presented for comparison of the developed algorithm. The developed algorithm is also used to simulate response on a 2D block model of varying dimensions of the embedded block. The experiments of the rugged-topography model with isotropic, VTI, and TTI resistivity models further illustrate the robustness of the developed algorithm. We compare the proposed algorithm's computation time estimation performance to a fivewavenumber scheme for the low contrast model (Test 1). Comparison is made between the computation times of a direct solver and a preconditioned BICGSTAB. When considering an iterative solver, it is found that the suggested scheme costs roughly sixteen times as much as a five-wavenumber scheme. The suggested scheme takes fifty-five times longer for a direct solver. If wavenumbers on the order of hundreds are required for complex models, it would prove to be effective nonetheless. The numerical experiments clearly illustrate the versatility of the developed algorithm for various complex geological models.

## Chapter 4

## DC Resistivity data sensitivity to subsurface anisotropic parameters

### 4.1 Abstract

This study investigates the sensitivity of DC resistivity data to the anisotropic parameters of the subsurface. For the analysis, the azimuthal apparent resistivity curves are simulated and analyzed for various anisotropic models. For sensitivity experiments, numerical derivatives of apparent resistivity data with respect to parameters determining anisotropy for the 2D cases are calculated for data simulated along a profile. The outcomes show that the data is commonly sensitive to all four parameters except for the model with circular azimuthal apparent resistivity, where the sensitivity to principal resistivity along the profile direction vanishes.

### 4.2 Introduction

The direct current (DC) approach is an economically viable method for near subsurface mapping. However, successfully applying the DC resistivity technique requires data analysis to consider the complete physics of the DC resistivity modeling. One crucial characteristic of the resistivity of subsurface rock is the electrical anisotropy. It depicts a phenomenon of directional dependency of current flow in a piece of homogeneous rock. Materials with a characteristic lineation or platey fabric, such as clay, slate, and shale, frequently exhibit this directional dependence. It leads to the property known as intrinsic anisotropy or micro anisotropy and is contingent upon the material's texture or crystal symmetry [45]. The origin of anisotropy can be attributed to many factors, like
preferentially oriented fracture systems [22]. Studies suggest that limestone structures can develop anisotropy up to a factor of 4.5 [103]. If these anisotropic structures are considered isotropic, it can lead to inaccurate interpretation [6, 165]. To examine the subsurface's anisotropic characteristics, the utilization of several azimuthal electrode arrays were suggested [142, 153]. For accuracy benchmarking, [82] provided analytical solutions for several straightforward anisotropic models. [83, 150] investigated anisotropy's impact on multilayer structures.

The anisotropy paradox is a widely studied phenomenon as it provide an insight into behavior of DC resistivity data in the presence of anisotropic subsurface. Numerical simulations have also confirmed it [152]. [92] used Coulomb's law in anisotropic media to demonstrate the presence of this phenomenon and used surface surveys and electric logging to explain this seemingly paradoxical behavior. The anisotropy paradox stands true for borehole measurements as well, and [94] demonstrated that any vertically aligned electric measurement in a horizontally oriented lamination would only be sensitive to the horizontal conductivity and totally blind to the vertical conductivity. A surface survey does not measure the horizontal conductivity on its own; it will only gauge the geometric mean of the horizontal and vertical conductivity [92]. The polar representation [165] of apparent resistivity is often used to illustrate the anisotropy paradox. [87, 116] analyzed the polar diagrams by interpreting the anisotropy paradox for horizontal transverse isotropic (HTI) media. The apparent resistivity polar plots suggest that the case where circular plots are obtained, cannot resolve the vertical resistivity component. [161] examined anisotropy employing polar diagrams for generalized anisotropy. Most of these studies have commented on the insensitivity of DC resistivity data to anisotropic subsurface parameters. However, they did not investigate the sensitivity plots in their studies. Therefore, a more rigorous analysis of the sensitivity of DC resistivity data to subsurface anisotropic parameters is required. Thus, the present study examines it in detail.

In this chapter, we present an exhaustive analysis of the polar diagram for various cases of subsurface anisotropy using the 2D models. Subsequently, the sensitivity of DC resistivity data to the anisotropic parameters is discussed utilizing the knowledge gained from polar diagram analysis.

### 4.3 Subsurface anisotropy and DC resistivity data

This section examines the azimuthal characteristics of DC resistivity data for the anisotropic subsurface. It must be stressed that the analysis in this study is limited to 2D TTI media where the subsurface conductivity maximally depends on four parameters, namely three
principal conductivities and an angle of symmetry axis. The subsurface model used for this experiment consists of an isotropic layer of 5 m thickness having a resistivity of $10 \Omega \mathrm{~m}$ overlaying on an anisotropic half-space. For various scenarios of the second layer resistivity, the apparent resistivity curves at radial distances of $5 \mathrm{~m}, 10 \mathrm{~m}, 25 \mathrm{~m}, 50 \mathrm{~m}, 75 \mathrm{~m}, 100$ $\mathrm{m}, 140 \mathrm{~m}$, and 160 m from the source (for brevity, referred as radial distances hereafter) for 360 degrees of azimuthal angles are computed and analyzed. For conciseness, these plots are referred to as azimuthal curves henceforth. We have used the space domain DC resistivity algorithm discussed in the previous chapter to calculate the response of all the experiments. For the first model, the lower half-space is taken isotropic media of resistivity $100 \Omega m$ as shown in Fig. 4.1 and the azimuthal curves are shown in Fig. 4.2. The azimuthal curves are concentric circles with increasing radii with radial distance. It happens because both the layers are isotropic, and the resistivity of the lower layer is higher. The radius of azimuthal curves shows very little change beyond radial distances of 140 m , which indicates that beyond this distance, we can assume that the response of the lower half-space media dominates over the first layer. Therefore, the maximum distance is considered as 160 m , for this experiment, so that the response is overwhelmed by the lower half-space. However, it needs to be stressed that the distance beyond which the lower half-space dominates the response also depends on the conductivity of the upper and lower layers. These results are expected; nevertheless, this experiment's results serve the purpose of a reference that we will use for comparing the anisotropic cases.


Fig. 4.1 Two layer isotropic model with resistivity of first layer as $10 \Omega \mathrm{~m}$ and resistivity of second layer as $100 \Omega m$. The thickness of first layer is 5 m . Rho x , Rho y and Rho z in the figure denote the values of resistivity in the principal directions $\mathrm{x}, \mathrm{y}$ and z respectively.

In the second experiment, the top layer is an isotropic layer with resistivity of $10 \Omega m$, whereas the lower half-space is taken as triaxial anisotropic media with resistivities in x -, y- and z-directions as $100 \Omega m, 50 \Omega m$, and $25 \Omega m$, respectively, and the model is illustrated in Fig. 4.3. The associated azimuthal curves are shown in Fig. 4.4. For smaller


Fig. 4.2 Azimuthal apparent resistivity curves obtained at varying radial distances from the source for the isotropic model shown in Fig. 4.1. The 'APRES' in the plot is used to denote apparent resistivity curves at the given radial distances.
radial distances, the curves are concentric circles of increasing radius with radial distance; however, for large radial distances, the circles are deformed to ellipses with the minor and major axes in the x - and y -direction, respectively. The behavior of having a large apparent resistivity value along the direction of the principal axis of lower resistivity is known and is referred to as the so-called anisotropy paradox [92, 141]. The apparent resistivity at 5 m and 160 m radial distances are around $20 \Omega \mathrm{~m}$ and $45 \Omega \mathrm{~m}$, respectively. Since the resistivity of the first layer is $10 \Omega \mathrm{~m}$, the response at 5 m is also influenced by the second layer. However, the azimuthal curve for 5 m is circular. To examine it further, the variations in the aspect ratio (resistivity in the $y$-direction/resistivity in the $x$-direction) with apparent resistivity along the $y$-direction for all the radial distances are illustrated in Fig. 4.5. It displays that the circular nature remains until the apparent resistivity falls below $\approx 30 \Omega m$, revealing that the azimuthal curves retain the isotropic character of the upper layer even though the significant current passes through lower anisotropic media as the apparent resistivity are considerably higher than resistivity of first layer. Furthermore, beyond the 50 m radial distance, the changes in the apparent resistivity value are not substantial, as seen from Fig. 4.4, indicating the dominant current flow is mostly in the lower layer. However, the elliptic nature of azimuthal curves becomes more dominant
after this distance. Therefore, this experiment indicates that if the top layer is isotropic, the azimuthal variation in apparent resistivity is first controlled by the top layer till some distance even though the significant current may be flowing through lower anisotropic media at the distance. The elliptic nature of azimuthal apparent resistivity predominantly occurs beyond this distance.


Fig. 4.3 Tri-axial anisotropic model with first layer isotropic having resistivity value of $10 \Omega \mathrm{~m}$ and thickness 5 m . The second layer is a half-space with tri-axial anisotropy bearing resistivity values of $100 \Omega m, 50 \Omega m$, and $25 \Omega m$ in the $\mathrm{x}, \mathrm{y}$ and z-directions respectively.


Fig. 4.4 Azimuthal apparent resistivity curves for the tri-axial anisotropy model that is shown in Fig. 4.3. The apparent resistivity curves are obtained at varying radial distances from the source. The APRES used in the legends denote apparent resistivity.


Fig. 4.5 The figure shows the plot of the aspect ratio ( resistivity in the $y$-direction/resistivity in the $x$-direction) vs resistivity in the $y$-direction (with increasing radial distance). The numbers in brackets on x -aixs indicate the values taken at increasing radial distance from the source.

For the next experiment, the triaxial anisotropic model used in the above experiment is modified into various tilted transverse isotropic (TTI) models by varying the dip angle of the anisotropy axis. The test are conducted for $0^{\circ}$ (tri-axial anisotropic case), $22.5^{\circ}, 45^{\circ}$, $62.5^{\circ}$ and $90^{\circ}$ dip angles. The azimuthal curves at 160 m radial distance for all five cases are shown in Fig. 4.6. It is observed for the azimuthal curves that as we move from the $0^{\circ}$ to $90^{\circ}$, the ellipse changes its major axis from the $y$-direction to the $x$-direction. Furthermore, it becomes closer to circle around $45^{\circ}$, indicating an isotropic subsurface-like character. Therefore, we further analyze the behaviors of azimuthal curves for a TTI lower half-space with a $45^{\circ}$ dip angle at different radial distances, and the simulated azimuthal curves for varying radial distances from 5 m to 160 m are shown in Fig. 4.7. The curves at larger radial distances show an elliptic character with the major axis in the $y$-direction; however, the deviation from the circular nature is very mild. A case in which the curve turns to a circular nature has very significant consequences in the sensitivity of subsurface anisotropy to surface DC resistivity data. Furthermore, the $45^{\circ}$ is, indeed, not a case of a perfect circle or a case of lacking anisotropic character.

To invistigate it further, we experimented with three more cases by varying the resistivity component, $\rho_{x x}$, of lower half-space as $35 \Omega m, 65 \Omega m$, and $75 \Omega m$, while keeping other resistivity components ( $\rho_{y y}$ and $\rho_{z z}$ ) the same. The azimuthal apparent resistivity curves are also simulated for these three models. The ratio of apparent resistivities along the x - and y -direction is plotted for various dip angles of the symmetric axis of anisotropy to investigate the impact of subsurface resistivity on the dip angle. The plots are shown


Fig. 4.6 The figure shows the plot for azimuthal apparent resistivity curves obtained for different cases of tri-aixal anisotropic model with varying dip angles (TTI $0^{\circ}$, TTI 22.5 ${ }^{\circ}$, TTI $45^{\circ}$, TTI $67.5^{\circ}$, and TTI $90^{\circ}$. All the curves are obtained at a fixed radial distance of 160 m.
in Fig. 4.8. It is revealed by the plots that for $\rho_{x x}=100 \Omega m$, the dip angle at which the azimuthal curve will become circular is between $45^{\circ}$ and $67.5^{\circ}$ as the azimuthal curve has a major axis in y-direction at $45^{\circ}$ and at $67.5^{\circ}$ the major axis is in the x-direction. For $\rho_{x x}=75 \Omega m$, the azimuthal curve is almost circular at $45^{\circ}$, whereas, for $\rho_{x x}=65 \Omega m$, the circular nature is likely to be between $22.5^{\circ}$ and $45^{\circ}$ dip angle as the curve cross the aspect ratio equal to one between these angles. Furthermore, in the case of $\rho_{x x}=35 \Omega m$, the aspect ratio curve remains above one, and it is expected as both $\rho_{x x}$ and $\rho_{z z}$ are less than $\rho_{y y}$. Consequently, this experiment reveals that the dip angle at which the azimuthal apparent resistivity begins behaving like an isotropic case depends on the resistivity of the subsurface. In case the principal resistivities that belong to the vertical plane below profile (denoted by $\rho_{x x}$ and $\rho_{z z}$ in this study) are both smaller than the resistivity perpendicular to the plane (represented by $\rho_{y y}$ in this study), the DC resistivity measurement shows the sensitivity to subsurface anisotropy. However, in case $\rho_{y y}$ is between the $\rho_{x x}$ and $\rho_{z z}$, around some angle the surface DC resistivity data may not be sensitive to the subsurface anisotropy. The present experiment suggests that if the $\rho_{x x}-\rho_{y y}>\rho_{y y}-\rho_{z z}$, the angle where the azimuthal curve becomes circular will be above $45^{\circ}$ and for $\rho_{x x}-\rho_{y y}<\rho_{y y}-\rho_{z z}$


Fig. 4.7 Azimuthal apparent resistivity curves for the case of tri-axial anisotropic model with dip angle $45^{\circ}$ (TTI $45^{\circ}$ case), obtained at increasing radial distances from 5 m to 160 m.
it will be below $45^{\circ}$. For $\rho_{x x}-\rho_{y y} \approx \rho_{y y}-\rho_{z z}$ the circular character is attained around $45^{\circ}$. The present experiment was repeated for resistive overburden as appose to the present case of conductive overburden. Since, the current prefers least resisitve path, some modifications are made by taking the thickness of first layer as 30 m for resistive overburden. However, the conclusion remains the same, therefore, the results for these experiments are given as supplementary (see Appendix B). The present experiment exhibited that the azimuthal curves show isotropic character in a particular case of anisotropy; therefore, it is instructive to test whether surface data will be sensitive to the element of conductivity tensor or not.


Fig. 4.8 The figure shows the plot of aspect ratio vs angles of different TTI models used (TTI $0^{\circ}$, TTI $22.5^{\circ}$. TTI $45^{\circ}$, TTI $67.5^{\circ}$, TTI $90^{\circ}$ ). The plots are obtained at a fixed radial distance of 160 m for different models bearing the principal resistivity value ( $\sigma_{x x}=100 \Omega m, 75 \Omega m, 65 \Omega m, 35 \Omega m$ ) for the second layer.

### 4.4 Sensitivity Analysis

For any geophysical method to estimate the subsurface property, it is a prerequisite that the data be adequately sensitive to those parameters, and the sensitivity should be higher than the noise floor in typical field data of the method. The data may be sensitive to some of the parameters, like some elements of a conductivity tensor. Consequently, maximally, the inverse modeling can recover only sensitive parameters. Therefore, knowing the parameters that are insensitive to particular data is crucial to avoid over-interpreting the estimated inverse models. This study examines the sensitivity of conductivity tensor elements to DC resistivity data. The conductivity tensor depends on four parameters at most, since we are studying the 2D case. Furthermore, the 2D case implies the data that is being analyzed is recorded along a profile. Therefore, we have simulated the data along the profile oriented in x-direction. For this experiment, a two-layer model consisting of the top isotropic layer of 30 m thickness having $100 \Omega \mathrm{~m}$ resistivity is taken. For the second layer, different cases are examined as TTI medium with principal resistivities as $10 \Omega m$, $5 \Omega m$, and $2.5 \Omega m$ in $\mathrm{x}, \mathrm{y}$ and z -directions, respectively, for varying angles of symmetry axis. A simple two-layer model is utilized to minimize the impact of the size and geometry of the body being investigated. Therefore, the observations from this analysis are more generic, and the effect of the resolution of the DC method, size, geometry, and depth of
the anomaly are not commented on in this investigation. To estimate the sensitivity, the derivative of apparent resistivity with respect to the principal resistivities for the constant angle of the symmetry axis of the second layer is computed numerically using a difference formula. It can be mathematically expressed as,

$$
\begin{equation*}
\frac{\partial \rho_{a}}{\partial m}=\frac{\partial \rho_{a}(m+\delta m)-\partial \rho_{a}(m)}{\delta m}, \tag{4.1}
\end{equation*}
$$

where $\rho_{a}$ is the apparent resistivity and $m\left(=\rho_{x x}, \rho_{y y}, \rho_{z z}\right)$ corresponds to the model parameters. We perturb the $m$ by $5 \%$ to compute the derivative. The reference model (depicting the value of the parameter, $m$ ) and the perturbed model for all three resistivity elements (representing the value of the parameter, $m+\delta m$ ) are shown in Fig. 4.9. We use the pole-pole array for this experiment. The sensitivity plots for $\rho_{x x}, \rho_{y y}$, and $\rho_{z z}$ up to 300 m distance from the source are shown in Fig. 4.10. Since the resistivity of the first layer is invariant in this experiment, the sensitivity for small distances are minimal for all three parameters. The sensitivity of apparent resistivity to $\rho_{x x}$ is smaller than other parameters and increases with distance. It aligns with the anisotropy paradox as the profile is in the x -direction. However, the sensitivity values are of the same order as the other two parameters, indicating that the data also senses the $\rho_{x x}$, even though the sensitivity to $\rho_{y y}$ and $\rho_{z z}$ parameters being more. The sensitivity of $\rho_{y y}$ increases with distance, and at 300 m , it is approximately equivalent to the sensitivity of $\rho_{z z}$. The sensitivity of $\rho_{z z}$ first increases rapidly till around 50 m and then fluctuates around 0.75 . It is to be noted that the first layer influences sensitivity at near offset. Thus, the sensitivity of $\rho_{z z}$ indicates a somewhat constant value with distance. In summary, the experiment shows that all three parameters show the sensitivity to data simulated along a profile. However, they differ in magnitude and trends, making the profile length a factor as well.

For the second experiment, the resistivity of the tri-axial anisotropic lower half-space used in the first experiment is rotated by $22.5^{\circ}$ to construct a TTI model. For simulation of the response of the perturbed model, the perturbation is done in principal resistivity values of the tri-axial model and is rotated by $22.5^{\circ}$ subsequently. The sensitivity plots for this experiment are shown in Fig. 4.11. Again, the behavior and magnitude of sensitivity values are similar to the tri-axial case with a change that the sensitivity of $\rho_{z z}$ now shows an increasing trend with distance. Therefore, for a TTI model, all three principle resistivities show sensitivity to surface DC observations, and therefore, these parameters are likely to be estimated using such data.

The third experiment is similar to the second experiment with a modification that the resistivity of the lower half-space of the tri-axial anisotropic is rotated by $45^{\circ}$. The sensitivity plots for this experiment are shown in Fig. 4.12. The behavior and magnitude


Fig. 4.9 The figure shows the models used for sensitivity analysis. On the extreme left reference model is shown. Further the perturbed models are shown by varying the resistivity values by $5 \%$ for $\mathrm{x}, \mathrm{y}$ and z -directions respectively in the second layer. The above case is shown for TTI $0^{\circ}$ (tri-axial anisotropic model). However we also perform the sensitivity analysis for TTI $22.5^{\circ}$, TTI $45^{\circ}$, TTI $67.5^{\circ}$, and TTI $90^{\circ}$. For all the cases the perturbation factor is kept constant at $5 \%$.


Fig. 4.10 Sensitivity curves of simulated DC resistivity data along x-direction with respect to the three principal resistivities ( $\rho_{x x}, \rho_{y y}, \rho_{z z}$ ) for the reference and perturbed models shown in Fig. 4.9.


Fig. 4.11 Sensitivity curves of simulated DC resistivity data along x-direction with respect to the three principal resistivities ( $\rho_{x x}, \rho_{y y}, \rho_{z z}$ ) for the reference and perturbed models obtained after the rotation of principal symmetry axis by $22.5^{\circ}$.
of sensitivity values are similar to the $22.5^{\circ}$ case; however, if we compare the previous and this experiment results, the most significant change is in the reduction in sensitivity of simulated data to $\rho_{x x}$ compared to other two parameters. The next experiment is done with $67.5^{0}$ rotation of the symmetry axis. The sensitivity plots for this experiment are given in Fig. 4.13. It indicates the sensitivity of simulated data to the $\rho_{x x}$ is almost vanishing compared to the other previous experiment. However, the sensitivity to the other two parameters has changed significantly less. In the last experiment, the rotation of the symmetry axis is performed using $90^{\circ}$, and the sensitivity plots for this experiment are given in Fig. 4.14. It shows more sensitivity to $\rho_{x x}$ than $67.5^{\circ}$. Following our discussion in the previous section, we expect the circular nature of this model to be between $45^{\circ}$ and $67.5^{\circ}$ angles. Therefore, we can argue that when the azimuthal curves for a TTI model turn circular like, as in the case of the isotropic models, the sensitivity of DC resistivity data observed at the surface to the principle resistivity in the direction of the profile vanishes. However, the data still have significant constraints on the other two principal resistivities. Therefore, only two resistivity parameters can be estimated by the observed data in such scenarios. It needs to be stressed that it happens for a particular combination of relative
values of principle resistive values relative to each around a specific angle of the symmetry axis.


Fig. 4.12 Sensitivity curves of simulated DC resistivity data along x-direction with respect to the three principal resistivities ( $\rho_{x x}, \rho_{y y}, \rho_{z z}$ ) for the reference and perturbed models obtained after the rotation of principal symmetry axis by $45^{\circ}$.

We have also analyzed the sensitivity of simulated DC resistivity data to the angle of the symmetry axis. For this experiment, the numerical derivative of apparent resistivity concerning the angle of the symmetry axis is computed by perturbing the angle by $5^{\circ}$. The perturbation by $5^{o}$ may not be a reasonable choice around those angle values where the sensitivity changes too sharply with the angle. The sensitivity data are simulated for angles from $2.5^{\circ}$ to $87.5^{0}$ with a $5^{\circ}$ interval, and the experiment results are shown in Fig. 4.15. In general, the sensitivity to near offset is small because the first layer is not perturbed. The plot shows varying sensitivity for different values of angles. However, the sensitivity in the mid-offset ranges is relatively low for an angle around $50^{\circ}$ except for other angles. It shows a correlation to low sensitivity where the azimuthal curves represent an isotropic-like nature.

This study suggests that DC resistivity data insensitivity generally occurs to the principal resistivity in the direction of the profile at the particular tilt angle of resistivity for the TTI case with distinct principal resistivities. If both the principal resistivities in the plane below the profile are smaller than the principal resistivity perpendicular to the profile, the


Fig. 4.13 Sensitivity curves of simulated DC resistivity data along x-direction with respect to the three principal resistivities ( $\rho_{x x}, \rho_{y y}, \rho_{z z}$ ) for the reference and perturbed models obtained after the rotation of principal symmetry axis by $67.5^{\circ}$.


Fig. 4.14 Sensitivity curves of simulated DC resistivity data along x-direction with respect to the three principal resistivities ( $\rho_{x x}, \rho_{y y}, \rho_{z z}$ ) for the reference and perturbed models obtained after the rotation of principal symmetry axis by $90^{\circ}$.


Fig. 4.15 Sensitivity of apparent resistivity data perpendicular to strike direction (along x-direction) with dip angle for reference model shown in Fig. 4.9.
data appears sensitive to all the principal resistivities. Earlier studies have suggested that in the case of HTI media, the vertical resistivity is insensitive to the DC resistivity data. In a nutshell, this discussion indicates that which parameter of the anisotropic will be sensitive (or not) depends on relative values and the tilt of the principal resistivities. Since estimating these subsurface parameters is an objective of the DC resistivity survey, it is like a chicken and egg problem. Nonetheless, this study provides valuable information about the sensitivity of DC resistivity data to the parameters that describe the anisotropy of the subsurface. Even though the experiment is limited to the 2D TTI subsurface, these primarily apply to the DC data recorded along a profile over a predominantly 2D subsurface resistivity distribution. However, an investigation of general anisotropy for 3D model can be performed in the future.

### 4.5 Conclusion

We have analyzed the sensitivity of DC resistivity data to the anisotropic parameters of the subsurface for a 2D model with a titled symmetry axis of anisotropy. For this case, there can be a maximum of four parameters for specifying the anisotropy: three principal resistivity values and one angle defining the angle of the tilted symmetry of anisotropy. First, the azimuthal apparent resistivity plots for different models with various radial distances from the source and the tilt angle are analyzed. The investigation revealed that the azimuthal apparent resistivity plots are generally elliptic; however, they turn circular at a particular angle, which depends on the relative principle resistivity values. To investigate
whether the DC data shows the sensitivity to all four anisotropic parameters, sensitivity experiments are conducted by calculating the derivatives of modeled data with respect to all four parameters. The results indicate that the data generally shows sensitivity to all four parameters. However, around the point where the azimuthal apparent resistivity plots are circular, the sensitivity to principal resistivity along the profile vanishes. These experiments give some insights into the anisotropic parameter that can be recovered using DC resistivity data; however, the analysis did not consider the size, geometry, and depth of the anomaly into account.

## Chapter 5

## Conclusion and future possibilities

This thesis aimed to develop a forward modeling algorithm for the 2D DC resistivity problem. The study seeks to address the issues that occur while dealing with real-world imaging problems, such as topography and arbitrary anisotropy, often encountered as inevitable in practical scenarios. Literature study suggests that the mimetic finite difference method is suitable to handle such complexities as it can work with highly distorted, non-orthogonal, rough grids, leading to a versatile algorithm. The first part of the research focuses on the development of a 2D DC resistivity forward modeling algorithm using the mimetic finite difference method. The accuracy of the developed algorithm is demonstrated using dyke model and two-layered anisotropic models utilizing analytical solutions. The algorithm provides accurate solutions even in high conductivity contrasts, proving its strength. To further test the accuracy of the scheme for the topography case, we compared it with published results in the literature because of the unavailability of the analytical solutions. The obtained results show a good match, illustrating that the algorithm is capable of working with complex topography. Furthermore, numerical tests are performed with distorted grids with varying levels of distortion to test the stability of the algorithm. The results show that the algorithm produces accurate results even in the case of highly distorted, non-orthogonal grids, highlighting the developed algorithm's resilience. To understand the computational aspects of the modelling the convergence behavior of the BICGSTAB method is also analysed. It is noted that while the convergence for orthogonal grids is generally smooth, the convergence for highly distorted grids exhibits a non-smooth behaviour. Both, though, require about the same amount of iterations. As a result, in terms of grid distortions, the MFDM technique is both stable and effective. Other models undergo the same analysis, and similar trends are discovered. Hence, the developed 2D DC resistivity forward modeling scheme is accurate, robust, and stable to work with complex topography and anisotropy involving distorted, non-orthogonal grids.

The DC resistivity source exhibits a 3D character, leading to the variation in potential in all three directions, even in the case of a 2D model. Therefore, a wavenumber domain modeling strategy is adopted for efficient computations. However, an analysis of space domain responses calculated using various wavenumber schemes reported in the literature is found to be erroneous at large current-potential electrode spacing, even for the half-space model. An accurate simulation for large electrode spacing requires several wavenumber simulations, making the wavenumber domain approach expensive. Consequently, the present study develops an efficient and versatile 2D DC resistivity algorithm in space domain. A novel boundary condition is devised, utilizing the symmetric nature of potential about the vertical plane that passes through the source position. The numerical scheme is extensively tested and benchmarked for isotropic and anisotropic models, including very high conductivity contrast cases utilizing analytical solutions. The simulated solutions show an excellent match-up to very long electrode spacing. The numerical results for a 2D block model and a variable topography having tilted transversely isotropic subsurface are also discussed to demonstrate the versatility of the developed algorithm. We also present the performance of the proposed algorithm for computation time estimation in comparison with a five-wavenumber scheme for a low contrast model. We compare the computation times of a direct solver and a preconditioned BICGSTAB. In the case of an iterative solver, it is found that the proposed scheme is about 16 times more expensive than a five-wavenumber scheme. The suggested scheme needs 55 times more time for a direct solver. In the case of complex models, it would prove to be efficient if wavenumbers on the order of hundreds were required.

Geophysical investigations aim to estimate subsurface properties; therefore, it is essential to examine the sensitivity of geophysical data to subsurface parameters. Thus, the present study explores the sensitivity of subsurface electrical anisotropy parameters to DC resistivity data. The azimuthal apparent resistivity curves are simulated for twolayered models including isotropic, tri-axial anisotropic, and tilted transversely isotropic models with different tilt angles of the symmetry axis. For all anisotropic cases, the curves are mostly found to be elliptic, except for a few combinations of principal resistivity values around a particular tilt angle of the symmetry axis where the curves turn out to be circular. These patterns inspire us to perform a sensitivity study of the 2D DC resistivity data with respect to model parameters as three principal resistivities and tilt angle of the anisotropy symmetry axis. It is found that the 2D DC resistivity data is sensitive to all the four anisotropic parameters mentioned above, except for the case where the azimuthal apparent resistivity curves turn out to be circular where the sensitivity to the principal resistivity along the profile direction vanishes.

As a future work, the developed forward modeling algorithm can be extended to a 2D DC resistivity inversion algorithm for deterministic and/or stochastic algorithms. Since the forward modeling part can handle anisotropy and complex topography, it becomes a suitable candidate for the inversion of DC resistivity data where complex topography and anisotropic character are present in the subsurface. The applicability of the mimetic finite difference method in a trans-dimensional Bayesian inversion workflow is also a valuable aspect. The finite-difference method has an issue with the trans-dimensional Bayesian scheme because the cell nodes' locations are randomly disrupted in space during optimization. It is difficult for the conventional finite-difference methods to handle such random perturbations. Although finite-element methods are versatile to handle random grids, but they are more sensitive to grid coarsening/refinement than the finite-difference approach. Additionally, the trans-dimensional Bayesian approach needs hundreds of thousands of iterations to compute the responses of models that are randomly perturbed. As a result, the mesh regeneration becomes necessary. And the finite element methods' sensitivity to grid refinement may pose a challenging issue. Consequently, the mimetic finite difference method is a viable option because of its capacity to handle non-orthogonal grids and comparatively lower sensitivity to grid refining. Hence, the developed algorithm can be a good choice for developing a 2D DC resistivity inversion algorithm. Likewise, 3D modeling and inversion using the mimetic finite difference method is another area of future extension of the present work.
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## Appendix A

## Discretised form of differential operators for mimetic scheme

Without loss of generality and to keep the notations simple, let us consider that we are trying to discretise a problem of this form : $\nabla \cdot\left[T_{2 D}(x, z) \nabla u(x, k, z)\right]$. The $z$-direction is taken positive downwards. The discretised form of the differential operator in Eq. (2.11), using the mimetic finite difference method can be given as,

$$
\begin{gathered}
\nabla \cdot\left[T_{2 D} \nabla u\right]_{i, j}= \\
\frac{z_{i+1, j}-z_{i, j+1}}{2 C V_{i, j}} *\left\{\sigma _ { x x ( i + 1 , j + 1 ) } \left[\left(\left(z_{i+2, j+1}-z_{i+1, j+2}\right) u_{i+1, j+1}+\right.\right.\right. \\
\left(z_{i+1, j+2}-z_{i, j+1}\right) u_{i, j+1}+\left(z_{i, j+1}-z_{i+1, j}\right) u_{i, j}+ \\
\left.\left.\left(z_{i+1, j}-z_{i+2, j+1}\right) u_{i+1, j}\right) /\left(2 N V_{i+1, j+1}\right)\right]- \\
\sigma_{x z(i+1, j+1)}\left[\left(\left(x_{i+1, j+2}-x_{i+2, j+1}\right) u_{i+1, j+1}+\right.\right. \\
\left(x_{i, j+1}-x_{i+1, j+2}\right) u_{i, j+1}+\left(x_{i+1, j}-x_{i, j+1}\right) u_{i, j}+ \\
\left.\left.\left(x_{i+2, j+1}-x_{i+1, j}\right) u_{i+1, j}\right) /\left(2 N V_{i+1, j+1}\right)\right]- \\
\sigma_{x x(i, j)}\left[\left(\left(z_{i+1, j}-z_{i, j+1}\right) u_{i, j}+\left(z_{i, j+1}-z_{i-1, j}\right) u_{i-1, j}+\right.\right. \\
\left.\left.\left(z_{i-1, j}-z_{i, j-1}\right) u_{i-1, j-1}+\left(z_{i, j-1}-z_{i+1, j}\right) u_{i, j-1}\right) /\left(2 N V_{i, j}\right)\right]+ \\
\sigma_{x z(i, j)}\left[\left(\left(x_{i, j+1}-x_{i+1, j}\right) u_{i, j}+\left(x_{i-1, j}-x_{i, j+1}\right) u_{i-1, j}+\right.\right. \\
\left.\left.\left.\left(x_{i, j-1}-x_{i-1, j}\right) u_{i-1, j-1}+\left(x_{i+1, j}-x_{i, j-1}\right) u_{i, j-1}\right) /\left(2 N V_{i, j}\right)\right]\right\}-
\end{gathered}
$$

$$
\begin{align*}
& \frac{z_{i, j}-z_{i+1, j+1}}{2 C V_{i, j}} *\left\{\sigma _ { x x ( i , j + 1 ) } \left[\left(\left(z_{i+1, j+1}-z_{i, j+2}\right) u_{i, j+1}+\right.\right.\right. \\
& \left(z_{i, j+2}-z_{i-1, j+1}\right) u_{i-1, j+1}+\left(z_{i-1, j+1}-z_{i, j}\right) u_{i-1, j}+ \\
& \left.\left.\left(z_{i, j}-z_{i+1, j+1}\right) u_{i, j}\right) /\left(2 N V_{i, j+1}\right)\right]- \\
& \sigma_{x z(i, j+1)}\left[\left(\left(x_{i, j+2}-x_{i+1, j+1}\right) u_{i, j+1}+\left(x_{i-1, j+1}-x_{i, j+2}\right) u_{i-1, j+1}+\right.\right. \\
& \left.\left.\left(x_{i, j}-x_{i-1, j+1}\right) u_{i-1, j}+\left(x_{i+1, j+1}-x_{i, j}\right) u_{i, j}\right) /\left(2 N V_{i, j+1}\right)\right]- \\
& \sigma_{x x(i+1, j}\left[\left(\left(z_{i+2, j}-z_{i+1, j+1}\right) u_{i+1, j}+\left(z_{i+1, j+1}-z_{i, j}\right) u_{i, j}+\right.\right. \\
& \left.\left.\left(z_{i, j}-z_{i+1, j-1}\right) u_{i, j-1}+\left(z_{i+1, j-1}-z_{i+2, j}\right) u_{i+1, j-1}\right) /\left(2 N V_{i+1, j}\right)\right]+ \\
& \sigma_{x z(i+1, j}\left[\left(\left(x_{i+1, j+1}-x_{i+2, j}\right) u_{i+1, j}+\left(x_{i, j}-x_{i+1, j+1}\right) u_{i, j}+\right.\right. \\
& \left.\left.\left.\left(x_{i+1, j-1}-x_{i, j}\right) u_{i, j-1}+\left(x_{i+2, j}-x_{i+1, j-1}\right) u_{i+1, j-1}\right) /\left(2 N V_{i+1, j}\right)\right]\right\}- \\
& \frac{x_{i, j+1}-x_{i+1, j}}{2 C V_{i, j}} *\left\{\sigma _ { x z ( i + 1 , j + 1 ) } \left[\left(\left(z_{i+2, j+1}-z_{i+1, j+2}\right) u_{i+1, j+1}+\right.\right.\right. \\
& \left(z_{i+1, j+2}-z_{i, j+1}\right) u_{i, j+1}+\left(z_{i, j+1}-z_{i+1, j}\right) u_{i, j}+ \\
& \left.\left.\left(z_{i+1, j}-z_{i+2, j+1}\right) u_{i+1, j}\right) /\left(2 N V_{i+1, j+1}\right)\right]- \\
& \sigma_{z z(i+1, j+1)}\left[\left(\left(x_{i+1, j+2}-x_{i+2, j+1}\right) u_{i+1, j+1}+\right.\right. \\
& \left(x_{i, j+1}-x_{i+1, j+2}\right) u_{i, j+1}+\left(x_{i+1, j}-x_{i, j+1}\right) u_{i, j}+ \\
& \left.\left.\left(x_{i+2, j+1}-x_{i+1, j}\right) u_{i+1, j}\right) /\left(2 N V_{i+1, j+1}\right)\right]- \\
& \sigma_{x z(i, j)}\left[\left(\left(z_{i+1, j}-z_{i, j+1}\right) u_{i, j}+\left(z_{i, j+1}-z_{i-1, j}\right) u_{i-1, j}+\right.\right. \\
& \left.\left.\left(z_{i-1, j}-z_{i, j-1}\right) u_{i-1, j-1}+\left(z_{i, j-1}-z_{i+1, j}\right) u_{i, j-1}\right) /\left(2 N V_{i, j}\right)\right]+ \\
& \sigma_{z z(i, j)}\left[\left(\left(x_{i, j+1}-x_{i+1, j}\right) u_{i, j}+\left(x_{i-1, j}-x_{i, j+1}\right) u_{i-1, j}+\right.\right. \\
& \left.\left.\left.\left(x_{i, j-1}-x_{i-1, j}\right) u_{i-1, j-1}+\left(x_{i+1, j}-x_{i, j-1}\right) u_{i, j-1}\right) /\left(2 N V_{i, j}\right)\right]\right\}- \\
& \frac{x_{i+1, j+1}-x_{i, j}}{2 C V_{i, j}} *\left\{\sigma _ { x z ( i , j + 1 ) } \left[\left(\left(z_{i+1, j+1}-z_{i, j+2}\right) u_{i, j+1}+\right.\right.\right. \\
& \left(z_{i, j+2}-z_{i-1, j+1}\right) u_{i-1, j+1}+\left(z_{i-1, j+1}-z_{i, j}\right) u_{i-1, j}+ \\
& \left.\left.\left(z_{i, j}-z_{i+1, j+1}\right) u_{i, j}\right) /\left(2 N V_{i, j+1}\right)\right]- \\
& \sigma_{z z(i, j+1)}\left[\left(\left(x_{i, j+2}-x_{i+1, j+1}\right) u_{i, j+1}+\left(x_{i-1, j+1}-x_{i, j+2}\right) u_{i-1, j+1}+\right.\right. \\
& \left.\left.\left(x_{i, j}-x_{i-1, j+1}\right) u_{i-1, j}+\left(x_{i+1, j+1}-x_{i, j}\right) u_{i, j}\right) /\left(2 N V_{i, j+1}\right)\right]- \\
& \sigma_{x z(i+1, j}\left[\left(\left(z_{i+2, j}-z_{i+1, j+1}\right) u_{i+1, j}+\left(z_{i+1, j+1}-z_{i, j}\right) u_{i, j}+\right.\right. \\
& \left.\left.\left(z_{i, j}-z_{i+1, j-1}\right) u_{i, j-1}+\left(z_{i+1, j-1}-z_{i+2, j}\right) u_{i+1, j-1}\right) /\left(2 N V_{i+1, j}\right)\right]+ \\
& \sigma_{z z(i+1, j}\left[\left(\left(x_{i+1, j+1}-x_{i+2, j}\right) u_{i+1, j}+\left(x_{i, j}-x_{i+1, j+1}\right) u_{i, j}+\right.\right. \\
& \left.\left.\left.\left(x_{i+1, j-1}-x_{i, j}\right) u_{i, j-1}+\left(x_{i+2, j}-x_{i+1, j-1}\right) u_{i+1, j-1}\right) /\left(2 N V_{i+1, j}\right)\right]\right\}, \tag{A.1}
\end{align*}
$$

where $C V_{i, j}$ is the area of the cell $(i, j)$ and $N V_{i, j}$ is the nodal volume as described in the main text.

The Robin boundary conditions as given in Eq. (2.16) can be approximated using the mimetic finite difference method as follows:

$$
\begin{align*}
& {\left[\left(\sigma _ { x x ( i , 1 ) } \left(\frac{z_{i, 2}-z_{i+1,1}}{2} u_{i, 1}+\frac{z_{i-1,1}-z_{i, 2}}{2} u_{i-1,1}+\right.\right.\right.} \\
&\left.\quad \frac{z_{i, 1}-z_{i-1,1}}{2} u_{i-1,0}+\frac{z_{i+1,1}-z_{i, 1}}{2} u_{i, 0}\right) / N V_{i, 1} \\
&-\sigma_{x z(i, 1)}\left(\frac{x_{i, 2}-x_{i+1,1}}{2} u_{i, 1}+\frac{x_{i-1,1}-x_{i, 2}}{2} u_{i-1,1}+\right. \\
&\left.\quad \frac{x_{i, 1}-x_{i-1,1}}{2} u_{i-1,0}+\frac{x_{i+1,1}-x_{i, 1}}{2} u_{i, 0}\right) / N V_{i, 1} \\
&+ \sigma_{x x(i+1,1)}\left(\frac{z_{i+1,2}-z_{i+2,1}}{2} u_{1+1,1}+\frac{z_{i, 1}-z_{i+1,2}}{2} u_{i, 1}+\right. \\
&\left.\frac{z_{1+1,1}-z_{i, 1}}{2} u_{i, 0}+\frac{z_{i+2,1}-z_{i+1,1}}{2} u_{i+1,0}\right) / N V_{i+1,1} \\
&- \sigma_{x z(i+1,1)}\left(\frac{x_{i+1,2}-x_{i+2,1}}{2} u_{i+1,1}+\frac{x_{i, 1}-x_{i+1,1}}{2} u_{i, 1}+\right. \\
&\left.\left.\frac{x_{i+1,1}-}{2} x_{i, 1} u_{i, 0}+\frac{x_{i+2,1}-x_{i+1,1}}{2} u_{i+1,0}\right) / N V_{i+1,1}\right] \frac{z_{i, 1}-z_{i+1,1}}{2 l x_{i, 1}} \\
& \quad\left[\left(\sigma _ { x z ( i , 1 ) } \left(\frac{z_{i+1,1}-z_{i, 2}}{2} u_{i, 1}+\frac{z_{i, 2}-z_{i-1,1}}{2} u_{i-1,1}+\right.\right.\right. \\
&\left.\frac{z_{i-1,1}-z_{i, 1}}{2} u_{i-1,0}+\frac{z_{i, 1}-z_{i+1,1}}{2} u_{i, 0}\right) / N V_{i, 1} \\
&-\sigma_{z z(i, 1)}\left(\frac{x_{i, 2}-x_{i+1,1}}{2} u_{i, 1}+\frac{x_{i-1,1}-x_{i, 2}}{2} u_{i-1,1}+\right. \\
&\left.\frac{x_{i, 1}-x_{i-1,1}}{2} u_{i-1,0}+\frac{x_{i+1,1}-x_{i, 1}}{2} u_{i, 0}\right) / N V_{i, 1} \\
&+ \sigma_{x z(i+1,1)}\left(\frac{z_{i+2,1}-z_{i+1,2}}{2} u_{1+1,1}+\frac{z_{i+1,2}-z_{i, 1}}{2} u_{i, 1}+\right. \\
&\left.\frac{z_{i, 1}-z_{1+1,1}}{2} u_{i, 0}+\frac{z_{i+1,1}-z_{i+2,1}}{2} u_{i+1,0}\right) / N V_{i+1,1} \\
&- \sigma_{z z(i+1,1)}\left(\frac{x_{i+1,2}-x_{i+2,1}}{2} u_{i+1,1}+\frac{x_{i, 1}-x_{i+1,1}}{2} u_{i, 1}+\right. \\
&\left.\frac{x_{i+1,1}-}{2} x_{i, 1} u_{i, 0}+\frac{x_{i+2,1}-x_{i+1,1}}{2} u_{i+1,0}\right) / N V_{i+1,1]} \frac{z_{i, 1}-z_{i+1,1}}{2 l y_{i, 1}} \\
& \eta\left(\frac{x_{i, 1}+x_{i+1,1}}{2}, \frac{z_{i, 1}+z_{i+1,1}}{2}\right) u_{i, 0}=\mu\left(\frac{x_{i, 1}+x_{i+1,1}}{2}, \frac{z_{i, 1}+z_{i+1,1}}{2}\right) \tag{A.2}
\end{align*}
$$

## Appendix B

## Subsurface anisotropy \& DC Resistivity data for resistive overburden

## B. 1 Resistive overburden

This section consists of models where the $2^{\text {nd }}$ layer is more conductive compared to the overburden layer. The first model shown in Fig. B.1 is an isotropic two-layer model, with the resistivity of the first layer and second layer given by $100 \Omega m$ and $10 \Omega m$ respectively. The thickness of the first layer is kept as 30 m shown in Fig. B.1. The azimuthal apparent resistivity curves are obtained at varying radial distance from the source location, at radial distances of $5 m, 10 m, 25 m, 50 m, 75 m, 100 m$, and $110 m$ from the source. The apparent resistivity curves are shown in Fig. B.2. It is seen that the curves obtained at all the radial distances are concentric circles with varying radius dependent on the apparent resistivity that is being detected. Since the medium is isotropic, conductivity/resistivity values are same in all the directions and hence the curves turn out to be circles, showing no directional-bias in any particular direction. For the first 10 meters, a considerable amount of current is flowing through the first layer, that is reflected in the values of apparent resistivity curves for 5 m , and 10 m . At 25 m radius curve, there is a significant drop in the apparent resistivity values, thereby indicating the passage of current through the second layer. As we reach the radius of 100 m and 110 m from the source, it is observed that the apparent resistivity curves get saturated and there is hardly any change seen in the values. This is possible when the current is passing entirely through the second layer, thereby detecting the second layer.

The second simulation is performed on a tri-axial anisotropic model shown in Fig. B.3. The first layer is isotropic with a resistivity of $100 \Omega m$ having a thickness of 30 m , and the
second layer has a tri-axial anisotropy with vaues $10 \Omega m, 5 \Omega m$, and $2.5 \Omega m$ in the x , y and z-directions respectively. The azimuthal apparent resistivity curves obtained for this experiment are shown in Fig. B.4. It is clearly seen that the curves at 5 m and 10 m radius are drawing the information of the 1st layer; inferred from the high apparent resistivity values. And also the curves are circular thereby detecting first isotropic layer clearly. At 25 m and 50 m radius the curves are still circular but the apparent resistivity values have dropped, thereby indicating the influence of the second layer. As we move ahead and observe the curves at $75 \mathrm{~m}, 100 \mathrm{~m}$ and 110 m , it can be clearly seen that the circular nature is lost and the curves have become elliptical in nature. This clearly shows the presence of anisotropy in the second layer. The apparent resistivity values get saturated at 100 m and 110 m radius and there is no further change.


Fig. B. 1 The figure shows a two layer isotropic model with resistive overburden of $100 \Omega \mathrm{~m}$. The second layer is an isotropic half-space of $10 \Omega \mathrm{~m}$. The thickness of the first layer is kept at 30 m . Rho x , Rho y , Rho z denote the resistivity values along the principal resistivity directions $\mathrm{x}, \mathrm{y}$, and z -directions respectively.

The next set of simulations deals with models having varying degree of rotated anisotropy axis in the $x-z$ plane, referred to as TTI (tilted transverse isotropic) models. The base case model, that is the tri-axial anisotropic model, is shown in Fig. B. 3 which can also be referred as TTI $0^{\circ}$ case. Subsequent to this, TTI $22.5^{\circ}$, TTI $45^{\circ}$, TTI $67.5^{\circ}$, and TTI $90^{\circ}$ are generated, which are shown in Fig. B.5. The previous experiments clearly suggest that there is a saturation of current around 100 m and 110 m radial distance and the curves show the signature of 2nd layer. Hence the apparent resistivity curves for the tri-axial anisotropy cases (i.e TTI $0^{\circ}$ ), and the other cases of rotation ( $22.5^{\circ}, 45^{\circ}, 67.5^{\circ}$, and $90^{\circ}$ ) are obtained at 100 m and the corresponding curves are shown in Fig. B.6. It is clearly seen that the curves obtained are elliptic in nature except for the one for $45^{\circ}$, where the curve is nearly circular. It is expected that as the radius increases, the current percolates to deeper depths, thereby sensing the second layer of the model, which in this case is anisotropic. Hence we expect elliptical curves at a radius of 100 m . Another feature that is
noticed is the reversal in the direction of the major and minor-axis of the ellipses formed. As the rotation takes place, the values of resistivity along the principal axis of resistivity also changes. Hence we see a flip in the ellipse at the end-points of rotation, i.e at zero degree rotation and $90^{\circ}$ rotation.


Fig. B. 2 Azimuthal apparent resistivity curves obtained for the isotropic model shown in Fig. B.1. The apparent resistivity curves are obtained at increasing radial distance from the source from 5 m to 110 m .


Fig. B. 3 The figure shows a tri-axial anisotropic model. The first layer is 30 m thick isotropic layer with resistivity value of $100 \Omega \mathrm{~m}$. The second layer is half-space with resistivity values of $10 \Omega m, 5 \Omega m$, and $2.5 \Omega m$ in the $\mathrm{x}, \mathrm{y}$ and z -directions respectively.

The $45^{\circ}$ TTI case being a special behaviour case, is further probed to understand the behaviour of this model at different distances from the source. Hence we analyze the
azimuthal apparent resistivity curves at varying radial distance from the source. The model and curves are shown in Fig. B. 7 (left) and (right) respectively. The curves obtained at 5 m and 10 m bearing high values of apparent resistivity indicates the characteristics of first isotropic layer, and thereby showing the circular nature. There is a decrease in the apparent resistivity values for $25 \mathrm{~m}, 50 \mathrm{~m}$ and 75 m , which shows that the current is also flowing through the second layer, but still the circular nature is maintained. At far offset 100 m and 110 m , where the second anisotropic layer dominates there is a slight deviation from the circular nature of the curves.


Fig. B. 4 The figure shows the azimuthal apparent resistivity curves for tri-axial anisotropic model shown in Fig. B. 3 obtained at varying radial distances from the source.


Fig. B. 5 The image shows the various models obtained by the rotation of anisotropy axis. On the extreme left the anisotropy axis is rotated by $22.5^{\circ}$ in the $\mathrm{x}-\mathrm{z}$ plane and we refer to this model as TTI $22.5^{\circ}$. Subsequently other models obtained in order are TTI $45^{\circ}$, TTI $67.5^{\circ}$, and TTI $90^{\circ}$.


Fig. B. 6 The figure shows the azimuthal apparent resistivity curves for TTI $0^{\circ}$, TTI $22.5^{\circ}$, TTI $45^{\circ}$, TTI $67.5^{\circ}$, and TTI $90^{\circ}$ at 100 m radial distance.


Fig. B. 7 The figure shows the model for TTI $45^{\circ}$ (left). The corresponding azimuthal apparent resistivity curves obtained are shown on right for increasing radial distances from 5 m to 110 m .

