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Synopsis

This thesis presents new techniques to flag radio frequency interference (RFI) and

mitigate systematic errors in calibration. They were tested on several 150 MHz

data sets obtained using the Giant Metrewave Radio Telescope (GMRT), Pune,

India. The 150 MHz band is important for studying a variety of astrophysical

phenomena, but is under-utilised on account of the difficulties in producing high

quality images due to an active RFI environment and direction-dependent cali-

bration errors. The four new algorithms presented here were developed for RFI

flagging and mitigation of direction-dependent errors in GMRT 150 MHz data,

but may be implemented for any imaging interferometer at any frequency.

The RFI environment at the GMRT 150 MHz band is very active, strong, dy-

namic and diverse with very different time and frequency characteristics. The issue

of persistent and/or broadband RFI has already been addressed to some extent

by the algorithm RfiX. Therefore, we have focused on developing two algorithms

to identify and flag RFI that is localised in time and frequency, namely GRIDflag

(which operates on the entire binned UV plane) and TCflag (which operates on

the time-channel plane of an individual baseline). They have been implemented

as part of a single RFI flagging pipeline called IPFLAG.

During the course of a synthesis observation the sampling of the visibility

is irregular and often sparse. However due to the limited field of view of the

instrument, the visibilities can be binned and averaged in the UV plane without

loss of information. GRIDflag exploits the redundancy within a UV-bin to identify

and flag RFI corrupted visibilities. Different baselines can contribute visibilities

to a particular UV-bin, but at different times. The visibilities in a given UV-bin

represent the same (or very similar) sky brightness but are sampled under different

RFI environments. The algorithm works by “locally” identifying the RFI threshold

in each bin and flagging the corrupted visibilities. The use of “local” thresholds

combines higher efficacy of RFI detection with conservation of UV coverage. One

of the key advantages of this approach is that the procedure typically retains at

least some visibilities in most UV bin even while flagging the fainter RFI in the

data.

TCflag works on the residual (i.e., source subtracted) baseline time-channel

xii
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(TC) plane which often shows fringe structure due to various reasons, such as

improper subtraction of source flux, baseline gain fluctuations etc. In the context

of RFI flagging these fringes will inflate the estimated RFI threshold, and hence

reduce the sensitivity of the RFI detection. We eliminated these fringes in the

TC plane by clipping them in the corresponding two dimensional Fourier space.

This works because the RFI and residual fringes have different signatures in the

Fourier domain - the sinusoidal fringes in the TC plane will appear as compact

peaks in the Fourier plane, and the compact peaks in the TC plane (i.e,. the RFI)

will conversely be spread over several bins in Fourier space. The RFI thresholds

are estimated in the absence of the fringes, and the flags are applied back to

the original data. The application of these two algorithms have resulted in a 20-

50% improvement in image noise, with an accompanying increase in the number of

detected sources. This work has been accepted for publication in the Astronomical

Journal.

Direction dependent (calibration) errors (DDEs) can arise due to a non-isoplanatic

ionosphere, an azimuthally asymmetric antenna primary beam, antenna pointing

errors etc. These effects result in the variation of source flux and position as seen

by the telescope during an observation, and the magnitude of these variations is

a function of time and direction. These observed variations cause errors during

the imaging and self-calibration processes as they violate their implicit assump-

tion of an invariant sky brightness distribution i.e., the imaging and calibration

algorithms subtract a time-averaged “constant” sky from every visibility while the

visibilities contain information of an apparently varying sky distribution.

Several groups around the world have been trying to model and eliminate these

effects. We succeeded in reducing the errors due to these effects by targeting the

consequences rather than the primary cause. Essentially, uncorrected DDEs re-

duce image depth by spreading dirty-beam like structures throughout the image

from the improperly subtracted sources. Therefore, after going through the stan-

dard calibration, imaging and self-calibration procedures we carried out ‘snapshot

imaging’ of just the brightest sources separately for each 5-10 minutes scan of the

data. This effectively relaxes the constraint of an invariant sky over the entire

observation, and imposes time invariance to just 5-10 minute intervals. Apply-

ing this process of snapshot imaging to the residual visibilities ‘corrects’ for the

over- and under- subtraction of strong sources arising from the factors mentioned

previously. This procedure greatly reduces the sidelobes of these improperly sub-

tracted strong sources, and improves the image noise as well as the detectability of

faint sources. The conceptual and procedural simplicity, with very little increase

in computation, comes at the cost of no further improvement in dynamic range

of the strong sources themselves. On the other hand, the strongest sources are
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usually not of much interest in many studies.

While the snapshot imaging method eliminates the time and positional vari-

ability of the strong sources averaged across all baselines, each baseline will still

exhibit fringes corresponding to the improperly subtracted strong sources. This

can happen if antenna primary beams are either not circular or differ from antenna

to antenna. We reduced these baseline-based errors, by fitting and subtracting the

predicted model fringes for the brightest 3-5 sources in the sky, baseline-by-baseline

and over short (5-20 minute) time intervals. A combination of the two methods

results in a reduction in image RMS noise by up to 40% in the vicinity of the

strong sources, as well as an overall improvement in systematic patterns across

the field.

We applied the above techniques to image a sample of ‘double-double radio

galaxies’ (DDRGs) at 150, 325 and 610 MHz using the GMRT. These objects

have two distinct sets of radio lobes, where the outer (older) lobes are remnants

from a earlier epoch of activity and are no longer being energised. We wished

to investigate if the pattern of spectral index steepening away from the hotspot

in FRII type radio galaxies was retained in the dead outer lobes of DDRGs. We

created high resolution spectral index maps between the 150-325 MHz and 325-

610 MHz images to measure the pattern of variation of spectral index, if any. We

had hoped that the persistence of such a spectral signature of the ancient location

of energisation would validate our attempt for a similar search in galaxy cluster

radio halos. However the results indicate that there is no consistent spectral index

pattern across our sample of DDRGs which rules out the possibility of using it as

a tracer for energisation. It seems that the lobe homogenises within timescales of

about 25 Myr.



Chapter 1

Introduction

Low frequency radio observations (ν < 1 GHz) are important for studying a wide

variety of astrophysical phenomenon. Typically, observations using wavelengths

that are ≥ 1m are plagued by strong radio frequency interference (RFI) that can

be significantly stronger than the cosmic signal. In addition to this, there are a

variety of other corrupting effects such as the time-dependent ionosphere, antenna

beam asymmetries, etc., that can severely limit the sensitivity of the images at

these frequencies. We are in the age of the “next-generation” radio telescope, the

Square Kilometre Array (SKA), and its precursors: LOFAR (Röttgering 2003),

MeerKAT (Jonas 2009), ASKAP (DeBoer et al. 2009), MWA (Tingay et al. 2013),

and uGMRT (Gupta et al. 2017). It is vital to understand how best to correct

for or eliminate the sources of error associated with these phenomena in order to

achieve the very high sensitivity that these instruments are being designed for.

The Giant Metrewave Radio Telescope (GMRT; Swarup et al. 1991) is the

only fully steerable large dish radio telescope operating at 150 MHz. But the

band is highly under-utilised due to the presence of a strong RFI environment

and ionospheric effects. Diffuse emission is particularly suspectible to distortions

of source structure due to systematic errors caused by RFI and the ionosphere.

Accurately mapping these objects requires the elimination (or mitigation) of these

systematic errors that affect the imaging and calibration processes. Adding to the

corpus of existing algorithms and tools to address these issues is the subject matter

of this thesis. While the algorithms were developed for GMRT data they can also

be used for imaging data from any other radio interferometer.

1.1 Radio frequency interference

Radio frequency interference (RFI) is most generally defined as any signal received

by the interferometer that is not cosmic in origin. These signals can originate from

1



2 CHAPTER 1. INTRODUCTION

a variety of different physical sources. While the potential sources of RFI can be

many, we classify the correlated RFI into four different categories on the basis of

their behaviour in the time and frequency domains.

Persistent RFI – Persistence refers to the temporal character of the RFI. Typ-

ically, if the RFI affects several minutes or more (up to several hours) it can be

called persistent. Under certain conditions persistent RFI can be removed from

the data while salvaging the original visibilities, which is more desirable than sim-

ply rejecting the data.

Sporadic RFI – Sporadic RFI only affects a few time samples at a stretch. How-

ever, it can cumulatively affect large fractions of the data and severely hamper

the sensitivity of the observation if not appropriately identified and rejected. Its

unpredictability in time and frequency makes it difficult to salvage the true visi-

bilities under the RFI.

Broadband RFI – This refers to RFI that occupies a large fraction of (or the

entire) observing band. Typically sources such as fluctuating power lines, sparking

wires, generators etc., contribute this kind of RFI.

Narrowband RFI – RFI that occupies only one or a few frequency channels

is called narrowband. This kind of RFI originates from sources such as mobile

telephone towers, satellite communication, FM signals etc.

RFI can occur in any combination of time and frequency characteristics, which

makes observing in the presence of an active RFI environment challenging. If this

RFI is not mitigated and/or flagged with sufficient sensitivity the final image

noise can be several times larger than the theoretical noise limit. RFI can also

result in non-zero values of the so-called “closure quantities” which are central

to the process of self-calibration (Pearson & Readhead 1984). Non-zero values

(for the closure phases) and non-unity values (for closure amplitudes) of these

quantities lead to systematic errors in both the self-calibration and imaging pro-

cesses. Therefore, accurate reconstruction of the sky from the visibilities requires

the elimination of RFI.

Different sources of RFI leave different signatures in the data, depending on

their spatial and temporal scales of variability. Persistent RFI appears as temporal

oscillations (fringes) in the baseline, with the inverse of the fringe stop frequency,

whereas sporadic RFI are ’hotspots’ in the data, affecting only a small region in

the time-channel plane of a baseline. Both manner of RFI cause poorer calibration

solutions, as well as significant systematic patterns in the image plane.

Each kind of RFI usually requires a different strategy due to their different

temporal and frequency characteristics. There has been much effort dedicated

toward identifying the best strategies for a particular telescope/RFI environment

leading to several different techniques to identify and flag/excise/mitigate the
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RFI. A distinction is made between RFI mitigation, excision, and flagging. By

mitigation we mean a solution that will prevent the RFI from corrupting the

visibilities, i.e., remove the RFI from the signal chain in some manner prior to

correlating the visibilities. Excision involves recovering the original visibilities

even in the presence of RFI - this is usually performed in software. Finally flagging

involves rejecting RFI corrupted visibilities from further processing.

Essentially, all algorithms which flag RFI attempt to estimate the “true” back-

ground level (i.e. in the absence of RFI) and a threshold level above which the

data is deemed to be affected by RFI. The background level may be calculated

using a median filter (e.g. Bhat et al. 2005; Middelberg 2006). Spectral structure

in the visibilities, either due to source structure or due to instrumental bandpass,

can be taken care of by piecewise processing across the frequency axis (Winkel

et al. 2007). More sophisticated algorithms operating at multiple scales have been

used in the software suite AOFlagger to identify the proper level of the background

for determining the threshold for RFI (Offringa et al. 2010, 2012).

RFI excision techniques are generally implemented entirely in software, and

use some known property of the corrupting RFI to recover the underlying visi-

bilities. Pen et al. (2009a) uses singular value decomposition to separate out the

terrestrial and celestial signals from the visibilities, and remove only the terrestrial

components. There is also a scheme that projects the RFI as a point source at

the North Celestial Pole (Cornwell et al. 2004; Golap et al. 2005) that depends

on the RFI being quasi-constant in time. Athreya (2009) exploits the fact that a

stationary source of RFI will acquire the inverse of the fringe stop frequency to

fit and subtract RFI per baseline. This scheme requires that the RFI fringe be

constant over a good fraction of the fringe period, and that the sampling be fast

enough for the fringe to be fit.

Mitigation techniques usually require a modification of the data acquisition

pipeline at the telescope. Some methods involve the use of a reference antenna

to measure the interfering signal and subtract it from the data to recover the

underlying, uncorrupted visibilities (Barnbaum & Bradley 1998; Briggs et al. 2000;

Hellbourg et al. 2014). Each of these methods use the reference antenna in different

ways (real-time adaptive cancellation, subspace projection, etc.), and target the

excision of broad- and narrow-band RFI from a persistent (typically known) source

of RFI such as satellites, cell towers etc. However, these methods do not attempt

to excise or flag sporadic RFI. There are also methods that use the reference

antennas, or antenna arrays to null the antenna beam in the direction of the known

RFI (Kocz et al. 2010; Van Der Veen & Boonstra 2004). Fridman & Baan (2001)

provides a review of different methods of mitigating interference. Other mitigation

techniques have attempted to sample the data stream at ultra high rates (nano-
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seconds) to catch and flag the RFI before it corrupts the entire integrated time

sample (Buch et al. 2016).

A single strategy is rarely effective against all manner of RFI, and typically

a combination of one or more of the above methods needs to be employed to

effectively identify and remove the RFI from the data. Therefore, we see our

efforts as adding to the existing suite of tools. With this in mind we have dedicated

the next chapter to a more detailed description of many of the extant RFI tools

available.

1.2 Direction dependent errors

Direction dependent errors (DDEs) constitute an entirely independent source of

systematic errors in the image. These are processes which occur between the

source and the correlator, introducing phase and amplitude errors in the data.

These processes include atmospheric effects (diffraction, refraction, absorption,

non-isoplanaticity, etc.), primary beam asymmetries, telescope pointing jitter,

non-coplanar arrays, wide-field imaging, etc.

There have been various attempts to solve these problems by many groups

around the world. We have taken an entirely different approach to this problem

by seeking to address the consequences rather than the fundamental causes. As

before, we believe that these efforts do not replace each other but are complemen-

tary. Therefore, we have described some of these previous efforts in some detail

in the next chapter.

1.3 Double double radio galaxies

Double-double radio galaxies (DDRGs) are a class of restarting active galactic

nuclei (Osterbrock 1991) that show two distinct pairs of radio lobes. Of these the

outer pair of lobes are “dead”, i.e. no longer being energised by the radio jet. The

inner pair of radio lobes represented the latest episode of nuclear activity. These

sources provide an observational test bed to study the evolution of the structure

of dead and/or diffuse synchtrotron plasma.

The focus of this thesis is primarily on the development of algorithms to im-

prove image sensitivity; the DDRG study was taken up as an illustration of the

efficacy of the image improvement effort. However, as a group we are also inter-

ested in the study of the diffuse radio halos in galaxy clusters. We expected that

the study of the diffuse outer lobes of DDRGs would provide some clues in that

direction as well.
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1.4 Structure of this thesis

Chapter 2 provides an in-depth review of the existing literature on various RFI

flagging, mitigation and excision algorithms as well as algorithms which address

DDE issues.

Chapter 3 describes two new algorithms developed to identify and flag intermitted

RFI in the binned UV-plane and in the baseline time-frequency plane.

Chapter 4 describes the algorithms for mitigating DDEs associated with a time-

dependent ionosphere and an asymmetric antenna primary beam.

Finally, Chapter 5 describes the application of these techniques to study the tem-

poral evolution of the spectral index structure in the outer lobes of double-double

radio galaxies.



Chapter 2

Uncorrupting the visibilities - A

review

Radio telescope data are generally limited by two major categories of corrupting

effects viz. radio frequency interference (RFI) and direction dependent calibration

errors (DDEs). In general, the experience of the radio astronomy community has

been that no single method has proved to be the silver bullet for all situations.

Therefore, we felt that an extensive review of existing algorithms should be an

important component of this thesis, to provide the context and contrast to the

new algorithms being presented in the following chapters.

In the methods decribed here we have used the same notation as in the original

sources (for easier reference), which could result in some internal inconsistencies in

this chapter. This is not a major issue since there is no cross-referencing between

the methods in this chapter, nor are these other methods used in our algorithms

described in subsequent chapters.

2.1 RFI Identification and Removal

This section covers algorithms that are used to identify and remove RFI from

the visibility data. For the purposes of this discussion, we classify the methods

depending upon whether the interfering signal is mitigated, excised, or flagged.

RFI mitigation refers to techniques that prevent the RFI from corrupting the

visibilities, excision refers to strategies to recover the underlying visibilities from

RFI corrupted data, and flagging refers to strategies that identify corrupted data

and discard them from further processing.

6
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2.1.1 RFI flagging

Ideally, one would want to identify and separate the RFI from the cosmic signal

in the antenna voltage before correlation (i.e. mitigation). This way, one would

only have to deal with RFI in the antenna before the correlation spreads it to all

the baselines of the antenna. If mitigation were not possible one would want to

separate the RFI from the cosmic signal in the visibility and remove the former

while retaining the latter (i.e. excision). However mitigation and excision are not

always possible because (a) the RFI affects only a few visibilities at a time, without

any underlying structure, or (b) the spatial and temporal signatures of the RFI

are not known and are not easily identifiable, or (c) the data needs to be obtained

using specialised hardware which are tailored to the specific RFI environment at

a telescope. The predominant method of managing RFI during image analysis is

to simply identify and exclude RFI-corrupted visibilities (i.e. flagging).

Algorithms to flag RFI from the visibility data are almost always entirely

software-based, and are typically applied after the correlation. Almost all the

methods described in this section operate on the visibility time-channel plane of

the baselines. The primary difference between them is in the method of identifying

the background in order to determine the RFI threshold. Flagging works best

when the RFI is sporadic in time and/or frequency, affecting only a few contiguous

integrations at any given time.

Bhat et al. (2005) presented a method to identify RFI through fast sampling

of the incoming signal (128 µs) and simultaneous observations with two telescopes

(Arecibo and Greenbank). The data were smoothed with a two dimensional me-

dian filter to identify the background level. The RFI was identified after nor-

malising the raw data by the median filtered data. They iterated through this

process of median filter, normalisation and flagging several times. This resulted

in a more sensitive detection of RFI at every subsequent iteration. The median

smoothing improved the contrast between the (smoothly varying) cosmic signal

and the (locally impulsive) RFI emission. Though this procedure was developed

for single-dish pulsar observations the same may be used for interferometers prior

to calibration.

Fridman (2008) provides several different methods of estimating the variance

of the data and hence the RFI threshold for a robust and efficient identification of

sporadic RFI. The difficulty in estimating the RFI threshold lies in determining

the ‘true’ variance of the data (i.e., in the absence of RFI) and hence determin-

ing the level at which one can flag (RFI) outliers. Cosmic signals received by a

radio telescope are noise-like and hence normally distributed. The thermal noise

produced by the telescope is also normally distributed, and hence the variance of
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the net signal received can be written as

σ̂2
n =

1

n

n
∑

i=1

(xi − µ)2 (2.1)

where xi are the received data samples. The probability distribution then can be

described by the variance σ̂2
n and the mean µ which is nominally zero. In most

cases a typical observation does not strictly follow such a distribution. There are

often outliers in the data that render the distribution only approximately normal

— the central part of the distribution will follow the regular normal distribution

but the tails of curve can be significantly heavier. RFI typically causes such an

effect on the distribution. In the presence of RFI that can be characterised as

short bursts in both the time and frequency plane, the distribution can be written

as

F (x) = (1− ǫ)N (0, σsys) + ǫFRFI(x) (2.2)

where N (0, σsys) is a Gaussian distribution with zero mean and a standard de-

viation determined by the system temperature. ǫ is the fraction of RFI in the

distribution and 0 < ǫ < 1. A robust statistical measure must be insensitive to

outliers, i.e., to FRFI . We discuss here some of the methods presented in Fridman

(2008) to obtain robust, stable estimates of the variance.

Variance of the trimmed data - Given a data sample xi . . . xn which are

sorted in ascending order, the k smallest and k largest values are removed. k is

given by the trimming fraction γ such that k = γn (0 ≤ γ ≤ 0.5). The robust

variance of such a sample is given by

T1 =
F

n− 2k

n−k
∑

n=k

(xn − µtrim)
2 (2.3)

µtrim =
1

n− 2k

n−k
∑

n=k

xn

where F is the factor which makes T1 consistent with a standard Gaussian distri-

bution. µtrim is the mean of the trimmed sample.

Winsorized sample variance - Winsorization also employs the use of trim-

ming to obtain more stable estimates, however it differs from the previous method
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in the details of estimating the sample variance. Given that k = γn as before, and

0 ≤ γ ≤ 0.5 (as before) the data are winsorized by defining

Wi =



















xk+1, if xi ≤ xk+1

xi, if xk+1 < xi < xn−k

xn−k, if xi ≥ xn−k

This process sets the data that are rejected by the previous method to the

value at the edges. The sample mean is then defined as

µ̂w =
1

n

n
∑

i=1

Wi (2.4)

and the sample variance

T2 =
1

n− 1

n
∑

i=1

(Wi − µ̂w)
2 (2.5)

Like in the previous case, T2 needs to be multiplied by a ‘consistency factor’ F to

obtain the corresponding variance for a standard Gaussian distribution.

Median absolute deviation - For a given sorted data set xi . . . xn the robust

variance is given by

T3 = 1.483×M {|xi −M(xi)|} (2.6)

where M is the median operator and is given by

M =







0.5× (xm + xm+1), n = 2m

xm+1, n = 2m+ 1

Exponential weighting - This method was first proposed in Shurygin (2000).

The mean and variance are expressed as solutions to the following equations -
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µ̂r :
n

∑

i=1

(xi − µ̂r)e
−qi/4 = 0 (2.7)

T4 = σ2
r :

n
∑

i=1

[

(xi − µ̂r)
2

σ2
r − 2/3

]

e−qi/4 = 0 (2.8)

where qi = (xi − µ̂r)/σ̂
2 and T4 is the robust variance. Of the four methods

discussed here, Fridman (2008) identified the last method as the most effective

in terms of identifying outliers while not over-estimating the true variance in the

absence of outliers. But the median absolute deviation estimator performs the

best in terms of identifying outliers i.e., it has a large ‘breakdown point’. The

breakdown point determines the fraction of data that have to be outliers before a

particular estimator is no longer accurate.

Each of these estimators have their own advantages and drawbacks. The most

obvious advantage of the exponential weighting method is that the data does not

need to be sorted, and hence relative phase information is preserved. This is

important in the context of pulsar observations, where the relative phase informa-

tion can help determine whether the data being flagged belongs to an astronomical

pulse or a terrestrial source of RFI. These methods are only meant to be used in

the presence of sporadic RFI - there are more effective ways to deal with persistent,

narrowband RFI such as rejection of components from the power spectrum.

Nita et al. (2007) proposed the use of higher order statistics to identify non-

Gaussianity in the received signal and hence identify and flag RFI. They define

a ‘spectral kurtosis’ (SK) estimator that is computed from the power spectral

density (PSD) estimates. Typically, PSD estimates are computed by calculating

the Fourier transform of the autocorrelation of the input signal. For a given PSD

estimate P̂k, the signal can be characterised by the mean µk = 〈P̂k〉 and the

standard deviation σk =
√

〈P̂ 2
k 〉 − 〈P̂k〉2. From these two quantities, Nita et al.

(2007) define a dimensionless quantity to characterise the variability in the system

V 2
k =

σ2
k

µ2
k

(2.9)

where Vk is known as the coefficient of dispersion. They compute these quantities

by considering a complex input signal -

Xk =
N−1
∑

n=0

wnxne2πikn/N , k = 0, . . . N − 1 (2.10)
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where {wn} are the set of coefficients that are used to reduce the amount of spectral

leakage in the PSD spectrum. Additionally, the real and imaginary components

of Xk are defined as -

Ak = Re [Xk] (2.11)

Bk = Im [Xk] (2.12)

The real part of the input signal can then be used to construct an estimator from

higher order statistics -

K(fk) =
〈A4

k〉
〈A2

k〉2
(2.13)

which for a Gaussian random process is exactly 3. This estimator is effectively

Equation 2.9 to within a constant factor. One can also define a ‘spectral kurtosis’

estimator as -

SK(fk) =
〈|Xk|4〉 − 2〈|Xk|2〉2

〈|Xk|2〉2
(2.14)

and given that |Xk|2 ∼ Pk, it follows that

V 2
k = SK(fk) + 1 (2.15)

For a Gaussian time domain signal, SK(fk) is exactly 0.

The significance of V 2
k is that it relates directly to a measurable quantity i.e.,

the power of the signal and also ties together several theoretical concepts (such as

the spectral variance, spectral kurtosis and the time-domain kurtosis) and shows

that they are effectively equivalent estimators. The spectral kurtosis (SK) esti-

mator is useful in determining the level of non-Gaussianity in a signal, since to

calculate the PSD the input time-series data are typically broken up into several

adjacent blocks. Therefore calculating the deviation from the expected variance

of V 2
k per time-domain block will indicate the level to which the signal has non-

Gaussian components. We note here that the statistical measures discussed above

can be applied to any parameter space of the visibilities i.e., in the UV plane,

in the time-channel plane, or any higher dimensional parameter space (e.g., the

time-frequency — delay space).

Weber et al. (1997) have proposed a generalised chi-squared test to determine
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whether the input signal has been corrupted by RFI. It requires no additional

hardware apart from a quantised correlator, which are employed in most radio

interferometers. The statistical test relies on the quadratic difference between the

sample mean and the ensemble averaged sample mean over a set of Q measure-

ments of the noise s. They define a vector X that is formed from the Q sample

means wk

X = [w1, w2, . . . , wQ]
T (2.16)

where the superscript T denotes the transpose operation. In the absence of RFI,

X converges to a multi-dimensional Gaussian mean vector X0, with a multi-

dimensional covariance matrix R0. Both these quantities depend on the properties

of the noise, and in the ideal case the noise is assumed to be Gaussian. In order

to detect RFI, they devise a test function C(s) to compute the error in quadrature

between the ideal X0 and the measured X. C(s) is weighted by the inverse of the

covariance matrix R0.

C(s) = (X−X0)
TR−1

0 (X−X0) (2.17)

If C(s) is larger than some threshold value λ then the sample is determined to be

corrupted by RFI. The values of X0 and R0 are determined by connecting a noise

generator to the correlator prior to the observation.

Middelberg (2006) describes a semi-automated software package named PIEFLAG

to identify and flag RFI in radio data from both single dishes and interferometers.

PIEFLAG identifies RFI in corrupted channels by comparing it to a ‘clean’ refer-

ence channel which is relatively RFI free. Therefore the data are required to be

bandpass calibrated prior to running PIEFLAG; the data must also be visually

inspected to provide the reference channel to use. PIEFLAG uses two different

algorithms to identify RFI in the time-channel plane of a single baseline, namely

amplitude based thresholding and standard deviation (RMS) based thresholding.

The amplitude thresholding works by calculating the median visibility amplitude

for the reference channel, xb,p and the median of the differences to the median,

yb,p. This value is calculated independently for each baseline b and pointing p. The

difference of each data point to the median xb,p is calculated and if the difference

is larger than kn× yb,p then the visibility is assigned a ‘badness’ value of k. This

badness value does not translate directly into flags but is rather a book-keeping

method to determine how badly a given visibility is affected by RFI. This method
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is most effective when the astronomical signal is comparable to, or less than, the

system noise. In the presence of very strong cosmic emission this algorithm is not

very effective in determining which data are true outliers due to RFI.

The amplitude based thresholding is coupled with an RMS based method that

works as follows - The RMS values for small sections of the reference channel

(typically a few minutes) are calculated, and the median RMS value zb,p stored.

This median value is taken to be representative of ‘good’ data, and is used as a

comparison with the other channels. If the RMS in any section of any other channel

exceeds mzb,p where m is typically 3, then that entire section is flagged. This

algorithm does not assign badness values since groups of visibilities are considered

together, and if their RMS is large enough it is indicative that the visibilities

are legitimately corrupted by RFI. This algorithm performs well to identify bad

data even in the presence of strong source signal. The rare cases where the RFI

increases the amplitude without increasing the RMS will then be missed by this

method.

In order to combine the results from the two methods, the data are again

analysed on a sliding window basis. The sum of the badness of the visibilities

within the window is calculated, and if this value exceeds 1 the entire section is then

flagged. The flags can then optionally be extended, by counting the percentage of

flagged data within a given window. If this fraction is large enough (e.g., > 0.15)

then the entire window is flagged. In this manner, RFI is identified and flagged

over all the baselines in a visibility data set. This algorithm is most effective when

the RFI environment is not very active, and broadband RFI is absent. In the case

that all the channels are affected, even the reference channel will be affected and

hence the statistics will not represent uncorrupted data.

Offringa et al. (2010, 2012) also uses the visibility time-channel plane of a base-

line to identify and flag RFI. The algorithms proposed by them are implemented

in the software package AOFlagger, which iteratively applies their algorithms to

the visibility data in a fully automated manner. The data are analysed post-

correlation, and can hence be applied to archival data as well. There is nothing

specific to any one interferometer within the algorithms, and hence these can in

principle be applied to any data obtained from any radio interferometer. Like the

previously described method, this algorithm seeks to identify intermittent RFI. It

is also sensitive to persistent, narrowband RFI or intermittent, broadband RFI.

AOFlagger is therefore sensitive to RFI that is localised in either time, frequency,

or both.

They use a sliding two dimensional window over the time-frequency plane of a

single baseline in order to estimate a smooth surface that represents the astronom-

ical signal within the window and over the baseline. If the visibilities are given by
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V (ν, t), the smooth surface is given by V̂ (ν, t). The requirement for smoothness of

V̂ (ν, t) is because source structure is expected to be smoothly varying while RFI

causes sharp edges in both the time and frequency directions. The smooth surface

is fit within a given window and is used to divide the raw visibilities to better iden-

tify outliers. The sliding window is deemed to perform better than tiled windows

(where the window is tiled along the time and frequency axes) since there are no

‘tile edges’ due to the fit in a sliding window. They additionally weight the sam-

ples in the sliding window according to the distance from the central pixel before

calculating the mean value at the centre that determines the surface. Therefore

the smoothed surface is given by -

V̂ (ν, t) =

N/2
∑

i=−N/2

M/2
∑

j=M/2

Wd(i, j)(WF ⊙ V )(νi, tj)

weight
(2.18)

where the sliding window is of size N × M along the frequency and time axes

respectively, and the ⊙ symbol represents element by element multiplication. Wd

is the weighting function that weights data according to their distance from the

centre of the window and WF is the function that keeps track of data that have

been flagged in a previous iteration. WF is simply either 0 or 1 depending on

whether the visibility has been flagged. The denominator is given by -

weight =

N/2
∑

i=−N/2

M/2
∑

j=−M/2

Wd(i, j)WF (ν + i∆ν, t+ j∆t) (2.19)

The above two equations are effectively convolutions, and can therefore be re-

written as -

V̂ = [(WF ⊙ V )⊛Wd]⊘ (Wf ⊛Wd) (2.20)

where ⊛ denotes a convolution, and ⊙ and ⊘ denote an element by element multi-

plication and division respectively. If Wd is given by a two dimensional Gaussian,

then the above equation can be separated in each dimension and calculated in-

dependently. Once the background surface has been estimated and divided out

from the raw visibilities the RFI thresholds are calculated. The two methods dis-

cussed by Offringa et al. (2010) are related to the cumulative sum, or CUSUM

method (Basseville & Nikiforov 1993). The first method is termed VarThreshold,

and uses combinatorial thresholding to identify RFI corrupted samples. Typically
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RFI thresholds are calculated by looking at each visibility in relation to the overall

mean and standard deviation and if the value is above some cutoff it is flagged.

Combinatorial thresholding expands on this idea. If two samples A and B are

independently not above some cutoff threshold χ1, then they are considered to-

gether to check whether the combined sample A∪B is above some lower threshold

χ2. If not, they are combined with another neighbour and the threshold is now

at an even lower χ3 and so on. As more samples are connected with each other,

the threshold correspondingly is reduced. The decision about whether to sample

a particular sample R(ν, t) along the frequency axis is determined by

flagνM(ν, t) = |R(ν + (i− j)∆ν, t)| > χM (2.21)

whereM is the number of samples in combination and i and j traverse 0 . . .M−1 in

a nested manner. The flagging rule for the time direction is similarly determined,

and it is flagged if either rule is satisfied.

The second algorithm proposed is termed SumThreshold and is similar to

VarThreshold in considering visibility samples in combination. The difference

is that in this case, a sum of samples is used to determine whether the sequence

should be flagged. Therefore individual samples that are below the threshold may

still be flagged if their sum is large enough. The samples are classified in ascending

order of thresholding i.e., the lowest threshold is used to classify samples as RFI

first before moving on to higher thresholds. At every iteration, samples classified

as RFI will be left out of subsequent sums and replaced by the average thresh-

old level. In this manner, the algorithm avoids over-flagging the data while still

retaining sensitivity to outliers.

2.1.2 RFI excision

The process of partitioning the telescope signal into a cosmic component and the

RFI, and subtracting the latter component, is known as RFI excision. It is not

possible to excise the RFI in every case, however in the specific cases where the

functional form of the RFI lends itself to subtraction these methods tends to work

better than their counterparts which flag the visibilities.

Briggs et al. (2000) proposed the use of an ‘RFI reference signal’ to subtract

the RFI from the received signal. This, like the previous method, assumes that

the source and/or direction of the incident RFI is known and is persistent in

time. This method also assumes the RFI is narrowband in nature. The RFI

mitigation is performed post-correlation, and they use the phase and amplitude

closure relations to subtract the interfering signal to recover the underlying cosmic
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signal. Again, similar to the previous method discussed this requires the use of a

reference antenna that will receive the RFI but will not receive the astronomical

signal. They define four complex spectra

S1(f) = gAAA + g1I +N1 (2.22)

S2(f) = gBAB + g2I +N2 (2.23)

S3(f) = g3I +N3 (2.24)

S4(f) = g4I +N4 (2.25)

where AA and AB are the astronomical signals, Ni is the Gaussian noise in each

signal, and I is the interfering signal. Each signal is modulated by the associated

complex gain, which are the Fourier transforms of the input response functions.

From the above four equations, the power spectra can be computed. Under the as-

sumption of stochasticity of the input signal, and that the gain terms are constant

over the time window, the power spectra will be of the following form -

P1 = 〈S1S
∗
1〉

= |gA|2〈|AA|2〉+ |g1|2〈|I|2〉+ 〈|N1|2〉
P2 = 〈S2S

∗
2〉

= |gB|2〈|AB|2〉+ |g2|2〈|I|2〉+ 〈|N2|2〉
P3 = 〈S3S

∗
3〉

= |g3|2〈|I|2〉+ 〈|N |2〉
P4 = 〈S4S

∗
4〉

= |g4|2〈|I|2〉+ 〈|N |2〉 (2.26)

The terms within the angular brackets are averages over the time window . The

above equations are the auto-correlation power spectra and are real valued. The

complex cross power spectra for any given combination of the input data channel

is of the form

Cij = 〈SiS
∗
j 〉

= gig
∗
j 〈|I|2〉+ gi〈IN∗

j 〉+ g∗j 〈NiI
∗〉+ 〈NiN

∗
j 〉, for i 6= j, j > 2 (2.27)

and



2.1. RFI IDENTIFICATION AND REMOVAL 17

C12 = 〈S1S
∗
2〉

= gAg
∗
B〈AAA

∗
B〉+ g1g

∗
2〈|I|2〉+ g1〈IN∗

2 〉+ g∗2〈N1I
∗〉+ 〈NiN

∗
j 〉 (2.28)

otherwise.

In order to subtract the terms of the form |gi|2〈|I|2〉 from Equation 2.26, the

corresponding terms can be determined from the closure relations obtained from

the cross spectra. The complex cross spectra from 3 data channels can be combined

in the following form:

|g21|〈|I|2〉 =
g1g

∗
3g

∗
1g4

g∗3g4
〈|I|2〉

=
C13C

∗
14

C∗
34

(2.29)

The above equation estimates the interferer power from the combination of the

complex cross spectra across a triangle of baselines. The phases can be estimated

from a similar equation, given by

g1g
∗
2〈|I|2〉 =

g1g
∗
4g

∗
2g3

g3g∗4
〈|I|2〉 (2.30)

=
C14C

∗
23

C34

(2.31)

Once the amplitude and phase of g1 and g2 are known, they can be subtracted

from the astronomical signal (Equation 2.25). In this manner, by using an external

reference antenna and by calculating the cross-power amplitude and phase, Briggs

et al. (2000) manage to recover the underlying astronomical signal. It must be

noted here that their method implicitly assumes that there is a single interferer

in every channel, or at least that each interferer contributes identically to each

channel. In the case that there are multiple interferers that vary across frequency,

the above relations will no longer hold true. They also assume that the interfering

signal stays constant within a single integration period, and the noise within that

same integration period will be negligible.

The GMRT 150 MHz band has a very active RFI environment, and is par-

ticularly plagued by persistent, broadband RFI. If this RFI is not appropriately

excised it could result in very large fractions of the data being flagged. Athreya

(2009) proposes a post-correlation fringe subtraction technique that uses the be-

haviour of (spatially) stationary RFI to subtract broadband, persistent RFI from
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an interferometer. A radio interferometer usually applies a ‘fringe-stop’ pattern

that stops a source at the phase centre from fringing. This is achieved by adding

an additional delay to one of the antennas of the baseline and this delay is a

function of both time and baseline. The fringe stop frequency is given by:

νF = −ωEUλ(t) cos δ(t) (2.32)

where ωE is the angular velocity of the Earth’s rotation, δ is the declination of the

source, and U is the instantaneous spatial frequency component (along the hour

axis HA = 0, δ = 0). A source of RFI that is spatially stationary with respect

to the interferometer, and has been correlated, will pick up a fringe rate that is

exactly the fringe stop frequency. If there are several such sources of RFI they

will all add vectorially resulting in a net RFI signal. However this net signal will

also fringe at exactly the fringe-stop frequency. Therefore even the presence of

multiple sources of RFI does not affect the functional form of the RFI in the data.

The effect of several different sources will be to reduce the time-scale over which

the amplitude and phase of the signal is approximately constant.

In the presence of RFI, the observed visibilities take the form

VOBS = VTRUE + Aei[2πνF (t)t−Φ] +N (2.33)

where νF is the fringe stop frequency in Equation 2.32, and A and Φ are the

amplitude and phase of the RFI in the baseline. If the amplitude and phase of the

RFI remain constant over a large enough fraction of the fitting window, then the

observed data can be fitted for estimates of A and Φ and subsequently VTRUE can

be estimated after subtracting the fit. Subtracting the RFI from the fit salvages the

original visibilities and does not violate the closure relationships. This technique

is applicable to any interferometer that implements fringe-stopping, and can be

applied to archival data since the implementation is entirely in software. The

primary limitation of this method is that it requires the fringe period to be small

enough that a substantial fraction of the fringe is encompassed within the fitting

window. The size of the fitting window is determined by the requirement that the

fringe amplitude is approximately constant and a substantial fraction of the fringe

falls within the window. This condition is not met if the fringe amplitude varies

too rapidly within a given window, or if fringe phase varies too slowly within a

window. Under these conditions the fringe fitting will fail.

The above method is somewhat related to the method proposed by Golap et al.
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(2005). They map a source of (stationary) RFI to the celestial pole as a source at

the pole will also be stationary with respect to the interferometer and will hence

not have an intrinsic fringe rate. This RFI, mapped as a point source at the pole,

can be subtracted out from the visibilities. They cast the observed visibilities in

the following manner:

V obs
ij = gig

∗
jV

source + aia
∗
jkik

∗
jP (2.34)

where V obs
ij are the observed visibilities, V source are the ‘true’ visibilities due to the

cosmic source, gi and gj are the antenna primary lobe gains and ai and aj are the

sidelobe gains for antennas i and j. ki and kj are phase-only propagation terms

from the source of RFI to the antenna, and P is the RFI power. The strategy

is to use two independent copies of the data set - the first copy is self-calibrated

to the astronomical signal after subtracting the best model for the RFI affected

visibilities. The second copy is self-calibrated for the RFI source at the pole after

subtracting the best model for the celestial sources. This process is repeated

iteratively until convergence, or some other stopping criteria. The gain solutions

used for the self-calibration are specified as -

S =
∑

ij

wij

∣

∣

∣

∣V obs
ij − gig

∗
jV

model
ij − aia

∗
jkik

∗
jP

∣

∣

∣

∣

2
(2.35)

This method assumes that there is only a single source of RFI, with a quasi-

constant amplitude and a consistent phase. In the presence of multiple interfer-

ers, although they will all be mapped to the celestial pole their amplitude will

be varying and the above equation will not appropriately encapsulate that varia-

tion. However if these multiple interferers occupy different spectral channels then

each channel can be treated independently with the above algorithm. Finally, the

assumption is that the interferer contributes the same power to all the baselines

of any given antenna. This is equivalent to saying that the interference signal

is required to obey the closure relations. If the power received varies on a base-

line basis, the closure relationships are violated and the above algorithm will no

longer be effective. The algorithm of Athreya (2009) is not constrained by this

requirement that the RFI source contribute the same antenna temperature to all

antennas/baselines.

Pen et al. (2009b) propose another method to identify and excise broadband

RFI at the GMRT. In a manner complementary to Athreya (2009) this technique

relies on the inherent differences of the correlator output between a terrestrial
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source of RFI and a celestial source in the absence of fringe tracking. Even though

a terrestrial source of RFI typically has an intensity that varies with baseline, the

delay between the two antennas of the baseline is fixed as a function of time.

On the contrary, a celestial source contributes a time-dependent delay to the two

antennas of a baseline as a function of time (as the Earth rotates). This dichotomy

is exploited to identify terrestrial sources of RFI. They use the process of singular

value decomposition (SVD) to excise the broadband RFI while retaining the cosmic

signal. They assemble the visibilities into a two dimensional, rectangular matrix

Vi(ν, t) where i is the baseline, ν is the spectral frequency and t is time. They

find that broadband, terrestrial sources flicker synchronously over all frequencies

and in all the baselines. Therefore the visibilities corresponding to the RFI are

factorisable in the form

VRFI(ν, t) =
∑

α

Lα
i (ν)T

α
i (t) (2.36)

where Li(ν) is called the ‘visibility template’ and Ti(t) is called the ‘temporal

template’. Each product L(ν)T (t) is a singular eigenvector of the matrix. Celestial

sources produce a fringe with a unique frequency for each baseline and hence

cannot be factored in a similar manner. Therefore under an SVD, celestial sources

will produce very small eigenvalues. Such a decomposition can be performed when

the eigenvectors are orthogonal. However there are reasons why these eigenvectors

may not be perfectly orthogonal. For example, if the broadband RFI is caused by

electrical arcing (which will tend to be higher at the peak of the AC waveform),

this will be common to many baselines. In general this will not cause a problem if

the (same) RFI has very different lags between the antennas of different baselines.

The authors could eliminate only the strongest 100 SVD eigenvalues from a matrix

with over 109 entries. This technique tends to occasionally misidentify celestial

sources as RFI if the fringe rate is low enough and therefore adversely affects

baselines with a small value of |u|. The authors have empirically determined that

excising the strongest 100 eigenvalues has an adverse impact only on baselines

that have |u| < 10λ. Increasing the number of eigenvalues excised increases the

baseline length which is affected, while decreasing the number of eigenvalues used

leaves a substantial amount of RFI in the visibilities.

Leshem et al. (2000) proposed a spatial filtering technique to project out the

interfering signal from the cosmic signal. They use the measurement equation

R(t) = Γ(t)A(t)BAH(t)Γ(t) +As(t)Rs(t)A
H

s(t) + σ2I (2.37)
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where Γ are (diagonal) matrices describing the slowly varying antenna gains, A(t)

is the array response matrix of the sources in the sky. B is a diagonal matrix, with

each entry containing the brightness of each source in the sky. As is the array

response to RFI, and Rs is the correlation matrix of the RFI. σ2I is the noise

covariance matrix, assuming white noise. If the measured covariance matrix can

be written as a sum of the covariance of the astronomical visibilities Rv (the first

term in Equation 2.37), white noise, and a single RFI of power σ2
s -

R = Rv + σ2
saa

H + σ2I (2.38)

then a projection matrix P can be defined such that

P = I− a(aHa)−1aH (2.39)

and this projects out the interferer a, since

Pa = 0 (2.40)

They describe a method to estimate the projection matrix P from the eigenvalue

decomposition of the measured covariance matrix R, and therefore the knowledge

of the interferers a is not required. Since a can potentially vary on very short

timescales, the projection operation will have to be done on similar timescales to

effectively excise the RFI from the visibilities.

Kocz et al. (2010) develop a method to project out the interfering signal using

spatial filtering (in a similar manner to Leshem et al. 2000) optionally with a

reference antenna. They state that the reference antenna itself does not provide

any additional improvement to the RFI excision, unless the gain of the reference

antenna is significantly higher than the primary antenna in the direction of the

interferer.

The above algorithms are intended to identify and subtract unknown sources

of RFI that have unknown temporal and frequency characteristics. Ellingson et

al. (2001) describe a method to identify and remove the narrow band interference

from the GLONASS (Hofmann-Wellenhof et al. 2007) navigation satellite. The

GLONASS signal consists of two signals, a “coarse/acquisition” (C/A) signal that

is effectively a sinusoidal signal which undergoes a phase shift of 0◦ or 180◦ every

1.96 µs which is known as the ‘chip rate’. Each group of 511 chips is a single logical

unit, and is unchanging for any given GLONASS satellite. The second component
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of the GLONASS signal is similar to the first, except that the chip rate is 10 times

higher. Since the transmitted power for both components is approximately the

same, the power spectral density of the second signal is roughly ten times less than

for the first. Therefore, mitigating just the C/A signal can result in a significant

improvement in sensitivity. This signal can be written as -

st(t, ωc) = c(t− η)b(t− η)eiωct+φ (2.41)

where c(t) represents the group of 511 chips, known as the ‘pseudorandom noise’

(PN) code. b(t) represents the data bits, ωc is the central transmission frequency

and φ is the arbitrary phase introduced during modulation. c(t) can only be +1

or -1, and changes at the chip rate of 511 kHz. η is the unknown time offset from

the beginning of any given PN code, since the start times are not known prior to

observation. The corresponding signal received at the telescope can be written as

-

sr(t) = G(t)P (t)st(t− τ, ωc + ωd) (2.42)

where τ is the propagation time, and ωd is the frequency change due to the Doppler

effect. P (t) contains all the propagation losses etc., andG(t) subsumes the antenna

pattern response, the receiver response and the feed response. In addition to the

above time-dependent variation, due to the nature of a radio telescope there will

be several frequency dependent effects as well. Due to the finite bandwidth of the

telescope the sharp phase jumps in the signal will be blunted. There may also be

multipath scattering effects that cause a frequency dependent phase. However, the

net effect of all these phenomena can be described as a single frequency dependent

(but almost time independent) bandpass term H(ω). This H(ω) is slowly varying,

and is not crucial to determining st(t). However while subtracting the fitted signal

from the data, the effect of H(ω) must be taken into account. Given the unknown

propagation time τ , Equation 2.41 should be re-written in terms of µ = τ + η.

To effectively subtract the GLONASS signal from the observed data, µ and ω

need to be accurately determined. In order to do this, a function J is defined as

the correlation between sr(t) and the signal received at the telescope x(t).

J(µ, ωd) =
1

TJ

t+TJ
∫

t

x∗(t)sr(t− µ, ωd)dt (2.43)
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where TJ is the correlator length. The correct values of µ and ωd are those that

maximise the function J(µ, ωd). If µ and ωd are completely unknown the max-

imisation problem constitutes a two-dimensional brute-force search known as ‘ac-

quisition’. This is essentially the same problem solved by GPS and GLONASS

receivers when they are first switched on. Once the initial value for these param-

eters is determined, keeping track of them in time is fairly straightforward since

they both change slowly. The parameters can be adjusted by sensing the drift

in the correlation peak and making the appropriate changes. Once µ and ωd are

known, the GLONASS signal can be appropriately subtracted as a function of

time from the astronomical signal. The authors show that the GLONASS signal

is effectively removed from the data without affecting the underlying astronomical

signal. The so-called ‘toxicity test’ to check whether this procedure is ‘toxic’ to

the cosmic signal involved observing real data of an OH maser in the presence of

the GLONASS signal. Post subtraction of the RFI, the maser signal remained un-

changed. To further confirm that the astronomical signal was indeed untouched,

two simulated lines (occupying only a single spectral channel) were added to the

data and the subtraction of RFI was done subsequently. The authors find a >

20 dB reduction in the RFI while leaving the simulated signal mostly untouched.

This technique is shown to be very effective in removing signals with a known

signature and should be extensible to other satellites such as the GPS satellites.

Apart from these satellites, there are also several modes of terrestrial communi-

cation that use a similar modulation technique to transmit signals which are also

tractable using this cancellation strategy.

2.1.3 RFI mitigation

RFI mitigation strategies usually rely on specialised hardware (such as additional

antennas, or a correlator with a high sampling rate etc.) to identify and remove

the RFI corrupted signal prior to correlation and hence prevent the RFI from

affecting the visibilities.

Buch et al. (2016) have implemented an algorithm that uses high speed sam-

pling (Nyquist rate for 100s of MHz) at the uGMRT (Gupta et al. 2017). They

use an appropriately scaled median absolute deviation (MAD) estimator to iden-

tify outliers in the time series of each antenna prior to correlating their signals

to mitigate broadband RFI. This impulse in the time series data will result in

broad-band RFI when the same is Fourier-transformed to obtain the bandpass.

A typical GMRT ‘standard’ observation has integration time between 2s and 16s

(Lal 2013). Flagging the RFI at the level of Nyquist samples will not result in any

gaps in the data, even as the output will be RFI-free. The real-time algorithm
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proposed by Buch et al. (2016) replaces the flagged samples by either a zero or

with a value drawn from an equivalent noise distribution. They have not indicated

which of the two options is to be preferred.

Barnbaum & Bradley (1998) proposed the use of an additional low gain antenna

with a small collecting area that will be the ‘reference’ channel to detect RFI. The

reference signal is then adjusted for differences in gain between the primary and

reference antennas and subtracted from the primary signal. This results in the

subtraction of RFI, and the recovery of the original signal prior to correlation of

the visibilities. They defined the input signal to the radio telescope as

v(n) = s(n) + ip(n) (2.44)

where v(n) is the input signal, and n indexes the time series of acquisition. s(n)

is the astronomical signal, and ip(n) is the input RFI that is seen by the primary

antenna. The reference antenna will see the same interference with a different

gain, ir(n). They then define the minimisation function ǫ(n), which is a difference

between the input signal v(n) and the scaled value of the interference, Air(n).

ǫ(n) = v(n)− Aip(n) (2.45)

The algorithm minimises ǫ(n) and ǫ(n− 1) in a least squares sense, and uses the

result to update the coefficient A of the reference RFI signal. In this manner,

the reference antenna adaptively modifies the coefficients to track the change in

the amplitude of the received RFI as well as the difference in gains between the

primary and reference antennas. This allows for a more robust subtraction of the

RFI from the primary antenna and hence a more accurate recovery of the original

astronomical signal of interest.

Hellbourg et al. (2014) provide a method that employs a reference antenna

that tracks an interfering source, and uses a subspace tracking method knows as

the “power method” to account for changes in the amplitude of the interferer. In

a situation where there are M antennas in the array, and N interferers impinging

on this array (with the condition N < M), They define a M × 1 column vector

called the ‘spatial signature vector’ (SSV) where each component in the vector

corresponds to the signal received at one antenna in the reference array. They

define the covariance vector R
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R = 〈x(t)XH(t)〉
= ArRrA

H

r
+Rs (2.46)

where Rr is the diagonal RFI covariance matrix, containing the RFI powers in

the main diagonal and Rs is the full M × M containing both the cosmic source

as well as system noise. Ar = [ar1 . . . arN ] is an M × Nr matrix, and each ar

is an RFI SSV. In calculating the overall instantaneous R, the contribution of

the cosmic source can be neglected, since at any instant their contribution is far

below the noise. In order to continuously correct for the RFI, given that the RFI

is not constant in time, they use an iterative procedure termed the ‘power method’

to calculate the dominant eigenvector in R and subtract it from the covariance

matrix. The assumption here is that the RFI is significantly stronger that the

comsic emission at any given instant.

The power method is a fairly straightforward method to determine the domi-

nant eigenvector in a matrix. Given a random vector u0, at every iteration i

ui+1 = Rui (2.47)

ui+1 = ui+1/||ui+1|| (2.48)

until ||ui + 1− u|| < ǫ, where ǫ is some small real-valued number.

Once this method has converged, the dominant eigenvector can be projected

out of the matrix recovering the cosmic signal. The paper also describes a method

to calculate the N th most dominant eigenvector, to track and excise several source

of RFI but goes on to demonstrate that excising the most dominant source of

RFI improves the input signal significantly. Therefore that particular method

has not been included here. To demonstrate the efficacy of the algorithm, they

successfully excised data corrupted with RFI from the Galileo satellite (Hein et

al. 2002). Finally, Mitchell et al. (2002) proposes a method similar to the above

algorithms, using two reference antennas rather than one to more accurately track

the changes between the interfering and cosmic signals. They continuously update

the weights of the reference voltage to accurately subtract out the interfering signal

from the primary antenna.

This section has briefly looked at several RFI mitigation, excision and flag-

ging algorithms that have been implemented at various telescopes and in various

software packages. Some algorithms are specialised (Ellingson et al. 2001, e.g.)

and their applicability outside their intended scope is limited. There are other
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techniques that are developed in a telescope agnostic manner (Athreya 2009; Mid-

delberg 2006; Offringa et al. 2010) that have a more general applicability. However

in general we find that no single strategy is capable of effectively removing all kinds

of RFI. The various techniques that are developed usually work well in their in-

tended regime, but may not be as effective when used at a different telescope,

with a different RFI regime. In context of the GMRT, this is of consequence since

there are only a handful of algorithms developed to excise and/or flag RFI at low

frequencies (Athreya 2009; Buch et al. 2016; Pen et al. 2009b).

2.2 Direction dependent calibration errors

There are several existing algorithms that attempt to calibrate for Direction De-

pendent Errors (DDEs) like an azimuthally asymmetric antenna primary beam

(Bhatnagar et al. 2008), a non-isoplanatic ionosphere (Intema et al. 2009), or a

more general algorithm that solves for arbitrary amplitude and phase errors (No-

ordam & Smirnov 2010; Van Weeren et al. 2016). In this section, we discuss the

methods which have been implemented in software to better contextualise the

techniques presented in Chapter 4.

2.2.1 A-projection

A-projection (Bhatnagar et al. 2008) is an algorithm that corrects for the az-

imuthal asymmetry of the antenna primary beam, as well as a time-dependent

pointing offset. Its measurement equation, following the Hamaker-Bregman-Sault

notation (Hamaker et al. 1996), is

V Obs
ij = Mij

∫

M
Sky
ij (s)I(s)e2πis.bijds (2.49)

where V Obs
ij is the observed visibility vector (full polarisation), s is the direction on

the sky, bij is the baseline length in units of wavelength, and I is the image (Stokes)

vector. Mij and M
Sky
ij (s) are matrices, representing the direction independent and

direction dependent gains respectively. The above equation is effectively the same

as Equation 4.1, except the 2x2 Jones matrices of Equation 4.1 have been replaced

by 4x4 Mueller matrices. The diagonal terms of the Mueller matrix correspond to

the polarisation products, and the off-diagonal terms are the polarisation leakages.

A Mueller matrix is formed from the outer product of two Jones matrices. A Jones

matrix describing two orthogonal polarisations p and q can be written as
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J
Sky
i (s) =

[

J
p
i −J

pq
i

J
qp
i J

q
i

]

(2.50)

where pq represents the polarisation leakage from p to q and qp is the reverse. Ji

is the reponse of antenna i to the sky brightness distribution. From this, the sky

Mueller matrix is simply the outer product of the Jones matrices for two baselines.

M
Sky
ij (s) = J

Sky
i ⊗ J

Sky∗

j (s) (2.51)

where ⊗ indicates the outer product.

All the terms within the integral in Equation 2.49 involve a Fourier transform

from the visibility plane to the image plane and consequently cannot be solved

for outside the imaging process. Traditional calibration algorithms, such as self-

calibration (Pearson & Readhead 1984) perform the calibration step outside and

separately from the imaging step. These solutions are encompassed by Mij in

the above equation. Corrections for direction dependent effects cannot be solved

independently from the imaging step, and have to be incorporated into the imaging

algorithms.

The various details of antenna construction and geometry usually result in

an azimuthally asymmetric antenna pattern; indeed, a prime focus or Cassegrain

antenna is almost guaranteed to be asymmetric to some degree. For an altitude-

azimuth (alt-az) mounted antenna, this voltage pattern rotates on the sky as the

source is tracked; therefore off-axis sources will appear to have a time-variable flux

in all Stokes parameters. Therefore M
Sky is both time-varying and a function of

baseline ij. Figure 2.1 shows the Stokes RR primary beam (first diagonal term

of MSky
ij ) of the VLA at 1.4 GHz. Clearly, the main lobe shows some degree of

asymmetry, with a much larger asymmetry in the first and second sidelobes.

In addition to the beam shape asymmetry, every antenna can have a time-dependent

pointing error, or pointing jitter. For most telescopes (particularly at low frequen-

cies) the pointing error is only a few percent of the primary beam size. However

the net effect is to introduce a time-dependent linear phase on the source structure.

The magnitude of the phase is different for every antenna, and hence for every

baseline. In order to correct for both the asymmetric primary beam as well as

the pointing error, they define an operator EP
ij, which is the autocorrelation of the

antenna illumination pattern for a given polarisation product P . In the presence

of small antenna pointing errors (here small is taken to mean small compared to

the half-power width of the primary beam) the phase due to the pointing error is
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Figure 2.1: The VLA 1.4 GHz Stokes RR beam, reproduced from Bhatnagar et al.
(2008).

subsumed into E
P
ij, but can be separated from the terms that are common for all

the antennas.

E
P
ij = E

PO
ij f(φi − φj)e

i(φi+φj) (2.52)

where EPO
ij is the antenna illumination pattern for an ideal telescope, f(φi−φj)

is the decorrelation suffered by the signal due to the pointing offset, and φi and

φj are the phases acquired due to a pointing offsets for antennas i and j. Finally,

Eij is related to the measurement matrix M
Sky
ij as

Eij = FT [MSky
ij ] (2.53)

where FT is the element-by-element Fourier transform operator. The operator Eij

is incorporated into the iterative deconvolution algorithm typically used, which is

outlined as
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1. Initialise the algorithm with either an a priori model, or zero.

2. “Major cycle” - Calculate the residual visibilities V Obs − V M in the forward

direction, employing Eij. Compute the residual image using E
†
ij as an inter-

polation and gridding operator for re-sampling the visibilities on to a regular

grid.

3. “Minor cycle” - Update the model image by using some operator

4. Go to 2 until convergence is achieved.

5. Smooth the final images with the given resolution and add back the image

residuals.

The “forward” step in the deconvolution algorithm refers to obtaining the model

visibilities given a model image , and the “backward” step involves propagating

the residual visibilities to the image plane. The forward step is given by

V M = E
P
ijFI

M (2.54)

where F is the Fourier transform operator. The backward step is given by

IR = det (F† [Ep†])
−1
F
†V R (2.55)

The use of a gridding operator E
P
ij that is ‘aware’ of the beam asymmetry

allows for the errors due to an azimuthally asymmetric primary beam and a time-

dependent pointing error to be accounted for and corrected. This method requires

a detailed two dimensional model of the antenna primary beam that is not readily

available for many telescopes.

2.2.2 Source peeling

The other major source of error (particularly at lower frequencies) is the iono-

sphere. The ionosphere contains partially ionised gas, and the electron density in

the ionosphere varies as a function of time and position. Depending on the spatial

scale of homogeneity of the ionosphere and the geometry and field of view (FoV) of

an array there can be 4 different regimes through which the ionosphere can affect

an observation (Intema et al. 2009; Lonsdale 2005) (see Figure 2.2). Case 1 and

2 can be corrected by the standard self-calibration procedure. For cases 3 and 4,

the gradients within the ionospheric patches will contribute different phase delays
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across the FoV of the instrument and hence a single calibration solution for the

entire sky will no longer be valid. The most general case is regime 4, where there

can be large variations of ionospheric phase across the FoV.

Figure 2.2: The four Lonsdale regimes of ionospheric phase calibration, depending
on the relative spatial scales of ionospheric fluctuations, the array geometry, and
the antenna field of view. Image reproduced from Intema et al. (2009).

The first proposed solution to this problem was by Noordam (2004), using a tech-

nique known as source peeling. The principle of peeling is fairly straightforward -

Given a bright off-axis source, self-calibration solutions are found in the direction

of the source. The contribution of this calibrated source is then subtracted out

from the rest of the visibilities, and the procedure repeated for the next brightest

source until the desired sensitivity is reached. In practice this is usually achieved

in one of two ways:

1. The CLEAN components of the entire field are subtracted from the visibil-

ities, and only the components of the strong source are added back. Self-
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calibration is then performed using only the components corresponding to

the bright source, and the calibrated source is then removed from the visi-

bilities.

2. The visibilities are rotated toward the bright source, and self-calibration is

performed using only the components of this source. The calibrated source

is then subtracted from the visibilities, and the visibilities are rotated back

to the original phase centre.

This process is quite successful in reducing the errors associated with a non-

isoplanatic ionosphere. The largest constraint with the source peeling algorithm is

that the peeling solutions are only valid for the handful of directions for which it

is determined, leaving the rest of the field largely uncorrected. There will however

be an improvement throughout the field from peeling only the brightest sources

since the errors associated with those will reduce systematic patterns throughout

the field.

Field based calibration (Cotton et al. 2004) was developed to calibrate the

ionosphere of the VLA 74 MHz all sky survey VLSS (Cohen et al. 2007). Broadly,

the procedure uses the source peeling algorithm to peel the brightest source within

a given polyhedron facet (Cornwell & Perley 1992; Perley 1989), and applies the

measured phase solution over all the sources within that facet. This method is

applicable in Lonsdale regime 3 (see Figure 2.2), where the gradient of ionospheric

phase across the entire array can be approximated to a linear term since the line of

sight through the ionosphere for each of the antennas is very similar. Defining the

constancy of ionospheric phase to the imaging facet is not necessarily physically

appropriate, and is a drawback of the approach.

The SPAM algorithm (Intema et al. 2009) uses the peeling solutions to fit for

an ionospheric phase screen that encompasses the entire sky. SPAM assumes that

the ionosphere is a thin (two-dimensional) layer of electrons at a fixed height above

the surface of the Earth. This in turn means that the ionosphere effectively acts

as a phase screen, which modifies the incoming phase both as a function of time

and direction. The total phase rotation passing through a patch of the ionosphere

is given by

φion(p, ξ) =
φion(p)

cos(ξ)
(2.56)

where p is the location of the ‘pierce point’, i.e., the location on the phase screen

that the incoming wave is passing through, and ξ is the zenith angle. The value

of φion is directly measured through the peeling scheme discussed above. Source
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peeling samples the phase screen over a non-uniform set of points, which have to

be interpolated to obtain the ionospheric model for the FoV. The interpolation is

performed using a physically motivated set of basis vectors known as Karhunen-

Loeve (KL) vectors (Van Der Tol et al. 2007) which describe the physical scales

of variability of the ionosphere more accurately than the more commonly used

Zernike polynomials.

The process of fitting the observed phases to a larger phase screen model allows

for the phase solutions to be generalised to other regions of the map without

assuming that the same phase solutions can apply over a large fraction of the sky.

Since the solutions here can vary on a baseline to baseline basis, similar to that

discussed in Section 2.2.1, the calibration can only be applied during the imaging

process. At the moment SPAM is implemented only in AIPS (Greisen 2003) and

applies these corrections while imaging with the polyhedron faceting algorithm

(Cornwell & Perley 1992; Perley 1989). SPAM allows for the ionospheric phase

to vary within a facet, by taking care of it during the imaging process. SPAM

is more robust than a straightforward peeling algorithm because it captures more

accurately the varying ionospheric phase across the FoV.

Facet calibration is a more recent development (Van Weeren et al. 2016) which

attempts to carry out a direction dependent calibration for the entire field of view

at the LOFAR. The principle is very similar to both Field-based calibration as

well as SPAM. We do not discuss all the details of the algorithm here, as many of

the calibration steps are very particular to the LOFAR and are not applicable to

other interferometers (such as clock synchronisation between the remote stations

and the core). The direction dependent calibration portion of the algorithm is

discussed below.

The assumptions made by this algorithm are that (a) The only errors in the

direction-independent calibration arise from ionospheric phase and antenna pri-

mary beam, (b) the beam is slowly varying with time, (c) the direction dependent

errors vary smoothly with direction and (d) the ionospheric phase varies as ν−1. In

order to perform a direction dependent phase calibration, first the directions need

to be identified. This process is similar to that employed for peeling. The brightest

sources in the sky are calibrated first, and then subsequently the fainter sources -

this is so that the errors from the brightest sources do not contaminate the calibra-

tion solutions for the fainter sources. Given that the assumption is that the DDEs

vary smoothly across the sky, the map is broken up into facets which are deter-

mined by Voronoi tessellation (e.g., Okabe 1992). Voronoi tessellation is perhaps

more appropriate that polyhedron faceting since the distribution of sources across

the field is rarely uniform. The tessellation is performed by centring the Voronoi

facets on the brightest sources identified, and the phase calibration solutions are
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determined simultaneously for all the sources within the facet. The calibration is

performed after subtracting the direction-independent calibrated sources from the

visibilities, and adding back only the sources within a particular facet. Once a

particular facet is calibrated, the sources are subtracted from the visibilities and

the next facet is added. In this manner, the entire sky is iteratively calibrated

resulting in an overall directionally dependent calibration solution. Initially a few

rounds of phase-only self-calibration are performed using a small solution inter-

val to capture the potentially rapid variability of the ionosphere. Following that,

an amplitude calibration is performed independently for each polarisation with

a larger solution interval. This is because the amplitude errors are expected to

be caused by the primary beam which varies on much longer timescales than the

ionosphere.



Chapter 3

The IPFLAG algorithms

3.1 Introduction

As mentioned in Chapter 1, a single RFI mitigation strategy is rarely successful,

as different sources of RFI leave different signatures in the data depending on

their spatial, temporal and frequency characteristics. Persistent RFI causes strong

fringes to appear on the baseline, and the amplitude and phase of these fringes

can vary as a function of time and frequency. Broadband RFI can affect entire

baselines, causing fluctuations in the associated antenna gains. Intermittent RFI,

which tends to be more localised in time and frequency, look like ’hotspots’ in the

visibility data and cause large scale ripples in the image plane. It is difficult to

recover the underlying visibilities in this case since there is no analytical expression

to describe the signature of intermittent RFI. Although there has been some work

done to identify and localise sources of RFI (Pen et al. 2009a; Sokolowski et al.

2015), there exists no general framework which one can use to classify and excise

this kind of RFI.

This chapter deals with techniques that were developed to identify and flag

intermittent RFI, with a higher sensitivity and better efficacy than has been pre-

viously achieved. We use two different parameters spaces to identify and flag RFI,

namely the (median-binned) visibility plane and the visibility time-channel plane

of the baselines.

The work presented in this chapter has been accepted for publication by the

Astronomical Journal.

34
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3.2 Description of the algorithms

The measured visibilities in any polarization in the presence of RFI signal can be

written as

V o = GiG
∗
j(V

sky
ij + V RFI

ij eifij) + ηij (3.1)

where ij are the antenna indices, V sky
ij are the visibilities due to the cosmic source,

eifij is the fringe-stop function (to stop the fringe of a source at the phase centre),

V RFI
ij is the effective visibilities of the RFI after accounting for the differences in

the antenna gains toward the RFI and the pointing centre and will be proportional

to the flux of the source. That is, VRFI = kSRFI(Gs
iG

s∗
j )/(GiG

∗
j) where Gs are

the gains of the sidelobes through which the RFI are detected, and G are the

main lobe gains. In order to self-calibrate the data, the quantity SRFI(Gs
iG

s∗
j ) has

to be constant for all antennas, which will not be true for RFI coming through

different sidelobes in different antennas. Finally, ηij is additive (Gaussian) noise

in the system. Gi and Gj are the complex antenna gains, which can be affected by

strong RFI even if it remains uncorrelated. This equation is true for any polari-

sation. eifij will stop the fringe of a source at the phase centre, but will introduce

a corresponding fringe on a stationary terrestrial source like RFI. Previous work

has used the form of eifij to excise RFI while recovering the original visibilities

(Athreya 2009). V RFI can be orders of magnitude larger than V sky and can vary

with time, frequency and baseline. The second term in the above equation causes

poorer self-calibration solutions and introduces systematic errors in the image

plane. The errors during self-calibration arise because in general correlated RFI

will violate the closure relationships (Pearson & Readhead 1984). Since RFI typi-

cally contributes a different effective temperature to each antenna, the correlated

power of the RFI will vary across baselines of a single antenna. Therefore the

RFI amplitude and phase are not always separable into antenna based terms, and

therefore violate the closure quantities.

We focus in this chapter on RFI that is localised in time and frequency in

the visibility plane. RFI localised in such a manner appear to be ‘hotspots’ in

the visibility data, and consequently cause large scale ripples in the image plane.

We explore two visibility parameter spaces to identify and flag RFI corrupted

visibilities viz. the median binned UV plane of the entire interferometer, and the

time-channel plane of a single baseline. The two algorithms described here are

called GRIDflag and TCflag respectively, and are combined into an integrated

flagging package called IPFLAG.
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3.2.1 RFI flagging in the binned UV plane

Individual baselines of an aperture synthesis radio interferometers sample elliptical

tracks in the visibility plane (Thompson et al. 2008). However, the tracks of

different baselines are usually irregularly (and sparsely) distributed over the UV

plane. Typically during imaging, these visibility points are interpolated onto a

regular grid in order to use the Fast Fourier Transform (FFT) algorithm. This

‘gridded’ UV plane is fundamental to almost all imaging algorithms, and the

sampled UV cells within the grid define the UV coverage of the observation. The

size of each individual UV cell should be small enough to satisfy the Nyquist

limit to avoid aliasing across the largest area being imaged. A single baseline can

contribute one (or more) visibilities to a single UV cell - either within a short time

interval, or over multiple epochs. Other baselines may also contribute visibilities

to the same UV cell – at the same time in redundant arrays (Westerbork), or

nearly redundant arrays (shorter baselines of the GMRT or VLA), or at different

times (longer baselines of GMRT or VLA). The visibility samples within a UV cell

measure approximately the same celestial information, but will differ in the RFI

environment that they encounter (since they sample the cell at different times, or

simultaneously but from physically different RFI environments). We propose to

use this dichotomy to identify and flag RFI affected visibilities.

We define a quantity termed the ‘UV-bin’ which is similar in size to the UV

cell. The basic assumption of these algorithms is that in the absence of RFI,

the differences in values of all the visibilities falling within a single UV-bin is

dominated by the system temperature rather than the source structure. Thus

one can assume that all the visibilities within a single UV-bin represent the same

spatial Fourier component and any difference between them well in excess of the

system temperature can be ascribed to RFI. Further, since the visibility function

is expected to be locally smooth for any realistic sky intensity distribution, data

from adjacent UV-bins can be combined to calculate statistically secure thresholds

to identify RFI. Thresholds calculated in this manner will be more resilient to large

outliers in any given UV-bin. This is even more appropriate when applied to the

residual visibilities (which are obtained after subtracting as many sources as are

detected even in the presence of RFI).

These routines are meant to be used in addition to the standard procedures

used for radio interferometric data reduction using packages such as CASA/AIPS

(Greisen 2003; McMullin et al. 2007). These standard ‘recipes’ typically consist

of pre-calibration flagging, several rounds of iterative imaging and self-calibration

followed by (often manual) residual visibility flagging. These procedures tend

to only take care of the strongest RFI in the data. A typical GMRT 150 MHz
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observation analysed using this recipe produces images with an RMS noise of 1.5 -

5 mJy/beam. Applying the RfiX algorithm (Athreya 2009) to the raw visibilities

eliminates much of the broadband RFI, and routinely results in images with an

RMS noise of 0.7 - 1 mJy/beam. Finally, adding the routines described in this

chapter results in images with an RMS noise of 0.5 - 0.7 mJy/beam, which are

among the most sensitive achieved with the GMRT at 150 MHz.

The recipe for the scheme is as follows:

Raw 

(uncalibrated)
 data

RfiX Initial 

calibration

Imaging +
self-calibration

x7

Residual 
visibilities

GRIDflag
UV grid flagging

TCflag
time-channel plane
       flagging

2x

 

Final
image

After
2x

Figure 3.1: Flowchart illustrating the data reduction procedure which includes
GRIDflag and TCflag algorithms.

1. Apply the RfiX algorithm to eliminate broadband, persistent RFI and use

the standard CASA/AIPS procedures to calibrate, image, and flag the data

to obtain the residual visibilities.

2. Allot the visibilities into bins in the UV plane, and calculate the median

value and robust standard deviation (with respect to the median) of all the

visibilities within each UV-bin. These bins are roughly the same size as the

cells used for gridding by imagers.

3. Partition this median binned UV plane into a series of annuli for calculat-

ing RFI thresholds as a function of UV distance. Since both source signal

and RFI in the residual visibilities tend to decrease as a function of radial

distance partitioning the UV plane in such a manner naturally conforms to

this change. The choice of width is not critical and is decided by the com-

peting requirements of being sensitive to the changing standard deviation as

a function of UV length and having sufficient UV-bins with an annulus.
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4. Use the distribution of medians over all the UV-bins within an annulus to

exclude highly contaminated bins from the determination of RFI thresholds.

The rest of the UV-bins are used to determine a smoothed median back-

ground in all populated bins. This background will be a function of UV

radius.

5. The smoothed median background and the local standard deviation is used

to identify RFI affected data within each bin through any scheme based on

standard deviation (i.e., σ) thresholds. The local standard deviation may be

derived either from data in the particular UV-bin or from the nearest neigh-

bour bins. The same n-σ threshold may be used over the entire UV plane,

since independently calculating the thresholds within each annulus already

accounts for the expected variation of standard deviation as a function of

UV length.

6. These flags are applied to the original, un-smoothed, and un-binned data,

and the entire process of imaging and self-calibration is repeated.

This procedure preserves the UV coverage to a large extent, because (a) the

flagging in each cell is processed separately, and in most cases at least a few

visibilities survive the process and (b) the combination of using the within-cell

degeneracy and analysis within an annulus allows a more finely tuned flagging

threshold per cell and per annulus which avoids the large scale rejection of data.

Finally, this procedure allows for a smooth variation of standard deviation even

with an annulus. The variation of standard deviation may be compensated for

by differential weighting of the visibilities, although we have not yet implemented

this.

Since only half the visibilities are recorded (the other half are a Hermitian

conjugate), all the data have to be appropriately conjugated to lie in the same

half plane. The UV-bins will also have to be extended to a few bins into the other

half plane to obtain statistics at the edge. This procedure was applied separately

and successively to the Stokes RR and LL and stokes V polarisations.

3.2.2 RFI flagging in the baseline time-channel plane

As noted earlier, RFI is most easily identified in the residual visibilities, and one

can look for corrupted visibilities in the time-channel plane of individual base-

lines. However, the (strong source subtracted) residual time-channel plane often

has multi-component sinusoidal patterns superposed on the residual source sig-

nal. These fringes may be due to either improper subtraction of source flux, or

RFI. There are several factors that may result in an incorrect subtraction of the
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source flux, such as an azimuthally asymmetric antenna primary beam, a time

dependent pointing error, uncorrected gain fluctuations and other baseline-based

errors that affect the imaging process. These residual visibility fringes inflate the

sigma thresholds above which RFI localised in both time and frequency may be

detected. Therefore, we developed a method to eliminate these fringes prior to

estimating the cutoff thresholds.

The scheme to identify RFI in the residual time-channel plane is as follows:

1. For each polarization and baseline, take a two dimensional Fourier transform

(along the time and frequency axes) of the complex visibilities within a

window to obtain the group delay - delay rate (GD-DR) plane. The window

has to be large enough to cover a substantial fraction of the fringe, while

being smaller than the period over which the amplitude of the fringe changes.

2. In the GD-DR plane, iteratively sigma clip all components above some

threshold, thereby eliminating the corresponding fringes in the time-channel

plane.

3. Inverse Fourier transform to obtain the fringe-free time-channel plane.

4. Identify RFI corrupted visibilities using any thresholding algorithm (such as

sigma clipping) in the fringe-free time-channel plane.

5. Apply the flags identified in the previous step to the original data, and restart

the process of imaging and self-calibration.
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Figure 3.2: (a) Comparison of the binned UV plane before and after applying
GRIDflag for the 3C286 field. Brighter regions indicate visibilities corrupted by
RFI.
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Figure 3.2 continued ... (b) The median binned UV plane before and after GRID-
flag for the VIRMOSC field.
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Figure 3.2 continued ... (c) The median binned UV plane before and after GRID-
flag for the J1453+3308 field.
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Figure 3.2 continued ... (d) The median binned UV plane before and after GRID-
flag for the J1158+2621 field.
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Figure 3.2 continued ... (e) The median binned UV plane before and after GRID-
flag for the A2163 field.
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Figure 3.3: (a) Illustration of the defringing process in TCflag. The 4 panels in
each figure, from top to bottom, are (i) fringes in the time-channel plane, (ii) its
Fourier transform, (iii) fringe peaks clipped in the Fourier plane, and (iv) inverse
transformation to obtain the fringe-free time-channel plane.

(b) Figure 3.3
continued ...
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(c) Figure 3.3
continued ...

(d) Figure 3.3
continued ...
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Figure 3.4: A plot of RMS noise in the visibilities as a function of UV distance.
TCflag is competitive with the other tested flaggers, and performs marginally
better than the rest in three of the 5 cases. In the other two cases, AOFlagger
performed better. The relative difference between the median visibility RMS val-
ues after flagging is on average ∼ 5%. Therefore we can only claim that TCflag is
competitive with the other flaggers.
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This procedure works because of the difference between the GD-DR plane signa-

tures of source structure and localised RFI. RFI which is localised in time and

frequency will be dispersed over several pixels in the GD-DR plane. Conversely,

the sinusoidal fringe due to source structure variation will show up as compact

peaks, which can then be identified and clipped out. This leaves a fringe-free time-

channel plane, with RFI. Figure 3.3 illustrates this process for fringes in different

baselines. In each case, the top plots show (from top to bottom) the fringe in

the time-channel plane of a baseline, the amplitudes of two dimensional Fourier

transform of the time-channel plane, the fringe peaks clipped in the Fourier plane,

and the inverse transformed, fringe-free time-channel plane. It is not possible to

entirely remove signal from the celestial source using this method due to the issue

of spectral leakage (see Appendix A). Briefly, spectral leakage causes a “smearing”

of components in the Fourier domain in cases where the input signal does not have

an exactly integral number of periods within the window used. This is significant

because in the presence of several different frequencies, this ‘smearing’ from each

frequency bin will add to the noise floor (in addition to the thermal noise). There-

fore signal that contributes weakly to a particular bin may be below the noise

floor and hence cannot be accurately subtracted. However, for the purposes of

calculating statistics without the bias of the signal it does not matter too much

if all the fringes are removed exactly, but rather that the bulk of the fringes are

removed so that more sensitive thresholds can be calculated.

Since the fringes in the residual visibilities are primarily due to the incorrect

subtraction of source flux, we tried window sizes of 5 - 20 minutes with success.

We used a window size of 10 minutes for all the sources, since it also matches the

scan breaks in our data. The size of the window does not need to be finely tuned,

and the efficacy of this algorithm does not depend critically on this parameter. If

the amplitude of the fringe changes significantly within the window, it will smear

out the signal in the GD-DR plane. To avoid this, one can also run this procedure

using several window sizes in decreasing succession. This method (of Fourier

domain clipping) is especially advantageous over others while dealing with fringes

due to improperly subtracted sources. The process of the FFT and IFFT do not

introduce any additional errors into the system - the numerical error associated

with this process is only of the order of ‘double precision’ numbers, i.e. ∼ 10−12.

TCflag may be applied to the data at any stage of analysis, since the source fringes

are filtered out before flagging. This should not result in any artefacts as only the

flags of the original data are being modified.

Figure 3.4 shows a comparison between the time-channel plane flagging al-

gorithm (TCflag) described here, with the standard flagging routines in CASA

(TFCrop and RFlag), and with AOFlagger. From the plot, all the algorithms per-
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form to a similar level on every dataset. In 3 of the 5 data sets TFCrop marginally

outperforms the others, whereas in the other two cases AOFlagger results in the

lowest median RMS value. Therefore we can only claim that TCflag is at least as

competitive as the other standard flaggers.

3.3 Observations and parameters

All observations were conducted using the 150 MHz band of the GMRT, with a

bandwidth of 16 MHz and a spectral resolution of 62.5 kHz or 125 kHz. The data

was recorded with an integration time of 2s. The analysis procedure is outlined

in Figure 3.1.

We used the following parameters in IPFLAG while flagging on the residual

visibilities:

1. UV-bin size (GRIDflag): 10λ, from the field of view at 150 MHz.

2. Smoothing window for median visibility background (GRIDflag): 5×5 bins.

3. UV-bin annuli width (GRIDflag): 3, 3 and 6.5 kλ

4. Fourier transform window size (TCflag): bandwidth × 10 min.

5. Fourier peak detection threshold (TCflag): 3 × RMS noise

6. RFI threshold (both): 3 × RMS noise

After flagging, we transferred the flags from the data processed with IPFLAG

back to the original visibilities and repeated the entire process of imaging, self-

calibration, residual flagging, and flag transfer. We then ran one more round

of imaging and self-calibration (excluding residual flagging and flag transfer) to

obtain the final images. The final images cover 6.25◦ × 6.25◦ with a pixel size

of 4.5’. Source extraction was done using the pyBDSF source finder (Mohan &

Rafferty 2015), and we used identical parameters across all the images. The source

finding ignored extended emission, as well as sources that were below 7σ.

In order to calibrate the flux scale of each of the target fields, standard CASA/AIPS

routines were used, employing the Scaife-Heald coefficients (Scaife & Heald 2012)

for all the target fields. This process resulted in flux scale discrepancies of up

to 15%. This becomes significant while comparing the absolute noise in an im-

age, although it does not affect measurements of the relative change in noise after

the application of RFI flagging procedures. We anchored our flux density scale

to TGSS-ADR (Intema et al. 2017) using the sources common between the two

observations. The fractional discrepancy in the scaling of the strong (> 100 mJy)
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and faint (< 100 mJy) sources is shown in Figure 3.5. The reason for such a differ-

ential change is unclear, although it may have something to do with the CLEAN

bias (Cohen et al. 2007; Condon et al. 1998) that is known for interferometers.

This fractional change ranges from -0.5% to 9% between the sources above and

below 100 mJy over all the observed fields.
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Figure 3.5: The fractional change between the strong (> 100 mJy) sources and
weak (< 100 mJy) sources for each observed target field compared with sources
in common with TGSS-ADR. We see a similar trend as in Figure 3.6. The values
for the mean and standard deviation of the fractional change are indicated on the
plot.
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3.4 Efficacy of the algorithms

The IPFLAG algorithms were applied to real data from the GMRT at 150 MHz and

compared to results without the same. The 150 MHz band of the GMRT is highly

under-utilised (due to the presence of very strong RFI) although very important

for a variety of astrophysical phenomena. We felt that testing these algorithms

against real data offered a more realistic appraisal of their efficacy rather than

testing them against simulations with well behaved noise. We carried out the

tests on 5 fields, VIRMOSC (GMRT observation code: 14RAA01), J1453+3308

(27 063), J1158+2621 (29 062), A2163 (16 259) and 3C286 (TGSS data, Intema

et al. 2017).

We briefly summarise each field below:

3C286 – This is a commonly used flux density calibrator source. It is very

compact, and has a flux density of 26 Jy at 150 MHz. The field is dominated by

point sources with almost no extended emission.

VIRMOSC – A point source dominated field, the strongest of which is ∼ 1.7

Jy. There is a single diffuse source of angular size 4’ and a total flux of 300 mJy.

J1453+3308 and J1158+2621 – Double double radio galaxies, with diffuse

outer lobes spanning 4-7’.

A2163 – A galaxy cluster with a low surface brightness radio halo of angular size

14’.

Figure 3.2 shows the comparison of the median binned UV plane of tested 150

MHz fields before and after application of the GRIDflag+TCflag routines. The

visibilities are shown in the upper half of the UV plane; the lower half has been

Hermitian conjugated appropriately. The band of higher intensity seen between

U = [-100λ, 100λ] (e.g., Figure 3.2 c and d) arises due to the application of the

RfiX procedure to the data. RfiX can only identify RFI for baselines where the

fringe stop phase is substantial within the interval of a few minutes. Therefore it

cannot mitigate RFI in the strip between U = [-100λ, 100λ].

The total data flagged by IPFLAG was between 2.4% - 15.7%, and the corre-

sponding loss in UV-bins was 1.2% - 3.9%. As noted earlier, a larger number of

UV-bins survive the process with increased coverage of the target field such as ob-

serving for multiple days. Table 3.1 summarizes the dirty beam parameters before

and after applying our flagging routines, and in all cases the fractional change is
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small. We retained the same restoring beam for all the images. The post imaging

comparison plots are shown in Figures 3.6 - 3.10.

These images were compared to those in which these procedures were not

applied. Additionally, we also repeated the same procedure, except using the

AOFlagger package (Offringa et al. 2010, 2012) to flag instead of the IPFLAG

routines. AOFlagger operates in the visibility time-channel plane (but not on the

UV plane), using various thresholding algorithms (termed ‘SumThreshold’ and

‘VarThreshold’; see Chapter 2) that sets the RFI detection threshold based on the

sum of several samples within a sliding window. They also use a morphological

operator that is scale invariant to identify and flag RFI. In all of the following plots

the results from the original data (i.e., those created without applying AOFlag-

ger/IPFLAG) are plotted in blue, those using AOFlagger in pink, and those using

IPFLAG in orange.

Point source fluxes – The plots in Figure 3.6 show the fractional change in

flux density (FCF) as a function of original flux density. The flux densities were

compared before applying the primary beam gain correction. The FCF was cal-

culated for three flux density regions, viz. S > 100 mJy, 25σ < S < 100 mJy,

and 7σ < S < 25σ. We did not consider any sources detected below 7σ. 25σ

is a conservative cutoff above which source counts can be considered complete

(e.g., Intema et al. 2017) and as such defines the lower flux density limit at which

the catalog sources are reliable. The FCF values in percentage units are listed

in Table 3.2. The FCF ranges from -1% to +6% for the strongest sources. This

increase in flux is not unexpected, due to an improvement in calibration after the

removal of RFI. The intermediate sources show a larger relative change in their

FCF value, compared to the strong sources, by -6% to +1%. The trend continues

to the faintest sources detected (at a level between 7σ and 25σ). This reduction

was present even in the case of the other flagging algorithms (AOFlagger, TFCrop

and RFlag), and source finding algorithms (pyBDSF and aegean; Hancock et al.

2012; Mohan & Rafferty 2015). However, we did not see any reduction when

an equivalent number of visibilities were randomly flagged in the data sets. We

also analysed the image residuals (after subtracting the fitted sources) in the im-

mediate vicinity of the strong point sources, but there is no systematic offset to

more negative values which can explain the reduction in flux densities. This effect

seems to be independent of the RFI flagging algorithm used. It does not seem to

affect the flux density scale since the flux of the brightest sources are unchanged.

We suspect that it may have something to do with the CLEAN algorithm we use

(that is implemented in CASA). The reduction in noise is larger than the change in

flux density of the intermediate sources, and so cannot fully explain the measured
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Table 3.1: The effect of IPFLAG on image parameters. The values of the dirty beam major and minor axes in arcsec, median image noise
σo and σf in mJy/beam, and the number of detected sources No and Nf are listed for each field. We have also listed the percentage of
UV-bins lost and visibility data flagged after IPFLAG.

Source Name Before IPFLAG After IPFLAG

Major axis Minor axis NO σO Major axis Minor axis Nf σf Flagged bins % Flagged points %

3C286 18.4 13.1 374 1.12 18.9 13.0 403 1.01 1.2 2.4

VIRMOSC 23.9 15.9 846 0.55 25.6 15.8 949 0.42 1.7 6.4

J1453+3308 20.2 14.5 862 0.46 18.9 14.1 870 0.38 2.7 15.7

J1158+2621 19.0 15.1 819 0.72 18.9 14.6 844 0.55 3.9 15.5

A2163 28.9 14.3 419 1.30 31.6 15.8 493 1.06 1.5 3.9
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fractional change. At present we do not have an explanation for this effect, but

it may have something to do with the CLEAN bias (Cohen et al. 2007; Condon

et al. 1998) whose impact is largest for the fainter sources. We recall that a sim-

ilar reduction in FCF was observed while comparing our fluxes with that of the

TGSS-ADR (see Figure 3.5).



3.4. EFFICACY OF THE ALGORITHMS 55

101 102 103 104

Original flux (mJy)

−0.2

0.0

0.2

F
ra
ct
io
n
al

ch
an
ge

in
flu

x

Median

(a) 3C286

101 102 103

Original flux (mJy)

−0.5

0.0

0.5

F
ra
ct
io
n
al

ch
an
ge

in
flu

x

Median

(b) VIRMOSC

101 102 103

Original flux (mJy)

−0.50

−0.25

0.00

0.25

F
ra
ct
io
n
al

ch
an
ge

in
flu

x

Median

(c) J1453+3308

101 102 103

Original flux (mJy)

−0.5

0.0

0.5

1.0

F
ra
ct
io
n
al

ch
an
ge

in
flu

x

Median

(d) J1158+2621

101 102 103

Original flux (mJy)

−0.5

0.0

0.5

1.0

F
ra
ct
io
n
al

ch
an
ge

in
flu

x

Median

(e) A2163

Figure 3.6: Plot of fractional change in flux vs. original flux. The solid line
indicates the median value of the fractional change in each of the 3 regimes, i.e.,
7σ < S < 25σ, 25σ < S < 100 mJy, S > 100 mJy. In every case except one (that
of A2163) there is a relative decrease of the flux density of the fainter sources
compared to the brightest sources.
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Figure 3.7: Plot of the RMS noise as a function of radial distance from the pointing
centre. In this and all subsequent plots, the original data is in blue, IPFLAG data
in orange, and AOflagger data in pink (only the trendline). In every case, IPFLAG
results in a consistent reduction in RMS across the field.
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Figure 3.8: Plot of RMS noise as a function of total flux. As with the previous
plot, the results obtained after processing with AOFlagger are indicated only with
a trendline in the interest of clarity. In general, the RMS noise is expected to
go up in the presence of strong sources. We see that IPFLAG again results in a
consistent decrease in RMS noise even in the presence of strong point sources



58 CHAPTER 3. THE IPFLAG ALGORITHMS

1 3 5

RMS noise (mJy/beam)

0

50

100

N
u
m
b
er

of
p
ix
el
s GRIDflag median: 0.97 mJy/beam

(a) 3C286

10.3 0.5 0.7

RMS noise (mJy/beam)

0

25

50

75

N
u
m
b
er

of
p
ix
el
s GRIDflag median: 0.39 mJy/beam

(b) VIRMOSC

10.3 0.5 0.7

RMS noise (mJy/beam)

0

25

50

75

N
u
m
b
er

of
p
ix
el
s GRIDflag median: 0.36 mJy/beam

(c) J1453+3308

10.5 0.7

RMS noise (mJy/beam)

0

25

50

75
N
u
m
b
er

of
p
ix
el
s GRIDflag median: 0.53 mJy/beam

(d) J1158+2621

1 2 30.7 3

RMS noise (mJy/beam)

0

20

40

N
u
m
b
er

of
p
ix
el
s GRIDflag median: 0.99 mJy/beam

(e) A2163

Figure 3.9: Plot of the RMS histogram across the entire field. The peak of the
histogram after processing with IPFLAG has shifted toward lower flux densities
in all cases.



3.4. EFFICACY OF THE ALGORITHMS 59

101 102 103 104

Flux (mJy)

100

101

102

C
ou
nt

(n
>

S
)

(a) 3C286

101 102 103

Flux (mJy)

101

102

103

C
ou
nt

(n
>

S
)

(b) VIRMOSC

101 102 103

Flux (mJy)

101

102

103

C
ou
nt

(n
>

S
)

(c) J1453+3308

101 102 103

Flux (mJy)

101

102

103

C
ou
nt

(n
>

S
)

(d) J1158+2621

101 102 103

Flux (mJy)

101

102

C
ou
nt

(n
>

S
)

(e) A2163

Figure 3.10: Integral source counts from each field for the original data, those pro-
cessed with AOFlagger and those processed with IPFLAG. In every case IPFLAG
results in a larger number of detected sources, down to lower flux densities.
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Table 3.2: Percentage change in the median flux density in the three different
regimes.

Source name 7σ < S < 25σ 25σ < S < 100 mJy S > 100 mJy

J1453+3308 -12 -4 1

J1158+2621 -13 -7 -1

VIRMOSC -4 2 6

3C286 1 1 2

A2163 15 7 6

Image noise as a function of radial distance – In general, the image noise

is known to reduce with radial distance. For this analysis, a 200x200 pixel box

was used to calculate the robust RMS noise at 625 locations across the image.

The plots in Figure 3.7 show both the scatter and trendline for the un-flagged

and IPFLAG data, whereas the AOFlagger data is represented only as a trendline

in the interest of clarity. The plots show that IPFLAG has reduced the noise all

across the image, indicating that systematics had been present all throughout the

field in the original data (and not just at the centre). In some regions of the plot,

the AOFlagger trendline indicates a higher RMS in the AOFlagger image than in

the original. This is because the self-calibration procedure was applied to heavily

flagged data (such as those produced with AOFlagger), and that tends to increase

the RMS as a consequence of poor UV coverage and poor source reconstruction.

RMS as a function of source flux – Figure 3.8 shows the RMS noise plotted

against the cumulative source flux within each of the 625 boxes mentioned previ-

ously. A higher noise level is expected in the presence of strong point sources, due

to a higher level of local artefacts.

Noise histogram – Figure 3.9 shows the histogram of the RMS noise across

the field (using the same 625 boxes as mentioned above). In every case there is a

clear shift in the peak of the histogram toward lower values.

Source counts – A reduction in noise is only validated if a corresponding num-

ber of sources are detected at lower flux levels. This last plot, Figure 3.10 shows

that IPFLAG does indeed pass this criterion by detecting faint sources to the ex-

pected depth. The plot shows the cumulative histogram of the number of sources

detected as a function of flux density, i.e., N(>S) above a level of 7σ. This shows

that the excess sources come from lower flux densities. Certain portions of the
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plot indicate that the curve corresponding to the original data lies above that of

the flagged data, which implies that more sources were detected in the original

image within that bin. This is mostly an artefact of the plotting package which

chose different bin ranges. Additionally, a source might shift into a different bin

on account of a change in it’s flux. The essential point is the extension toward

lower flux densities of the IPFLAG’d data.

Artefacts – Figure 3.11 shows the reduction in artefacts in the field after ap-

plying IPFLAG.

Without GRIDflag

13h32m00s 31m00s 30m00s

30◦45’00”

40’00”

35’00”

30’00”

25’00”

20’00”

With GRIDflag

13h32m00s 31m00s 30m00s

Contour levels: 1, 3, 5... × 0.0055 Jy

Figure 3.11: (a) A comparison of the noise contours in the inner portion of the
3C286 field. The plot on the left shows the image made from the original data, and
the plot on the right shows the image made after the application of the IPFLAG
algorithms. The contour levels are indicated below each plot. All the fields show a
substantial reduction in artefacts and noise peaks with the application of IPFLAG.
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(b) Continued from Figure 3.11. Contours for the VIRMOSC field.
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(c) Continued from Figure 3.11. Contours for the J1453+3308 field.
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(d) Continued from Figure 3.11. Contours for the J1158+2621 field.
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(e) Continued from Figure 3.11. Contours for the A2163 field.
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3.5 Conclusion

The IPFLAG algorithms presented here work well across a variety of different

data sets. In each case, the image noise is substantially reduced after flagging,

thereby increasing the detectability of fainter sources. Although these algorithms

were tested on GMRT data, they can be applied to any interferometric data set

where the UV plane contains a large number of samples.

We are unaware of any other algorithm that approaches RFI flagging in the

manner that GRIDflag does. TCflag is similar to other algorithms such as Rflag,

AOFlagger, TFCrop etc., that operate on the visibility time-channel plane of a

single baseline while they differ in the manner by which they estimate the back-

ground. The combined application of GRIDflag+TCflag, which are components

of a single pipeline IPFLAG outperform the other algorithms. AOFlagger was the

closest in terms of performance, and we recognise that a more experienced user

may be able to obtain better results by optimising it’s many tuneable parameters

to GMRT data.

On the other hand IPFLAG only has six tuneable parameters in all, across

both GRIDflag and TCflag. These values did not require much optimisation, and

the same values were used across all the fields tested. Of the six, four values are

effectively determined by the observation itself i.e., the UV bin size is determined

by the field of view imaged, and the three noise thresholds were set to ‘universal’

default values of 3σ. The width of the UV annuli were decided by distributing

the number of visibility bins roughly equally across each annulus, however the

performance of the algorithms is not strongly tied to the selection of annulus

width. While these values may require some tuning for different frequencies and

interferometers, they should not require tuning for different fields.

On application of IPFLAG our images have consistently reached an image

noise of < 1 mJy/beam with a corresponding increase in source detection; typical

GMRT 150 MHz images only reach a noise of 1.5 - 5 mJy/beam , with excep-

tional effort yielding 0.7 mJy/beam (e.g., Ishwara-Chandra et al. 2010). In 3 of

the 5 images shown in this chapter, we have reached an image noise of 0.38 - 0.55

mJy/beam which are among the most sensitive maps created from a single syn-

thesis observation at a 150 MHz with the GMRT. These are a factor of ≤ 2 above

the theoretical confusion limit at this frequency. Even in the case of 3C286, an

exceptionally bright flux density calibration we have reached 1.0 mJy/beam and

the peak to RMS ratio is in excess of 21,000 which is unprecendented. All this

suggests that IPFLAG works consistently across a variety of data sets, yielding

significant improvements in sensitivity.

Since the flagging is performed in such a way as to conserve UV coverage, the
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gains in sensitivity are not hindered by a corresponding increase in the sidelobes

of the synthesised beam. The efficacy of the algorithm depends on the level of

redundancy in the gridded UV plane - The GMRT has good coverage of the short

spacings (Swarup et al. 1991) at low frequencies, and this coverage is due to get

better with the upgraded GMRT (Gupta et al. 2017). Further, the algorithm also

works at higher frequencies (325 MHz and 610 MHz) but the improvement was

not as substantial. We think that this is because the RFI environment is weaker

at these frequencies. However, for deep imaging projects such as the MIGHTEE

(Jarvis et al. 2017) even such a weak RFI environment can significantly hinder

the sensitivity. These algorithms are expected to work well for such experiments

due to the large redundancy in UV coverage which arises from observing the same

field for several nights.

Finally, these algorithms will not work in the presence of persistent, broad-

band RFI. However, other algorithms exist to mitigate the RFI in these situations

(e.g. Athreya 2009). The issues that remain to be addressed primarily arise from

a non-isoplanatic ionosphere, the antenna primary beam (asymmetry, pointing

jitter etc.) and a wide bandwidth observation. Wide bandwidth observations

can observe a varying source structure across the band due to the spectral index

structure. In addition to this, the noise characteristics of the receiver and sky

can change substantially across the band. Therefore adapting these procedures to

the wide bandwidth case should be the next step. Additionally, using IPFLAG

in conjunction with recipes like SPAM (Intema et al. 2009) should yield further

improvements in image quality.



Chapter 4

Direction dependent error

mitigation

4.1 Introduction

The sky intensity distribution itself is a constant in most cases and the standard

radio astronomy imaging and self-calibration algorithms (e.g. Clark 1980; Corn-

well 2008; Högbom 1974; Pearson & Readhead 1984) implicitly assume the same.

The Direction Dependent Errors (DDEs) mentioned in Chapters 1 and 2, if not

corrected, result in time- and baseline-variability of the sky distribution as seen

by the radio interferometer. By baseline variability we mean that the antenna

temperature contributed by the source varies from antenna to antenna, and hence

to each baseline; i.e. the fringe amplitudes of even a point source would vary from

baseline to baseline and as a function of time. The implicit assumption of time-

invariance by the algorithms result in an improper subtraction of sources, leading

to bad residuals in the visibilities and systematic artefacts across the image and

consequently poor detectability of faint sources.

Ideally, one would want to calibrate out the DDEs to improve the image quality.

Several groups have adopted this “fundamental” approach to tackle the issues of

DDEs (e.g. Bhatnagar et al. 2008; Cotton et al. 2004; Intema et al. 2009; Noordam

2004; Van Weeren et al. 2016) with varying degrees of success. In this chapter

we tackle not the root causes of DDEs but the symptoms, and propose ways of

mitigating their consequences.

The strongest sources contribute most of the artefacts arising from the assump-

tion of the constancy of sky intensity. Our procedures do not correct for DDEs of

any source in the field. Instead we reduce the DDE-induced artefacts contributed

by the strong sources. This results in the improved detection of weaker sources but

without improving the dynamic range on the strongest sources. Furthermore, the

66
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procedures are conceptually simple, computationally efficient and utilise existing

tools.

The visibilities measured by every baseline are given by the measurement equa-

tion (Equation 4.1)

Vpq = Gp

(
∫

Ep(~l)Bpq(~l)E
†
q(
~l)e2πi(upql+vpqm)dldm

)

G†
q (4.1)

where p and q are the antenna indices, G is the complex antenna gain, Epq con-

tains the direction dependent errors, and Bpq is the sky brightness distribution.

The matrix Epq can be modified to accommodate an arbitrary number of DDEs,

including the w-term, polarisation leakage etc. These DDEs cause the apparent

sky brightness distribution to vary as a function of time and direction. Standard

imaging and self-calibration algorithms assume a time-invariant sky and hence use

the time (and usually frequency) averaged flux of the source. This results in two

separate, but related, errors - (a) closure errors during self-calibration and (b)

systematic artefacts in the image plane.

Essentially, a point source of flux-density S should result in a fringe of ampli-

tude S (but different phases) in all baselines. An array with symmetric antenna

primary beams of differing sizes will require a direction-dependent self-calibration,

without which residual visibility fringes (of constant amplitude) will be found

across the array. On the other hand, in the case of an azimuthally asymmet-

ric antenna primary beam and/or a time-dependent antenna pointing error, the

fringe amplitude will differ from S as a function of time, both, across the array

(S ′ = S + δSA(t)), and within a baseline (S ′ = S + δSB(t)). While subtracting a

source of average flux density S, an imaging algorithm will leave behind residual

sources of flux density δSA(t) in the image plane, and residual fringes of amplitude

δSB(t) in the individual baselines. These residual point sources will result in dirty

beam artefacts across the image. The residual baseline fringes will result in closure

errors and incorrect calibration solutions.

In this chapter we describe two algorithms to reduce the residues of strong

sources in the two different regimes, viz. by “snapshot” imaging in the image

plane, and baseline defringing in the time-channel visibility plane.

4.2 Snapshot imaging

From Chapter 2, Section 2.2 the two extant methods to correct for an azimuthally

asymmetric antenna primary beam (or more generally, time varying antenna pri-

mary beam effects) are the A-projection algorithm, or the source peeling method
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with amplitude calibration. We propose here a new approach that measures and

compensates for the variation of the source flux, without correcting the source

structure.

Subtracting out the time-averaged flux of a source results in departures from

Gaussianity in the residual visibilities because of the aforementioned time vari-

ability. Instead, the visibilities in the array will have time-variable residual point

sources embedded in them. We estimated this effect by making a series of “snap-

shot” images using visbilities in 5-10 minute blocks within the several hours of

a full synthesis observation. We measured the flux densities of the brightest 50

sources in these snapshots and investigated their variation with time, radial dis-

tance from the pointing centre, and the antenna parallactic and elevation angles.

The visibilities of all the snapshot images were made from a self-calibrated data

set which used the same sky model.

Two of the sources (J1453+3308 and J1158+2621) in Figures 4.1 and 4.2 were

observed using the GMRT software backend (Roy et al. 2010) along with a point-

ing model that corrected for pointing offsets (Lal 2013). The final two sources

(VIRMOSC and TAUBOO) in Figures 4.3 and 4.4 were observed using the older

hardware correlator prior to the implementation of the pointing correction model.

4.2.1 Flux density variation with time

Figures 4.1 - 4.4 show the variation of source flux densities with time. The flux

density of each snapshot, shown as a scatter plot of grey dots, is represented by its

normalised deviation from the median of the source for the entire observing session.

The blue line is a moving average of the scatter points. These plots illustrate

that subtracting the session averaged flux density of a source still leaves behind

‘uncleaned” components with a sizeable fraction of the original flux density. Some

of the variations could just be due to the problem of estimating the flux densities

using the automated source finding utility (e.g. pyBDSF; Mohan & Rafferty 2015).

The increased dirty beam sidelobes in a snapshot can create spurious structures

around a source. Nevertheless, fluctuations of the order of a few percent for dozens

of sources ranging in flux densities from ∼ 250 mJy to several Jansky can leave

behind residuals of tens of milliJansky. This can seriously impact a campaign

which seeks to generate images with RMS noise at the level of the confusion limit.

Two of our targets were observed prior to the use of the new pointing model.

However, there seems to be no substantial difference in the flux density variation

before and after the implementation of the pointing correction model.
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Figure 4.1: Percentage variation about the median flux density as a function of
time for representative sources at different radial distances from the pointing centre
in the J1453+3308 field. The distance of the source from the pointing centre and
its flux density are listed above the plot.
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Figure 4.2: Percentage variation about the median flux density as a function of
time for representative sources at different radial distances from the pointing centre
in the J1158+2621 field. The distance of the source from the pointing centre and
its flux density are listed above the plot.
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Figure 4.3: Percentage variation about the median flux density as a function of
time for representative sources at different radial distances from the pointing centre
in the VIRMOSC field. The distance of the source from the pointing centre and
its flux density are listed above the plot.
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Figure 4.4: Percentage variation about the median flux density as a function
of time for representative sources at different radial distances from the pointing
centre in the TAUBOO field. The distance of the source from the pointing centre
and its flux density are listed above the plot.



4.2. SNAPSHOT IMAGING 73

4.2.2 Flux density variation with radial distance

Suspecting that the primary beam pattern was the main source of DDE impacting

our data we expected the source variation to increase with radial distance from

the pointing centre. This is because the slope of the beam pattern increases with

radial distance out to the half power point. Figure 4.5 shows that for three of

the four fields tested this is indeed the case, albeit the effect is small. In the

final field (TAUBOO, Figure 4.5d) the slope is negative. While primary beam

effects should in principle cause a radially dependent pattern, ionospheric effects,

which can have a complex pattern across the field of view, can mask it. Variable

calibration errors, due to strong RFI or the ionosphere, can also wash out the

effect due to the primary beam.
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Figure 4.5: A plot of the normalised median absolute deviation (MAD) of flux
densities of the sources within each field as a function of radial distance.
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4.2.3 Flux density variation with parallactic angle

Primary beam azimuthal asymmetries may arise as a result of non-zero eccentricity

in the antenna beam gain, or due to the presence of support structures in the path

of the radiation (e.g. quadrupod holding up the feed).

Alt-azimuth mounted antennas rotate against the sky, as a function of time,

while tracking a source. This results in the antenna beam pattern rotating around

the pointing centre as a function of time. As the telescope tracks the field, an

off-axis point source will trace a circular path around the pointing centre but the

asymmetry of the beam will result in the receiver system detecting a variable

amount of flux density from it.

The parallactic angle is the position angle of some ‘reference’ direction of the

antenna on the sky. The change in the parallactic angle of the antenna will be

the same as the amount of rotation of a source around the pointing centre. A

schematic representation of the locus of a source around an elliptical beam in an

alt-azimuth telescope and its apparent flux density is shown in Figure 4.6. The

parallactic angle χ is obtained from (Perley et al. 1989)

χ = tan−1

(

cos(λ) sin(h)

sin(λ) cos(δ)− cos(λ) sin(δ) cos(h)

)

(4.2)

where, δ is the source declination, λ is the latitude of the telescope, and h is the

hour angle of the source.

Figures 4.8 - 4.11 show the relative variation of source flux as a function of

parallactic angle. The 5 panels in each figure depict sources within successive

annuli of 0.3◦ width from the pointing centre. All the sources in excess of 100

mJy have been shown in the plots. The Y-axis is the percentage flux density

deviation for each source from its median value for the entire observation. The

zero of the parallactic angle corresponds to the hour angle of the target location.

The blue dots represent individual sources while the solid black line is their trend

line obtained by a moving median filter.

Within each field the pattern seems to be broadly the same at all distances from

the pointing centre. Even though the trend line is close to zero, the systematic

shift of all the sources with parallactic angle suggests that the residuals (from

improper subtraction of the source) can considerably increase the noise floor.

The expected variation of flux density with parallactic angle for an elliptical

antenna beam is shown in Figure 4.7. While our observed patterns do indeed show

systematic shifts as a function of parallactic angle we are unable to ascribe it to

an elliptic beam pattern given the lack of similarity between the observed and the

expected pattern.
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Figure 4.6: A schematic representation of the change in observed flux density of
a source in an alt-azimuth telescope with an elliptical beam. The ellipses are
contours of equal antenna beam gain; the dashed line is the locus of the source
around the pointing centre; the arrow represents the direction of rotation of the
antenna; and the directions a-e are the parallactic angles. The plot shows the
change in observed flux density at different parallactic angles.
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Figure 4.7: Representative percentage deviation of flux density from the median
value for sources circling the pointing centre (at the same radius) in an alt-azimuth
telescope with an elliptical antenna beam.
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Figure 4.8: Percentage variation of the flux density about the median value as a
function of parallactic angle for sources within concentric annuli in the J1453+3308
field.
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Figure 4.9: Percentage variation of the flux density about the median value as a
function of parallactic angle for sources within concentric annuli in the J1158+2621
field.
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Figure 4.10: Percentage variation of the flux density about the median value as a
function of parallactic angle for sources within concentric annuli in the VIRMOSC
field.
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Figure 4.11: Percentage variation of the flux density about the median value as a
function of parallactic angle for sources within concentric annuli in the TAUBOO
field.
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4.2.4 Flux density variation with elevation angle

The variation of antenna main lobe gain as a function of antenna elevation angle

are usually called the“gain-elevation curves” (e.g., Greve et al. 1998). At lower

elevations gravitational deformation can change the antenna structure and hence

the gain. Figures 4.12 – 4.15 show the observed relative flux variation as a function

of elevation angle. As for parallactic angle, the sources are separated into annuli

of width 0.3◦; the blue points are the deviation of flux densities from the median

values of individual sources in each snapshot; the solid black line is the trend line

obtained from a moving median filter of width 10◦.

4.2.5 Variable ionosphere

In addition to an asymmetric and variable primary beam gain, a time-variable non-

isoplanatic ionosphere causes a different class of errors in the image plane. The

ionosphere acts as a phase screen on the incoming radiation, and a differential

change in the density of the ionosphere across the field of view can cause two

different apparent errors - (a) an apparent shift in the position of the source and

(b) a distortion of the source structure. The former error occurs when there is a

linear gradient in the ionospheric phase screen across the array along a particular

line of sight. However if there is a non-linear change in the ionospheric phase

across the array, this can cause distortions in the apparent source structure. In

such a situation, a time-average image will cause the source to appear ‘smeared

out’.

Figures 4.16 – 4.19 show the histogram of the angular separation between the

position measured in a snapshot and the mean position (measured from the time-

averaged visibilities) for the same sources plotted in Figures 4.1 – 4.4. The median

positional offset is typically smaller than 1 pixel (pixel size = 4.5′′ for all images),

and much smaller than the beam size (= 22′′). Even such small offsets can result

in incorrect source subtraction and residuals sufficient to hinder the quality of

the image we seek. These residuals can be taken care of in each baseline, or

alternatively, the imaging process has to be modified to include an ionospheric

correction (e.g., Intema et al. 2009).
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Figure 4.12: Percentage variation of the flux density about the median value as a
function of elevation angle for sources within concentric annuli in the J1453+3308
field.
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Figure 4.13: Percentage variation of the flux density about the median value as a
function of elevation angle for sources within concentric annuli in the J1158+2621
field.
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Figure 4.14: Percentage variation of the flux density about the median value as a
function of elevation angle for sources within concentric annuli in the VIRMOSC
field.
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Figure 4.15: Percentage variation of the flux density about the median value as a
function of elevation angle for sources within concentric annuli in the TAUBOO
field.
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Figure 4.16: Histogram of the source position jitter for representative sources
between 0.5◦ and 2.5◦ away from the pointing centre in the J1453+3308 field.



86 CHAPTER 4. DIRECTION DEPENDENT ERROR MITIGATION

0.0 0.5 1.0 1.5 2.0 2.5
Angular distance (arcsec)

0

2

4

6

8

10

12

C
ou
nt

0.62 deg from pointing centre

0.5 1.0 1.5 2.0
Angular distance (arcsec)

0

5

10

15

20

C
ou
nt

1.16 deg from pointing centre

0.0 0.5 1.0 1.5 2.0 2.5
Angular distance (arcsec)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

C
ou
nt

1.51 deg from pointing centre

0 2 4 6
Angular distance (arcsec)

0

5

10

15

20

C
ou
nt

2.27 deg from pointing centre

0 1 2 3 4 5 6
Angular distance (arcsec)

0

2

4

6

8

10

12

C
ou
nt

3.06 deg from pointing centre

Figure 4.17: Histogram of the source position jitter for representative sources
between 0.5◦ and 2.5◦ away from the pointing centre in the J1158+2621 field.
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Figure 4.18: Histogram of the source position jitter for representative sources
between 0.5◦ and 2.5◦ away from the pointing centre in the VIRMOSC field.
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Figure 4.19: Histogram of the source position jitter for representative sources
between 0.5◦ and 2.5◦ away from the pointing centre in the TAUBOO field.
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4.2.6 Subtracting residual source flux variation

The previous subsections have shown that the observed source flux densities vary

as a function of time, parallactic angle, elevation angle and ionosphere. Though we

are unable to model the variation in terms of specific causative factors or processes,

we started this exercise with the intention of mitigating the consequences without

regard to the causes. Even if we were in a position to identify and model the

causes with some degree of accuracy we may still not be able to eliminate them in

the absence of other information — like accurate antenna beam patterns, a good

ionospheric model, etc. Therefore, we provide a prescription for mitigating the

consequences in order to improve the detectability of fainter sources.

Snapshot images are made using the residual (source subtracted) visibilities,

to estimate the residual flux at the locations of the brightest 50 sources. The

procedure is as follows:

1. Make an image using the entire (amplitude) calibrated data, and subtract

this model from the visibilities to create the residual visibilities.

2. Identify a set of 25-100 of the brightest sources in the field

3. Make 5-10 min snapshot images from the residual visibilities and CLEAN

strictly within small boxes at the locations of the bright source set.

4. Subtract the snapshot model from the original visibilities but only within

the corresponding time range i.e., the same time range used to create the

snapshot image. The standard CASA task ’uvsub’ subtracts every compo-

nent from the entire visibility data. Therefore, we developed a CASA task

which subtracts the components only from visibilities within the appropriate

time range.

5. Add back the original, time-averaged model to the ‘corrected’ residual visi-

bilities to obtain the error-mitigated visibilities.

This method is essentially sampling the measurement equation

VR = Gp

(
∫

φpApB
R

pqA
†
qφ

†
qe

−2πi(upql+vpqm)dldm

)

G†
q (4.3)

every 5 minutes; where VR are the residual visibilities, A is the antenna primary

beam Jones matrix, φ is the ionospheric phase Jones matrix, and B
R
is the residual

observed brightness distribution, which includes any other DDEs that may be

present. The lm dependence is implied.
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4.3 Baseline based defringing

The Snapshot source subtraction method described in the previous section sub-

tracts from a residual source which is present in all the residual visibilities. Implicit

in the snapshot imaging procedure is the assumption that within the snapshot in-

terval every baseline sees an identical sky. As we have discussed earlier, this is not

valid in many situations (a non-isoplanatic ionosphere, time dependent antenna

pointing errors, etc.). This will result in the same source being seen at differ-

ent levels of flux density by different baselines, even after the application of the

Snapshot procedure. These errors will appear as fringes in the residual baseline

visibilities. Some examples of these residual source fringes may be seen in Figure

4.20. These baseline-based errors will contribute toward the closure errors during

self-calibration, and result in systematic artefacts in the image plane.

We propose here a method to mitigate these baseline-based errors, and in doing

so simultaneously mitigate the errors due to a non-isoplanatic ionosphere as well

as with an asymmetric antenna primary beam.

• Calculate the visibility fringe pattern corresponding to residual point sources

at the location of the brightest sources and for a particular baseline-time-

frequency.

• Fit for these model fringe patterns in the residual visibilities of each baseline-

time-frequency while keeping the flux density and the phase offsets of the

sources as free parameters. The phase offsets correspond to assuming that

the residual sources are very close to but not necessarily exactly at the

position of the cleaned bright sources.

• The fit is attempted within a time window of 5 minutes for sufficient signal-

to-noise.

• The fit is discarded if it does not have a sufficiently large amplitude — more

than 50 times the image noise — to avoid subtraction of any faint source

structure. This is also ensured by limiting the model to the close vicinity of

only a few of the strongest sources in the field.

• Subtract the fit from the residual visibility.

A source fringe will typically be a sinusoid with amplitude A, angular frequency

ω and initial phase φ. It can be decomposed into the sum of a sine and cosine,

with amplitudes a and b.

A sin(ωt+ φ) = a sin(ωt) + b cos(ωt) (4.4)
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The fit is then performed for the parameters a and b, which are related to the

amplitude A and initial phase φ as

A =
√
a2 + b2 (4.5)

φ = arctan

(

b

a

)

(4.6)

We used a linear least squares linear solver to fit for the values of a and b, and

hence calculate the original amplitude and initial phase.

All the off-axis sources will exhibit an apparent flux variation, and will have

associated systematic fringes in the residual baselines. However, the fringes of

the fainter sources are usually well below the noise in the baseline visibilities. In

practice, most of the residual fringes which impact the image quality are typically

due to the brightest handful of sources. When we first addressed this problem we

subtracted only the strongest source, which did not result in much improvement.

Subsequently we tried to simultaneously fit model fringes of up to 20 sources,

which also did not work because of the complex pattern of the combination of

fringes, and the increase in the number of degrees of freedom. In our experience

the fringes associated with the brightest 3-5 sources results in an improvement

of about 20-30% in RMS noise in the vicinity of the strongest sources, and an

improvement of a few percent elsewhere.

The standard GMRT integration time of 16.8s yields 18 time points in a 5

minute window. Each fit has 2 degrees of freedom, and therefore fitting for 5

sources results in 10 degrees of freedom over 18 data points, which is not ideal

for noisy data. One will either have to use shorter integration times or reduce

the number of sources in the model. One could consider fitting multiple spectral

channels simultaneously with the same model. This did not work well in practice;

perhaps it requires appropriate modelling of the spectral index due to the source

and the frequency-dependent primary beam size.

Figures 4.20–4.22 show the residual and the fitted model fringes in the baseline

time-channel plane. One can clearly see the correspondence between the structures

in the two, even by eye. The quality and the nature of the fits may also be

evaluated from the single channel fits in Figure 4.23 (good fits) and in Figure

4.24 (bad fits). In most cases, a poor fit usually comes with a small fit amplitude

that gets rejected by our amplitude selection criterion. However, in a handful

of cases the model fit, though poor, was subtracted because the amplitude was

large. While we have not evaluated the impact of these cases we believe that their

deleterious impact is minimal. This is because our model fits are independent from
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channel-to-channel and baseline-to-baseline. Therefore, the probability of such a

situation coherently introducing an artificial source, or erasing a real source, is

vanishingly small. At worst we expect it to marginally increase the image noise.
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(a)

(b)

(c)

Figure 4.20: Plot of the residual fringe in the time-channel plane of a baseline,
and the fitted model. The colour indicates the amplitude of the real component
of the visibilities.
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(a)

(b)

(c)

Figure 4.21: Residual fringe in the time-channel plane of a baseline, and the fitted
model. The colour indicates the amplitude of the real component of the visibilities.
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(a)

(b)

(c)

Figure 4.22: Residual fringe in the time-channel plane of a baseline, and the fitted
model. The colour indicates the amplitude of the real component of the visibilities.
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4.4 Discussion

The efficacy of the two algorithms described in this chapter can be seen in the

reduction of artefacts around sources shown in Figure 4.25. However, in some

cases the improvements are marginal (e.g. bottom panels in Figure 4.26) as the

artefacts around the source are “frozen-in” to the self-calibration model. This is

an unwanted side-effect of the CLEAN algorithm (e.g., Högbom 1974). Briefly,

CLEAN is an iterative deconvolution algorithm that identifies the largest peak in

the residual image and subtracts a fraction of the peak along with the associated

dirty beam pattern. During this process, if the systematics around a strong source

are large enough they will register as legitimate sources during deconvolution and

will then be added to the clean image. This freezes the systematic errors into

the visibilities as they will be considered as legitimate structure during the self-

calibration process. One solution to this issue is to define a box within which

CLEAN operates, that includes the legitimate source but excludes the artefacts

around it. While this is feasible for a handful of sources, at lower frequencies the

number of bright sources with noticeable artefacts around them grow too large to

be handled manually. Identification and boxing of bright sources will have to be

handled in an automated manner using source detection algorithms like pyBDSF

(Mohan & Rafferty 2015). The box so defined is in general significantly larger

than the source itself, and is usually large enough to include at least some of the

surrounding artefacts.

We attempted to solve the direction-dependent errors by tackling them in the

time domain. This works because the net effect of the DDEs is to induce an

apparent time-dependent variation of source flux densities. Since CLEAN and its

variants assume a time-invariant sky, this causes errors during imaging and self-

calibration. We reduced the requirement of time invariance from the entire span of

the observations to just 5-10 minute intervals. The other methods commonly used

to correct for DDEs attempt to modify the imaging algorithm itself, by making

the algorithm “smarter” and able to track the apparent variability in either the

visibility amplitude, phase, or both for a particular source in the sky by providing

additional information in the form of the beam shape, or the ionospheric phase

variability across the field etc. These other algorithms are conceptually quite

complex, and computationally intensive.

It must be emphasised that our procedures do not improve the dynamic range

of the bright sources at all. Nor do they undo the damage to the structure of

faint sources caused by DDEs. What they do achieve, without much increase in

computation or algorithmic complexity, is the reduction of systematic patterns

in the image caused by improper subtraction of the bright sources. This should
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further improve the calibration solutions and hence image quality. We suggest

that this is a very useful intermediate step while telescopes await improved and

robust versions of algorithms which will target the root causes of DDEs.
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Figure 4.23: Good fits of the model fringe (orange line) to the observed data (blue
line) from a single baseline-channel.
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Figure 4.24: Poor fits of the model fringe (orange line) to the observed data (blue
line) from a single baseline-channel.
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Figure 4.25: Examples of improvement to source structure after the DDE mitiga-
tion algorithms were applied.
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Figure 4.26: Examples of improvement to source structure after the DDE mitiga-
tion algorithms were applied.



Chapter 5

Evolution of spectral index in

restarting AGN

5.1 Introduction

Active galactic nuclei (AGNs) are regions at the core of galaxies that have a much

higher than average luminosity across large parts of the electromagnetic spectrum

(Osterbrock 1991). AGNs are classified as ‘radio-loud’ or ‘radio-quiet’ depending

on their luminosity at radio wavelengths. Often, the energy generated in the

central regions of the AGN is transported far outside the host galaxy and radiated

in the form of radio waves from extended lobes of synchrotron plsama. In this

chapter we present a study of radio-loud AGNs which show multiple epochs of

activity.

Around 20% of all AGNs are radio loud, meaning that they have a radio (5

GHz) to optical (B-band) flux ratio greater than 10 (Kellermann et al. 1989).

Radio loud AGNs are typically described by the Fanaroff-Riley classification (Fa-

naroff & Riley 1974), in which they are either ‘Type I’ (FR I) or ‘Type II’ (FR II).

This classification differentiates the radio source on the basis of their luminosity

— FR I radio sources occur with luminosity L < 2 × 1025 W Hz−1 sr−1 (at 178

MHz) while FR II sources are more luminous than this. FR I sources typically

reduce in brightness as a function of distance from the core, whereas FR II sources

have an ‘edge brightened’ morphology in which the brightness toward the edge of

the radio lobes is comparable to or larger than that of the core.

The differences in luminosity and morphology of these two sources seem to be

a consequence of the amount of energy and the efficiency of its transport from

the core to the lobes. FR I galaxies, which have a lower luminosity, have jets

that decelerate while traversing the galactic medium. The jets are initially rela-

tivistic (Biretta et al. 1995), and the entrainment of the galactic medium across

101
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the turbulent interface of the jet leads to the deceleration of the jet to subsonic

speeds (Laing & Bridle 2002). On the other hand the jets of FR II type sources

remain supersonic until they terminate at the lobes (Wardle & Aaron 1997). The

termination location of these jets are often referred to as ‘hotspots’, since they

are associated with a much higher luminosity than the rest of the lobe. Hotspots

are the site of active energisation in a radio lobe and hence have a flatter spec-

tral index (Blundell et al. 1999). The hotspots are usually present at the edge

of the lobe, and represent the site at which the shock that defines the outer edge

of the lobe is forming (Miley 1980). Thus the FR II type sources have two well

defined radio lobes that are (usually) terminated by the hotspot, and the lobes are

connected to the core via the radio jet. Such sources are also known as ‘classical

doubles’. To summarise, FR I sources have (a) lower luminosity, (b) subsonic jets

and (c) no well defined lobe structure whereas FR II sources have (a) a larger

overall luminosity, (b) supersonic jets to several hundred kiloparsecs (or even a

few megaparsecs in some instances) and (c) well defined lobes with hotspots.

There is evidence that radio-loud AGNs go through phases of quiescence, and

exhibit multiple epochs of activity. Some studies indicate that long-lived AGNs

are the exception, rather than the rule (Franceschini et al. 1998). Therefore if

most radio-loud AGNs exhibit some form of restarting behaviour, where they

periodically cycle through active and quiescent phases, one must observe a sample

of AGNs that are currently in their restarting phase. For example, there is some

evidence that Hercules A has gone through several epochs of activity (Gizani et al.

2005; Gizani & Leahy 2003).

We are interested in the class of restarting AGN that show two clear epochs

of activity known as ‘double double radio galaxies’ (DDRGs) since they show two

clear pairs of double-lobes that are morphologically similar to FR II sources. The

outer pair of lobes are from the initial epoch of jet activity and are no longer being

actively energised by the radio jets, whereas the inner lobes are formed in the newer

epoch of activity (Schoenmakers et al. 2000). During the initial phase of activity,

the radio jet impacts upon the inter-galactic medium (IGM) and the momentum

transport is balanced by the ram pressure of the IGM. This leads to the formation

of a shock, since the jet is supersonic, and once the jet has passed through this

shock it inflates a cocoon of low density, high pressure gas that protects the jet

flow from turbulence (Blandford & Rees 1974). In the case of a DDRG the outer

lobes are no longer being energised by the jets and therefore the hotspot and the

shock will dissipate once the jet has turned off. If the jet is turned off at time t0

at the core, the lobe will continue to be energised until time t1 which is the jet

travel time between the core and the hotspot. After time t1 the lobe will no longer

evolve as an FR II source, but rather as a ‘dead’ radio source (Brocksopp et al.
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2010). Once the jets are restarted, it is observed that in almost all cases the inner

jets also show an edge-brightened morphology. Before discussing the evolution

of these dead lobes, which is the focus of this chapter, we will first discuss the

possible scenarios that can cause the restarting behaviour in the AGN.

5.1.1 Quenching of the radio jet

In most of the observed DDRGs there exists a relatively high degree of symmetry

of the inner (newer) lobes, regardless of the degree of symmetry of the outer lobes.

The fact that both pairs of lobes are on either side of the core, as well as the

degree of symmetry in the inner core points toward processes at the nucleus of

the radio source that trigger the formation of DDRGs (Schoenmakers et al. 2000).

We summarise here the three scenarious outlined in Schoenmakers et al. (2000) to

explain the quenching of the radio jet -

1. A change in the jet axis - If the jet axis abruptly changes, then the out-

flow will again impact on the IGM and start forming lobes with an edge-

brightened morphology. This is not particularly likely in the case of DDRGs

since most DDRGs have a very good alignment (< 30◦) between the axes

of the outer and inner lobes. However this is a possible scenario to explain

X-shaped radio sources (Capetti et al. 2002; Lal & Rao 2006).

2. Backflow instability - When the head of the jet starts to slow down from

supersonic to subsonic speeds, instabilities are created in the backflow of the

lobe. If the instabilities are strong enough they can eventually pinch off the

jet channel, cutting off the lobe from the jet flow. Subsequently this will

give rise to a new shock front which may lead to a lobe- and hostspot-like

structure. While this adequately explains the alignment between the inner

and outer lobes, it does not explain the symmetry of the inner lobes. In

this model for the inner lobes to be symmetric the pinching off of the outer

lobes must happen at similar times on either side of the core. This is very

unlikely, since the medium through which each jet is propogating is different

and therefore the properties of the instabilities will also be different.

3. Jet interruption - The jet power of FR II sources is not constant, and varies

as a function of time. If the jet is completely quenched, the jet channel

will collapse since there is no more active material to balance the pressure

against the external medium. In such a scenario if the jets are to restart,

they will again impact against some external medium and consequently lead

to the formation of shock fronts and hotspots (i.e., FR II characteristics).
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Simulations indicate that the lobe is overpressured compared to the surround-

ing medium (Reynolds et al. 2002), but the jet material is less dense than the

surrounding medium. Therefore once the jet is switched off (accompanied by a

possible collapse of the jet channel itself), the lobe will expand until pressure

is equalised and subequently will enter a ‘bouyant’ phase where the lobe mate-

rial will continue to move away from the core, while carrying with it entrained

material from the surrounding medium. These simulations indicate that the sur-

rounding IGM (which is relatively denser than the dead lobe) will re-occupy the

regions between the core and the lobe, particularly since the lobe will tend to

move away from the core. This scenario seems to be the only likely scenario that

can explain the edge-brightened morphology in the restarting jets. If the jets were

instead propagating into the rarer lobe plasma, Schoenmakers et al. (2000) sug-

gest that the appearance of an edge-brightened morphology is instead due to the

re-energisation of old lobe plasma.

5.1.2 Restarting the radio jet

The mechanism of the restarting jet is still poorly understood. The radio jet

itself is thought to arise from the accretion disk surrounding the central black

hole in a galaxy (Blandford & Payne 1982; Chakrabarti & Bhaskaran 1992). In

these models, the jet collimation is provided by the angular momentum ‘outflow’

from the accretion disk, and is accompanied by a correponding loss of angular

momentum of the disk itself. From the previous section, various possibilities are

put forward to explain the quenching of the radio jets. Assuming that the radio

jet is quenched by some physical process, Kaiser et al. (2000) propose that one

particular scenario for the restarting of the radio jet is the infall of a large amount

of matter onto to the central black hole. Under the assumption that the angular

momentum of the radio jet determines the jet axis, such an infall can significantly

alter the angular momentum and therefore there is no reason to expect the axis

of the new jet to be aligned with the old. A situation where the new jets are

highly misaligned from the old jets could result in the formation of the ‘X-shaped’

radio sources (e.g., Dennett-Thorpe et al. 2002; Lal & Rao 2006). These sources

are known to have jet powers that are close to the FR I-FR II cutoff (i.e., 5 ×
1025 W Hz−1sr−1), which is similar to the powers of most known DDRGs (Saikia

& Jamrozy 2009). While this is indicative, it is in no way conclusive that the two

processes are related.
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5.1.3 Time scales of quiescence

There are two methods used to estimate the age of the inner and outer lobes of

the DDRGs and subsequently estimate the timescale of quiescence. The ages can

be estimated in the following ways:

1. Dynamical age - This is the age of the source, assuming the expansion

speed of the radio hotspots and given the linear size of the source. The

linear size is straightforward to estimate from the measured angular size

of the source, but the expansion speed of the hotspots is an assumption.

Typical speeds of expansion are usually of the order of a few percent of the

speed of light (e.g., Scheuer 1995).

2. Spectral age - The spectral age measures the time since the last injection

of energy into a particular location. In a classical double FR II source, the

hotspot location in the lobe is assumed to be the site at which energy is

dumped into the surroundings. The spectral age is determined by fitting the

log ν− log S curve, and determining the ‘break frequency’ which determines

the age of the source. There have been critiques of this method, questioning

the accuracy of the resulting ages (Blundell & Rawlings 2001), but it still

remains one of the most popular ways to estimate the age of the source.

From the estimates of the age of the outer and inner lobes, constraints can be

put on the period of quiescence. However the spectral and dynamical ages do not

always agree, and can differ by up to a factor of two or more (Machalski et al.

2009). This could be due to re-acceleration of the radiating electrons which results

in a smaller measured value of the spectral age as compared to the dynamical age.

5.2 Evolution of the spectral index structure of

dying radio lobes

We investigated the evolution of the spectral index structure in the outer lobes

of DDRGs. The outer lobes are over-pressured, adiabatically expanding plasma

that are no longer being injected with energy from the radio jet. The radiative

lifetime of such plasma is thought to be of the order of 106 − 107 yr (Blundell

& Rawlings 2000) which means that in the absence of other physical effects the

radio lobes will fade in a few tens of Myr. However this is contradicted by the

measured spectral ages of sources which can be of the order of a few 100 Myr.

Blundell & Rawlings (2000) suggests that this issue can be resolved by considering

either (a) A lobe magnetic field that is substantially lower than equipartition, or
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(b) Turbulent mixing of the lobe plasma, such that electrons of different ages and

from different regions of the lobe mix.

The evolution of the spectral index structure of a lobe undergoing adiabatic

expansion (and possibly turbulent mixing) is not well understood. One expects

that after the radio jets are switched off and the last energised electrons cross the

terminating shock of the jet, that the hotspot will quickly dissipate. This is in

general expected, since the highest energy electrons radiate away the most energy.

The spectral index structure for a classical FR II type galaxy varies smoothly, with

the flattest spectra found at and around the hotspot and the spectrum steadily

steepening as one moves away from it. The question then is how long would

the spectral index structure still indicate the location of the hotspot?

If the spectral index still has a definite structure with respect to the location of the

old hotspot (i.e., the ‘warmspot’) this gives us some indication as to the level of

mixing that happens within the lobe. A combination of the preferential radiation

from high energy particles, the adiabatic expansion and the turbulent mixing will

eventually result in a homogenisation of the spectral index structure of the entire

lobe. Therefore studying the evolution of the spectral index structure as a function

of time can provide insight into the timescales of these phenomena.

We were hoping to apply the wisdom from this study to other systems like

radio halos which have no discernible hotspots nor any other obvious sources

of energisation, but nevertheless have to have been subjected to some process of

particle reacceleration. We expected to generate high quality spectral index images

using the improved imaging techinques described in the previous chapters, but

our images showed no systematic trend in spectral index away from the putative

hotspots.

5.2.1 Sample of double-double radio galaxies

There are about 100 DDRG candidates known at present (Nandi & Saikia 2012),

of which some 50 have been confirmed to exhibit restarting activity; the remain-

ing require additional higher resolution images for confirmation. A study of the

evolution of the spectral index structure of the dead outer lobes require that the

lobe must be many times larger (in angular size) than the synthesised beam size.

Therefore we selected DDRGs whose radio lobes were known to be at least twice

as wide as the GMRT 150 MHz synthesised beam. The lengths of the lobes were

typically much larger than this. The sample was also selected such that the galax-

ies are at different stages of evolution after the initial jet was switched off. The

selected sample of 9 DDRGs were observed at 3 frequencies using the GMRT: 150,

325, and 610 MHz bands with either 16 MHz or 32 MHz bandwidth. The 610 MHz
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and 325 MHz data were obtained from the GMRT online archive (except for one

DDRG, 3C293, for which no 325 MHz data existed). The 150 MHz observations

(and of 3C293 at 325 MHz) were obtained through the standard call for telescope

proposal process.

Some of the galaxies did have existing observations at 150 MHz but the data

had been observed using the ‘standard’ 16s integration time of the GMRT. Effec-

tive excision of the strong RFI at 150 MHz (e.g Athreya 2009), essential for making

high quality images, requires much shorter integrations. Therefore, we observed

all the targets at 150 MHz using 2s integration (which is the lowest ‘standard’ in-

tegration at the GMRT). Telescope time was granted to us in Cycle 27 (proposal

code: 27 063) and Cycle 29 (29 062). Table 5.1 summarises some of the source

properties, such as the redshift and source size (linear and angular).

Of the 9 DDRGs observed for our sample, 3C452 turned out to be a classical

double (FR II) type source, rather than a DDRG. The images of Sirothia & Wiita

(2013) had shown a pair of very steep spectrum relic lobes straddling the active

lobes. After this source had been observed by us the work of other investigators

(Harwood et al. 2016; van Haarlem et al. 2013) showed no evidence of a relic radio

lobe. Our image at 150 MHz of 3C452 also show no signs of any relic emission

outside the FR II lobes. Our image of 3C452 is shown in Figure 5.1.

Figure 5.1: Image of 3C452, observed with the GMRT at 150 MHz as part of the
sample selected for this thesis. There is no evidence of any diffuse, relic emission
beyong the lobes of the galaxy.
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Table 5.1: The list of DDRGs observed, with their associated redshifts, measured angular sizes and derived linear sizes. The linear sizes
were derived assuming a cosmology of H0 = 71.9 km s−1Mpc−1, ΩM = 0.26 and ΩΛ = 0.74. The redshifts were obtained from Saikia &
Jamrozy (2009) except where noted. The angular sizes reported here were measured from the 150 MHz maps of each source. The angular
sizes were measured by drawing a straight line between the edges of the outer lobes.
(1) Redshift obtained from Sirothia & Wiita (2013)
(2) Redshift obtained from Bagchi et al. (2014)

Source Name Redshift Angular size Linear size Position

(arcsec) (Mpc) Right Ascension Declination

J0041+3224 0.45 216 1.218 00h41m46.1627s +32d24m52.1724s

J0116-4722 0.1461 680 1.701 01h16m25.005201s -47d22m39.96212s

J1158+2621 0.1121 290 0.579 11h58m20.1019s +26d21m11.98s

3C293 0.045 230 0.198 13h52m17.8s +31d26m46s

J1453+3308 0.076 383 1.463 14h53m02.8595s +33d08m41.2449s

J1548-3216 0.1082 517 0.998 15h48m58.0302s -32d16m57.3793s

J1835+6204 0.5194 275 1.688 18h35m10.8682s +62d04m09.0107s

3C452(1) 0.0811 270 0.416 22h43m32.808s 39d25m27.56s

J2345-0449(2) 0.0755 1141 1.595 23h45m32.0062s -04d49m58.9597s
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We present below a brief description of each of the other 8 sources, with notes on

their morphology and other salient features.

J0041+3224 – This is a DDRG at a redshift of 0.45, and a linear size of ∼
1.2 Mpc oriented in the NW-SE direction. Both the inner and outer lobes are

remarkably collimated and do not show much backflow at any of the observed

frequencies. In addition to this neither the core nor the jets are visible. The lobes

of the DDRG show a substantial degree of asymmetry - the distance between the

outer and inner southern lobes is ∼ 1′ while the distance between the outer and

inner northern lobes is ∼ 1.5′. The 150 MHz image is shown in Figure 5.2.

0h41m30.00s40.00s50.00s42m00.00s

Right Ascension (J2000)

+32◦22′00.0′′

24′00.0′′

26′00.0′′

28′00.0′′

D
ec
lin

at
io
n
(J
20
00
)

0.0

0.1

0.2

0.3

0.4

J
y
/b

ea
m

Figure 5.2: Stokes I image of J0041+3224 at 150 MHz. The resolution of the
image is 20′′ × 20′′. Contour levels are [-5, -3, 3, 5 ...] × σ where σ is the local
RMS.

J0116-4722 – This is a giant radio source with a very large linear size (∼ 1.7

Mpc), at a redshift of 0.146. The southern inner lobe is very bright (S ≃ 1 Jy at

150 MHz) and the northern inner lobe is not visible at 150 MHz. The northern

inner lobes gets progressively brighter as the frequency of observation increases.
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Particularly, it could mean that the turnover frequency for the synchrotron spec-

trum lies between 325 MHz and 150 MHz. The outer lobes are large and diffuse

with no obvious hotspot in either lobe, although the possible location of the old

hotspot could be inferred from the observed flux density distribution. This im-

age was created from the re-analysis of the TGSS archival observations (Intema

et al. 2017) rather than the full synthesis observation granted during Cycle 29

of the GMRT. This is because the data acquired from our observation suffered

from severe ionospheric scintillation, and calibration was almost impossible. The

calibrated image quality was significantly worse than the TGSS snapshot image,

and therefore we opted to continue analysis on the TGSS image. Figure 5.3 shows

the 150 MHz map of the source.
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Figure 5.3: Stokes I image of J0116-4722 at 150 MHz. The resolution of the image
is 20′′ × 20′′. This image is made from the TGSS archival observations.

J1158+2621 – This source is at a redshift of 0.1121, and is among the smaller

sources in the sample with a linear size of ∼ 580 kpc. It is a bright source, with a

total flux density of ∼ 6.8 Jy at 150 MHz. Like most of the sources in this sample,
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it is oriented in the NW-SE direction. The inner double is visible at all observed

frequencies, and are well aligned with the outer double. Figure 5.4 shows the 150

MHz Stokes I map of the source.
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Figure 5.4: Stokes I image of J1158+2621 at 150 MHz. The resolution of the
image is 20′′ × 20′′. Contour levels are [-5, -3, 3, 5 ...] × σ where σ is the local
RMS.

3C293 – This is a very bright source (S ≃ 15 Jy at 150 MHz) where the inner

lobes and the core are not separable at any of the observed frequencies (i.e., 150,

325 and 610 MHz). We refer here to both the inner lobes and the core as simply

the core. The outer lobes are significantly fainter (S ≃ 4Jy) at 150 MHz, and

have a steeper spectral index than the core, and the lobes quickly fade at higher

frequencies. Even at 325 MHz the artefacts close to the core are strong enough to

completely wash out any structure from the relic emission. The lobes are almost

completely invisible at 610 MHz. Therefore we have excluded this source from any

further analysis since (a) The spectral index maps will be highly contaminated by

systematic errors associated with the very bright core and (b) Reliable spectral
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index maps cannot be obtained between 150 MHz and 325 MHz.

Figure 5.5: Stokes I image of 3C293 at 150 MHz. The outer lobes of this source are
significantly fainter than the core. The inner lobes and core are both unresolved
at all the observed frequencies.

J1453+3308 – A giant radio source at a redshift of 0.076, with a total linear size

of ∼ 1.46 Mpc. The radio core is not visible at any of the observed frequencies.

The inner lobes are slightly misaligned from the outer lobes, although only to

within a few degrees. There is no clear evidence of a hotspot in either of the outer

lobes.

J1548-3216 – This is a giant radio source of linear size ∼ 1 Mpc at a redshift

of 0.108. The inner doubles are resolved at all observed frequencies, although

the core is not detected at any. Although the inner and outer lobes seem to be

aligned, the terminal point of the inner and outer SW lobe are offset by a few

degrees. The SW lobe shows an interesting morphology with a continuous flux

density distribution that is bent between the inner and outer lobes. The possible

explanations for this need to be further investigated. Figure 5.7 shows the source

at 150 MHz.
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Figure 5.6: Stokes I image of J1453+3308 at 150 MHz. The resolution of the
image is 20′′ × 20′′

J1835+6204 – One of the largest sources in the sample, with a linear size of

∼ 1.7 Mpc, at a redshift of 0.5194. The inner and outer doubles of this source are

highly collimated, with no measureable offset in the alignment. The radio core is

not detected at any of the observed frequencies. At a 150 MHz, the southern inner

and outer lobes are interestingly of comparable flux density, although the inner

and outer northern lobes differ by almost a factor of 2. This trend continues to

higher frequencies, although at 610 MHz the southern inner lobe is brighter than

the correponding outer lobe.

J2345-0449 – The only radio source in our sample where the host galaxy is a

spiral (Bagchi et al. 2014). For reasons that are not yet understood, the quality of

the final image was very poor. While the fluxes of the point sources were accurate,

most of the diffuse emission appeared to have been lost. At 150 MHz the outer

lobes have a combined flux of ∼ 0.45 Jy. However at higher frequencies, the strong

point sources in the vicinity of the DDRG showed very large systematic artefacts

(most likely due to an active ionosphere) and while calibrating those artefacts (us-

ing the SPAM package, described in the next section) most of the diffuse emission

was lost. Therefore this was also excluded from any further analysis.
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Figure 5.7: Stokes I image of J1548-3216 at 150 MHz. The resolution of the image
is 40′′×24′′, since a large fraction of the UV coverage was lost during imaging and
self-calibration.

5.2.2 Image Processing

The data at 150 MHz were acquired during GMRT cycles 27 and 29 (observing

code: 27 063, 29 062), with one target (3C293) also observed at 325 MHz. These

data were recorded with an integration time of 2s, and a bandwidth of 16 MHz

using the software correlator of the GMRT (Roy et al. 2010). The archival data

were recorded with an integration time of 16s, and a bandwidth of either 16

MHz or 32 MHz. Both the new observations as well as the archival data were

stored in the LTA format used at the GMRT observatory. All the target sources

were put through a similar data analysis process, with the initial bandpass and

phase calibration done through AIPS (Greisen 2003), and the imaging and self-

calibration done through CASA (McMullin et al. 2007). There were however small

differences in the processing procedure for different sources, such as the solution

intervals for self-calibration, the number of iterations used for imaging etc.

The general analysis procedure used is described below:

1. After converting the LTA file to a FITS file, the RfiX algorithm (Athreya

2009) was run on the un-calibrated flux calibration, phase calibrator and

target respectively.
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Figure 5.8: Stokes I image of J1835+6204 at 150 MHz. The resolution of the
image is 22′′ × 22′′.

2. The bandpass calibrator (typically the same as the flux calibrator) was used

to obtain the bandpass solutions. The solutions were manually inspected for

deviant points, which were flagged, and the “good” solutions were smoothed

with a sliding median window. This procedure results in a greater sensitivity

to RFI affected channels later on in the analysis procedure.

3. The bandpass solutions were applied to the phase calibrator and the target,

and the flux scale was bootstrapped from the flux calibrator to the phase

calibrator, and subsequently from the phase calibrator to the target.

4. The “zeroth” order calibrated target was then used to perform several rounds

of imaging, self-calibration and residual flagging. Typically, 6-8 rounds of

imaging and (phase only) self-calibration were performed after which the

residual visibilities were obtained. The residual visibilities were flagged with

the IPFLAG algorithm (see Chapter 3) and the flags transferred back to the

original (zeroth order) calibrated file.

5. The entire procedure of imaging, self-calibration and residual flagging was

repeated 2-3 times until there was no further improvement in image sensitiv-

ity. The final image was amplitude calibrated, and imaged using multi-term,
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Figure 5.9: Stokes I image of J2345-0449 at 150 MHz. The resolution of the image
is 22′′ × 22′′.

multi-frequency synthesis (Rau & Cornwell 2011).

6. If the image still contained significant artefacts around the strong sources,

the final calibrated file was then run through the SPAM pipeline (Intema

et al. 2009). The SPAM algorithm solves for the ionospheric phase in mul-

tiple directions and fits for the ionospheric phase screen. We achieved far

better results by running SPAM on our final calibrated product rather than

the initial, uncalibated LTA file. This is probably down to more effective

residual flagging using IPFLAG, as well as more careful calibration (since

the calibration was done semi-automatically, as opposed to a fully automatic

calibration in SPAM).

The images of each DDRG used identical parameters at each frequency, i.e.,

the same cell size and restoring beam, as well as the image weighting scheme.

All the images used the Briggs weighting (Briggs et al. 1999) with the robust

parameter set to 0 in order to achieve a reasonable balance between sensitivity to

diffuse emission and resolution. The SPAM step of the analysis was not applied on

every DDRG, as in some cases running the data through SPAM resulted in the loss

of a significant amount of extended emission (such as in the case of J2345-0449).

The direction dependent error mitigation described in Chapter 4 was not used for

all the DDRGs since the algorithm was still under development while the DDRGs

were being analysed. We found that in most cases we achieved an acceptable
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Table 5.2: The list of DDRGs used for the analysis and their spectral ages (in
Myr).

Source Name Spectral Age (Myr) Reference

J0041+3224 26 Konar et al. 2012

J0116-4722 236 Konar et al. 2013

J1158+2621 113.5 Konar et al. 2013

J1453+3308 52.5 Konar et al. 2006

J1548-3216 26 Machalski et al. 2010

J1835+6204 22 Konar et al. 2012

sensitivity without any direction-dependent calibration and in cases where we did

not, SPAM removed a lot of the systematic artefacts.

The flux scales that were obtained by bootstrapping the bandpass calibrator

to a standard scale were typically found to have a ∼ 10 − 20% error. In order

to more accurately determine the spectral indices, we tied the overall flux scale

to the derived flux density between the TGSS-ADR (Intema et al. 2017) and

NVSS (Condon et al. 1998) sky surveys. We compared the fluxes of the common

sources at each observed frequency (in the 150, 325 and 610 MHz bands) to the

predicted flux density from these two surveys. This ensures that any flux scaling

discrepancies between the frequencies will not affect the spectral index structure

since all the frequencies are tied to the same reference scale.

Each of the target sources were observed at 3 frequencies (150, 325 and 610

MHz) and processed through the analysis procedure described above. In most

cases the 610 MHz was observed in the ‘dual-frequency’ mode of the GMRT

wherein the RR polarisation channel records at 610 MHz and the LL polarisa-

tion channel records at 240 MHz. In these cases the 240 MHz data were discarded

since the sensitivity is typically poor due to the presence of only a single polarisa-

tion. The spectral index maps were created using a matched resolution and UV

coverage between all three frequencies. The lower UV cutoff was determined by

coverage at 610 MHz and the upper UV cutoff by the coverage at 150 MHz. We

used a cell size of 4.5′′ and a restoring beam of 22′′. The spectral index maps were

created from these matched resolution images, after thresholding all the pixels

below µ+1.5×σ where µ and σ are the robust mean and standard deviation over

all the pixels in the central regioni encompassing the DDRG structure. A larger

sigma cutoff resulted in fewer pixels surviving the masking process and hence this

affected the structure of the spectral index maps. The maps were made between

150 MHz and 325 MHz, and between 325 MHz and 610 MHz independently.
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5.3 Results and Discussion

5.3.1 Hotspot Compactness

Section 5.1.3 briefly describes the two methods of deriving the age of a radio

source. The methods work for both active and dead galaxies although the dynamic

ageing method will result in a significant underestimate of the source age if the

deceleration of the radio jet is not taken into account (e.g. Falle 1991; Laing &

Bridle 2002). There are several caveats to be used while using a spectral ageing

model (Blundell & Rawlings 2000, 2001); the two biggest sources of systematic

errors in the spectral age estimation are (a) the lobe age is significantly larger than

the radiative lifetime of particles, and (b) the magnetic field in the lobes are not

well characterised. The errors that arise when attempting to calculate the spectral

ages of older radio lobes are because re-energisation processes are typically not

taken into account. While the dynamical age will result in a reasonably accurate

estimate, spectral ages derived in such situations can be a factor of 2 (or more)

different from the dynamical ages. Accurately deriving the spectral age involves

assuming the injection spectrum, the magnetic field, the evolution of the magnetic

field (due to adiabatic expansion of the lobe), particle re-energisation through

turbulent processes as well as other losses such as inverse compton scattering of

the microwave background. There are methods that attempt to take care of some

of these issues (e.g., Kaiser et al. 1997) however a common assumption is that of

a constant magnetic field. This will result in a systematic under-estimate of the

spectral age of a source.

We investigated the utility of hotspot size as a proxy for the spectral age of the

lobe since the former is much easier to estimate than the latter. In an active FR II

radio source, the hotspot is the location at which energy is transferred between

the radio jet and the lobe, and is often the brightest region in the lobe. Since the

pressure in the hotspot is related to the energy density, and hence its brightness

(Blundell et al. 1999), the hotspot should be typically over-pressured relative to the

surrounding medium. Therefore, when the radio jet is switched off, and the lobe

evolves adiabatically, the hotspot should expand into the surrounding medium,

increasing in size and decreasing in luminosity until it homogenises with the lobe.

Therefore, in principle one should be able to use the hotspot size as a proxy for

the age of the source. However, given that the hotspot sizes in active FR II sources

scale linearly with the size of the source (Hardcastle et al. 1998), one would need

to normalise the measured size of the hotspot by the size of the lobe.

We define a quantity “hotspot FWHM” which is the average width of the

region around the peak where the average brightness is half that of the peak. We
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also plotted a “normalised hotspot FWHM” which takes into account the increase

in hotspot size with the overall linear size of the source. Since the outer lobes

of DDRGs often do not show the presence of a classical hotspot-like structure

we assumed that the brightest pixel was the location of the erstwhile hotspot in

order to derive the hotspot FWHM. Figures 5.10b and 5.10 show the evolution

of hotspot size with spectral age of the source (from literature). The scatter

shows the individual data points, and the line is the best fit to the scatter. The

trends at 150 MHz and 325 MHz are similar, although the scatter in the latter

is smaller. The estimates of hotspot size and compactness at 325 MHz should

be more accurate since its resolution is higher. While we indeed measure some

(expected) positive correlation we cannot claim that the hotspot FWHM faithfully

reflects the spectral age to any great accuracy.

5.3.2 Spectral index structure

There are very few confirmed examples of dead radio sources in the literature,

and therefore there have not been many studies on the longevity of dead sources.

The radiative lifetime of a population of synchrotron electrons that are no longer

being injected with energy is thought to be of the order of ∼ 107 years (Blundell

& Rawlings 2000). On the other hand, the typical measured spectral ages of

sources are of the order of 107 − 108 years which is an order of magnitude larger

than the radiative lifetimes. This discrepancy has been explained by invoking

population mixing and/or reacceleration of electrons (Blundell & Rawlings 2001).

The evolution of spectral index structure in a radio lobe should give us an estimate

of the timescale of the homogenisation of a radio lobe.

Beyond the question of the evolution of the spectral index structure, which

is interesting in itself, we were also interested in the possibility of inferring the

location of re-energisation of synchrotron electrons from the spectral index maps

alone. Essentially, we were hoping to use DDRGs to estimate the timescale over

which the brightest region of a radio lobe (i.e., the hotspot) remains also its region

of flattest spectral index. The wisdom from such an exercise can utilised in the

case of galaxy cluster radio halos, which are diffuse emission which have no obvious

source (or locality) of energisation (e.g., Buote 2001). Characterising the spectral

index as a tracer for energisation is markedly more straightforward in the case of

DDRGs since the direction and source of energisation are known (i.e., the radio

jets), as is the location of energisation, i.e., the hotspots, even if they have become

more diffuse after the cessation of the radio jet.

In order to perform such a study, one requires high resolution spectral index

maps at low frequencies (Figure 5.11). This is because the radiative lifetimes of
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synchrotron electrons increase rapidly with decrease of emission frequency. There

have been very few studies that have used low frequency (ν ≤ 325 MHz) spectral

index images and all such have only worked with the integrated spectrum (e.g.,

Joshi et al. 2011; Konar et al. 2006).

Identifying the “dead” hotspots (or warmspots) turned out to be more difficult

than anticipated. We used the peak in the locally smoothed lobe as the putative

warmspot, and used it as the centre of the radial profile of spectral index. These

plots are shown in Figures 5.12 - 5.17. The plots show either very little variation of

the spectral index with radial distance or have the flattest spectral index at some

distance from the putative warmspot. Both these patterns suggest that the old

hotspot has essentially homogenised within the lobe even for the youngest DDRGs

which are about 25 Myr old.

5.4 Conclusion

We have observed a sample of 9 double-double radio galaxies (of which only 6 were

useful) to study whether the spectral index structure can predict the previous

location of energisation in a dead radio source (i.e., the warmspot). We also

investigated if warmspot sizes are a good proxy for spectral ages of a dead radio

lobe. We found that while there is some positive correlation between warmspot

sizes and spectral age it has a lot of scatter which makes it less useful for the

purpose. We also found that dead hotspots tend to homogenise within the lobe

inside 25 Myr, and therefore dead sources older than this will not be expected to

show any spectral index signatures of the location of energisation of synchrotron

electrons.
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Figure 5.10: The hotspot FWHM (normalised and linear) measured at 150 MHz
(top) and 325 MHz (bottom) for different DDRGs vs. their spectral ages (as
reported in the literature). Left: The normalised hotspot FWHM (the hotspot
size normalised by the source size) as a function of spectral age. Right: The
hotspot FWHM as a function of spectral age.
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Figure 5.11: Spectral index map of J0041+3224 and J0116-4722. In this and all
the following spectral index maps, a 3σ threshold has been applied prior to the
calculation of the map in order to retain only reliable features.
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Figure 5.11: Spectral index map of J1158+2621 and J1453+3308
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Figure 5.11: Spectral index map of J1548-3216 and J1835+6204
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Figure 5.12: The radial spectral index profile of J0041+3224 between 150–325
MHz and 325–610 MHz. Each plot contains the radial spectral index profiles from
both lobes of the DDRG.
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Figure 5.13: The radial spectral index profile of J0116-4722 between 150–325 MHz
and 325–610 MHz. Each plot contains the radial spectral index profiles from both
lobes of the DDRG.
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Figure 5.14: The radial spectral index profile of J1158+2621 between 150–325
MHz and 325–610 MHz. Each plot contains the radial spectral index profiles from
both lobes of the DDRG.
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Figure 5.15: The radial spectral index profile of J1453+3308 between 150–325
MHz and 325–610 MHz. Each plot contains the radial spectral index profiles from
both lobes of the DDRG.
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Figure 5.16: The radial spectral index profile of J1548-3216 between 150–325 MHz
and 325–610 MHz. Each plot contains the radial spectral index profiles from both
lobes of the DDRG.
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Figure 5.17: The radial spectral index profile of J1835+6204 between 150–325
MHz and 325–610 MHz. Each plot contains the radial spectral index profiles from
both lobes of the DDRG.



Chapter 6

Summary

We have described algorithms to obtain high sensitivity, low frequency images

with the GMRT. The two main sources of systematic errors in interferometric

imaging data are radio frequency interference and direction dependent calibration

errors (DDEs) respectively. Although DDEs only contribute errors to the level of

a few percent of source flux, it is crucial to eliminate or calibrate for these errors

in order to achieve thermal noise limited images. At the GMRT 150 MHz (using

the software narrowband correlator) we have managed to achieve an rms noise of

∼ 0.40 mJy in several images which is only about a factor of two higher than the

theoretical confusion limit at 150 MHz. We have otherwise routinely reached a

noise level of below 0.7 mJy with the application of the techniques described in this

thesis. While the algorithms were developed for and tested on GMRT data there

is no “telescope specificity” in them and they can be used for any interferometer.

The first set of algorithms — IPFLAG — were developed to identify and

flag intermittent RFI in the binned UV plane (GRIDflag) and in the baseline

time-channel plane (TCflag). GRIDflag exploits the within-cell redundancy of

visibilities in the binned UV plane to statistically identify and flag RFI corrupted

visibilities. This has the advantage that flagging independently within each UV-

bin will tend to preserve UV coverage, as at least some visibilities remain within

each UV-bin at the end of the process. TCflag subtracts the residual fringes in the

time-channel (TC) plane of a single baseline in order to obtain more sensitive RFI

thresholds. The baselines are first “defringed” by clipping in the two-dimensional

Fourier space, the group-delay – delay-rate plane, before identifying the thresholds.

The flags are then applied on the original data. The application of these proce-

dures to several different fields, with both compact and diffuse emission yielded

a consistent improvement of 20-50%. It also resulted in a substantial reduction

in the spurious patterns in the image, and an increase in the number of detected

sources. The GRIDflag algorithm is expected to work well for deep imaging pro-

grammes that involve repeated multi-epoch observations of the same fields. The
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repeated sampling within a UV-cell is expected to facilitate the process of iden-

tifying and separating RFI-corrupted visibilities. However, wide bandwidth data

sets will require some more care as the source and primary beam-induced spectral

index and noise characteristics can change substantially across the band. Under-

standing these issues and adapting these agorithms for wide bandwidth imaging

should be the next step.

Direction-dependent errors from various sources — primary beam asymmetries,

antenna pointing errors and non-isoplanatic ionosphere — have adversely impacted

image quality particularly at low radio frequencies. Various workers have been

attempting the mitigation of these effects with different degrees of success. We

have developed an alternative approach of addressing the consequences of these

errors rather than the root cause. Essentially, the DDEs result in an apparent

time variability in the sky intensity as viewed by the interferometer. The standard

imaging and calibration algorithms assume that the sky is invariant over the entire

duration of the observation. We realised that this inappropriate assumption results

in inaccurate subtraction of the sources. As a consequence the strongest sources

leave behind “uncleaned” residual components which spread dirty-beam structures

across the image. We addressed this very simply by cleaning the 50-100 strongest

sources in independent data sets of 5-10 minute intervals, i.e. we no longer required

the source flux to remain constant across the entire observation. While this does

make the images useless for studying the strongest sources they do reduce the

systematic patterns assocated with the strongest sources, thus reducing the noise

floor and improving detectability of faint sources.

These DDEs also result in the different baselines detecting a source with differ-

ent flux densities. As a consequence, the assumption of constancy of flux density

results in residual source patterns as a function of time and baselines. We again

solved this problem by searching for such patterns (by using the model for the

brightest 3-5 sources) and fitting them out in the residual baseline visibilities.

The challenge of generating high quality images with the GMRT at 150 MHz

has now many tools including RfiX (RFI excision), SPAM (ionosphere non isopla-

naticity), the algorithms presented in this thesis, and the real time RFI excision

(at Nyquist sampling) being currently developed by the GMRT team. The one

major lacuna in this tool kit is the lack of weighting of GMRT data. We have plans

to use residual statistics to weight GMRT data during calibration and imaging.

This is because the “noise” in GMRT data perhaps has a greater contribution

from RFI and DDEs than from system temperature. We hope that with all these

the GMRT 150 Mhz observations will routinely produce images with confusion

limited noise.

Finally, we applied these techniques to image a class of restarting radio galax-
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ies, the double-double radio galaxies (DDRGs) and mapped the spectral index

structures of the dead outer lobes to attempt to identify the location of energisa-

tion (i.e. dead hotspot) from the spectral index maps alone. We found no clear

trend in the DDRGs. It seems that the spectral index structure seen in active

radio sources (flattest at the hotspot and steepening away from it) becomes ho-

mogenised within 25 Myr, which corresponds to the ages of the youngest DDRGs

in our sample.



Appendix A

Spectral leakage

Typically, the Fourier transform is taken using the Fast Fourier Transform (FFT)

algorithm (Cooley & Tukey 1965) which requires data in a uniformly sampled

grid (N dimensional) and will return the resulting Fourier domain information

on a uniform grid. Typically, for one dimensional time series data this gridding

introduces what is known as “spectral leakage” into the Fourier domain (Harris

1978).

There are many ways to understand the phenomenon of spectral leakage. The

FFT algorithm operates on finite-length data, which can be thought of as a rect-

angular windowing function applied to the input data.

Do = Dt ×Rt (A.1)

where Do is the observed data, Dt is the “true” data, multiplied by Rt the

rectangular sampling function which is given by

Rt =







1 −T/2 < t < T/2

0 otherwise

Under a Fourier transformation, this multiplication turns into a convolution

(due to the convolution theorem Bracewell 1986). The Fourier transform of the

rectangular window is the sinc function, which extends from −∞ to ∞

sinc(x) =
sin(πx)

πx
(A.2)

130



131

0 20 40 60 80 100
Frequency (arbitrary units)

10−13

10−10

10−7

10−4

10−1

102

A
m
p
lit
u
d
e
(a
rb
it
ra
ry

u
n
it
s)

(a)

0 20 40 60 80 100
Frequency (arbitrary units)

100

101

A
m
p
lit
u
d
e
(a
rb
it
ra
ry

u
n
it
s)

(b)

Figure A.1: (a) Fourier transform of a signal with an integer number of periods
within the window (10 periods). The values in the bins adjacent to the peaks are
of the order of numerical precision. (b) Fourier transform of a signal with a non-
integer number of periods with the window (10.1 periods). The values in the bins
adjacent to the peak are several orders of magnitude larger than the numerical
precision.

If the input signal to the FFT has an exactly integral number of periods, then

the sinc function lines up such that the nulls of the sinc function coincide with

the centres of each adjacent bin. If the input signal does not have an exactly

intergral number of periods, then the nulls of the sinc function no longer line

up with the centres of the bin, causing a non-zero contribution to several of the

adjacent Fourier bins. This phenomenon is called “spectral leakage”.
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A.1 shows the effect of Fourier transforming a signal which does not have an

integral number of periods within the sampling window. A.1a shows the spectrum

of an input signal with exactly 10 periods. The peaks are symmetric about the

centre as expected, and correspond to the tenth bin, and the rest of the bins have

values on the order of numerical noise. However, A.1b shows the FFT spectrum

of a signal without an integral number of periods within the sampling window -

the input signal in this case has 10.1 periods within the window. There is clearly

a component in several of the adjacent Fourier bins at a level several magnitudes

larger than numerical noise.
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