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Abstract

One can define the notion of length spectrum for a simple regular periodic

graph via counting the orbits of closed reduced cycles under an action of a

discrete group of automorphisms [11]. We prove that this length spectrum

satisfies an analogue of the ‘Multiplicity one’ property. We show that if all

but finitely many primitive cycles in two simple regular periodic graphs have

equal lengths, then all the cycles have equal lengths. This is a graph-theoretic

analogue of a similar theorem in the context of geodesics on hyperbolic spaces

[2]. We also prove, in the context of actions of finitely generated abelian

groups on a graph, that if the adjacency operators [4] for two actions of such

a group on a graph are similar, then corresponding periodic graphs are length

isospectral.

We also consider the length-holonomy spectrum of compact hyperbolic

spaces and using the analytic properties of the Selberg-Wakayama zeta func-

tion, we give some weak results in the direction of proving a strong multi-

plicity one property of the length-holonomy spectrum in the 3-dimensional

case.
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Introduction

Notions analogous to the prime numbers have been explored in various con-

texts and many results have been proved in drawing out this analogy. For

compact hyperbolic surfaces, this correspondence was first explored in the

work of Selberg [24], wherein he proved a counterpart of the prime number

theorem for primitive geodesics of compact Riemann surfaces. This was fur-

ther explored in the works of Sarnak [23], Gangolli [8] and Wakayama [28] by

developing the analytic theory of zeta functions for hyperbolic spaces which

resemble the theory of L-functions for automorphic forms. In the case of

finite graphs, the primitive cycles were studied and Hashimoto [15] proved

that they satisfy a similar asymptotic distribution. The analogy between

finite graphs and hyperbolic spaces was further developed by Sunada [27],

Ihara [18] and Hashimoto [14, 15] by associating a zeta function to finite

regular graphs.

One of the aim of this thesis is to explore the correspondence between

compact locally symmetric Riemannian manifolds and simple regular peri-

odic graphs. A result that we prove in this direction is an analogue of the

classical strong multiplicity one theorem.

It is well known that the Fourier coefficients of cusp forms satisfy the

classical strong multiplicity one theorem due to Atkin and Lehner: Let f

and g are newforms for some Hecke congruence subgroup Γ0(N). Suppose

that the eigenvalues of the Hecke operator at a prime p are equal for all but

finitely many primes p. Then f and g are equal ([21, p.125]). In [2], Bhagwat
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and Rajan proved a multiplicity one type property for the length spectrum

of even dimensional compact hyperbolic spaces.

We associate a notion of length spectrum to simple regular periodic

graphs, which are basically countable connected graphs with an action of

a subgroup of automorphisms which satisfy some properties.

A pair (X, Γ) consisting of a countable, infinite, connected graph X of

bounded degree and a countable subgroup Γ of the automorphism group of

X is called a periodic graph if Γ acts on V (X) discretely and co-finitely. In

this thesis, we also assume that the action of Γ is without inversions and

with bounded co-volume.

We consider cycles in the graph X which are reduced (with no tail and

backtracking). The action of the automorphism subgroup Γ gives rise to Γ-

equivalence classes of reduced cycles. The set of the Γ-equivalence of reduced

cycles is denoted by [R]Γ. The length spectrum is a function which counts

the number of Γ-equivalence classes of reduced cycles of a given length.

The length spectrum of the periodic graph (X, Γ) is defined to be the

function LΓ on N given by

LΓ(n) = The number of ξ ∈ [R]Γ such that `(ξ) = n .

A closed path is called primitive if it is not obtained by going n ≥ 2 times

around some other closed path. The subset consisting of primitive reduced

cycles is denoted by P . The set of the Γ-equivalence of primitive reduced

cycles is denoted by [P ]Γ.

The primitive length spectrum of the periodic graph (X, Γ) is defined to

be the function PLΓ on N given by

PLΓ(n) = The number of ξ ∈ [P ]Γ such that `(ξ) = n .

We show that the primitive length spectrum of simple (q + 1)-regular

graphs satisfy a strong multiplicity one property:

xiv



Theorem 0.0.1 (Multiplicity One property for Length Spectrum of Regu-

lar Periodic Graphs). Let (X, Γ1) and (X, Γ2) be two simple, q + 1 regular

periodic graphs. Further, assume that Γ1 and Γ2 act on V (X) without inver-

sions and with bounded co-volume and such that the stabilizer of any cycle

with respect to either subgroup is trivial. Suppose PLΓ1(n) = PLΓ2(n) for

all but finitely many n ∈ N. Then PLΓ1(n) = PLΓ2(n) for all n ∈ N.

Furthermore, we can conclude that LΓ1(n) = LΓ2(n) for all n ∈ N.

The proof of the theorem uses the analytic properties of the Ihara zeta

function for periodic graphs, the construction of which was first given by Clair

and Mokhtari-Sharghi in [5] and further studied by Guido, Isola and Lapidus

in [10]. This zeta function is an analogue of the Riemann zeta function and

satisfies many similar properties. The methods used in the proof are similar

to the ones used in [2] and [22].

Another aspect of the length spectrum of compact hyperbolic manifolds

of negative curvature that has been explored is its relation to the Laplace

spectrum. In [9], Gangolli shows that the Laplace spectrum of the considered

manifolds determines the length spectrum. This kind of relationship can be

explored in the case of finite graphs, where the Laplace operator is self-

adjoint and hence has a spectrum associated to it. The extension of this

result to the case of periodic graphs is hindered by the fact that deformed

Laplacian of such graphs may not be self-adjoint. We consider the case where

the periodic graphs are with actions of finitely generated abelian groups and

prove an analogue of the above result, albeit with a modified hypothesis. In

the statement and the proof of this result, we crucially use a generalization of

a construction given in [4], which expresses the adjacency operator of periodic

graphs with Z-action in terms of a finite matrix. This construction simplifies

the determinant formula 1.4 by using the Fourier transform `2(Z) = L2(S1).

Theorem 0.0.2. Let A1 and A2 be the adjacency operators of the periodic
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graphs (X,Γ)1 and (X, Γ)2 respectively. Suppose A1 and A2, as n × n ma-

trices, are conjugate. Then LΓ, 1(m) = LΓ, 2(m) for all m ∈ N.

In the last part of the thesis, we consider the case of compact locally

symmetric Riemannian spaces of the kind XΓ = Γ\G/K, where G is the

connected component of identity in the isometry group SO(n, 1) of the hy-

perbolic space Hn, K is a maximal compact subgroup and Γ is a torsion-free

uniform lattice in G. In this case, a parameter called holonomy class hλ

can be associated to the closed geodesics λ. The holonomy class of a closed

geodesic is a conjugacy class in SO(n − 1).

If we let Mn−1 be the set of conjugacy classes in SO(n − 1), the prim-

itive length-holonomy spectrum of XΓ is the function PΓ defined on R ×
Mn− 1 by, PΓ(a, [M ]) = # of primitive conjugacy classes [γ] in Γ with

(l(γ), hγ) = (a, [M ]).

It can be asked if this length-holonomy spectrum satisfies a strong multi-

plicity one property. The Selberg-Wakayama zeta function, which has been

defined in [28], is given in terms of the length and holonomy of the primitive

geodesics, and can thus be employed in answering this question. We explore

this question in the case of G = SO(3, 1) and arrive at weaker results. In

the proofs of these results, we crucially use the fact that the holonomy class

b(p) := hp of primitive closed geodesic p is a real number in [0, 2π), which

affords us a simplification of the Selberg-Wakayama zeta function.

If LΓ is the length spectrum and PLΓ is the primitive length spectrum of

the space XΓ, we prove the following result:

Theorem 0.0.3. Let G = SO(3, 1), and Γ1 and Γ2 be two uniform lattices

in G such that PΓ1(a, b) = PΓ2(a, b) for all but finitely many pairs (a, b) ∈

R × [0, 2π). Then PLΓ1(l) = PLΓ2(l), and hence LΓ1(l) = LΓ2(l), for all

l ∈ R.

Furthermore, if for any p ∈ PΓ, we define c(p) := b(p)
a(p)

, we can define a
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modified primitive length-holonomy spectrum as the function MΓ on R given

by

MΓ(c) = # of conjugacy classes [p] ∈ PΓ such that c(p) = c.

We then prove the following result:

Theorem 0.0.4. Let G = SO(3, 1), and Γ1 and Γ2 be two uniform lattices

in G such that PΓ1(a, b) = PΓ2(a, b) for all but finitely many pairs (a, b) ∈

R × [0, 2π]. Then MΓ1(c) = MΓ2(c) for all c ∈ R.

Structure of the thesis

In the first chapter, we review the definitions from graph theory and define

and state the properties of periodic graphs, the Ihara zeta function associated

to them. In the second chapter, we define the length spectrum and state and

proof the strong multiplicity one property for regular periodic graphs 2.2.1.

We also state and prove a result 2.3.4 on the relation between the adjacency

operator and the length spectrum in the case where the regular periodic

graphs are with the action of finitely generated abelian groups. In the third

chapter, we review the theory of compact locally symmetric Riemannian

manifolds and the associated zeta functions, viz. the Selberg-Gangolli zeta

and the Selberg-Wakayama zeta functions. In the case when G = SO(3, 1),

we state and prove weaker results 3.7.2, 3.7.3 in the direction of strong mul-

tiplicty one property of the length-holonomy spectrum.

xvii



Chapter 1

Periodic Graphs and their Zeta

Functions

1.1 Preliminaries

In this section we give the basic definitions related to graph theory.

A graph X consists of a non-empty set V (X) of elements called the ver-

tices ofX together with a set E(X) of unordered pairs of vertices. An element

e = {v1, v2} ∈ E(X) is called an edge connecting the vertices v1 and v2; v1

and v2 are called adjacent vertices (written as v1 ∼ v2). The vertices v1 and

v2 are called the end vertices of the edge e. An edge e = (v, v), with both

the end vertices same, is called a loop. A graph is said to be simple if it has

no loops. An edge e is said to be coming out of a vertex v if v is one of the

end vertices of e. A graph X is said to be countable if both the vertex set

V (X) and the edge set E(X) are countable.

The degree of a vertex v ∈ V (X), denoted by deg(v), is the number of

edges coming out of v, where we count the loops twice. For a non-zero positive

integer q, a graph X is said to be q-regular if deg(v) = q for all v ∈ V (X).
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A graph is said to have bounded degree, if d := sup
v∈V (X)

deg(v) < ∞. We call

d the bounded degree of X.

A path of length m in X from u ∈ V (X) to v ∈ V (X) is a sequence

of m + 1 vertices (u = v0, . . . , v = vm) such that vi is adjacent to vi+1

for i = 0, . . . , m. A path can also be denoted by a sequence of edges

(e1, . . . , em) where ei is an edge connecting vi− 1 and vi. A path is said to

be closed if u = v. A graph is said to be connected if any two vertices can

be joined by a path.

Definition 1.1.1 (Reduced Paths). A path (e1, . . . , em) is said to have

backtracking if for any i ∈ {1, . . . , m − 1}, ei = ei+1 (traversed in opposite

directions). A path with no backtracking is called proper.

A closed path is called primitive if it is not obtained by going n ≥ 2

times around some other closed path.

A proper closed path C = (e1, . . . , em) is said to have a tail if ∃ k ∈ N

such that em−j+1 = ej (traversed in opposite directions) for some k consecu-

tive values of j. Proper tail-less closed paths are called reduced closed paths.

The set of reduced closed paths is denoted by C.

A cycle is an equivalence class of closed paths, any of which can be ob-

tained from another by a cyclic permutation of vertices. Simply put, a cycle

is a closed path with no specified starting point. We denote the length of the

cycle C, which is the number of edges in any closed path representing the

cycle, by `(C). This is also denoted by |C| in literature. We use the terms

interchangeably. The set of reduced cycles is denoted by R. The subset con-

sisting of primitive reduced cycles is denoted by P . The primitive reduced

cycles are also called prime cycles.

Definition 1.1.2 (Graph Automorphism). An automorphism of a graph X

is a permutation σ of the vertex set V (X) such that (v1, v2) is an edge if and

2



only if (σ(v1), σ(v2)) is an edge.

Definition 1.1.3. [10] A countable discrete subgroup Γ of automorphisms

of X is said to act on V (X)

(1) without inversions if for any edge e = {v1, v2}, @ γ ∈ Γ such that

γ(v1) = v2 and γ(v2) = v1 (No edge is inverted),

(2) discretely if Γv := {γ ∈ Γ | γ(v) = v} is finite,

(3) with bounded co-volume if vol(X/Γ) :=
∑
v∈F0

1
|Γv | < ∞, where F0 is a

complete set of representatives of the equivalence classes in V (X)/Γ,

(4) co-finitely if F0 is finite.

The finite graph X/Γ is denoted by B. The set of vertices of this graph

is F0 and the edges are the set {([v], [w])|(v, w) ∈ E(X)}.

Definition 1.1.4 (Periodic Graph). A pair (X, Γ) consisting of a countable,

infinite, connected graph X of bounded degree and a countable subgroup Γ

of the automorphism group of X is called a periodic graph if Γ acts on V (X)

discretely and co-finitely. In this thesis, as in [11], we also assume that the

action of Γ is without inversions and with bounded co-volume.

Definition 1.1.5 (Γ-Equivalence Relation). Two reduced cycles C, D ∈

R are said to be Γ-equivalent, and written as C ∼Γ D, if there exists an

isomorphism γ ∈ Γ such that D = γ(C). The set of Γ-equivalence classes of

reduced cycles is denoted by [R]Γ. The set of Γ-equivalence classes of prime

cycles is denoted by [P ]Γ.

3



Since Γ is a subgroup of the automorphism group, the length of any two

cycles in a Γ-equivalence class will be same. Therefore, for a Γ-equivalence

class of reduced cycles ξ ∈ [R]Γ we can define `(ξ) := `(C) for any repre-

sentative C in ξ.

Remark 1.1.6. Another notion of length, called effective length of a cycle

C, has been defined in [10]. It is defined as the length of the prime cycle

underlying C. We do not make use of this notion in this thesis.

Consider the action of Γ on the set of cycles. For any cycle C, the stabilizer

of C in Γ is the subgroup ΓC := {γ ∈ Γ | γ(C) = C}. Also, if C1 and C2 are

Γ-equivalent, say C1, C2 ∈ ξ, then ΓC1 and ΓC2 are conjugates in Γ. Hence

|ΓC1| = |ΓC2|. This enables us to define S(ξ) as the cardinality of ΓC for

any C in ξ.

1.2 Zeta Functions of Graphs

The zeta function associated to finite graphs was defined by Yasutaka Ihara

in his paper [18] on structure theorem of torsion-free discrete co-compact

subgroups of PGL(2,Qp). It was Serre who first suggested, in his book [25],

the interpretation of Ihara’s zeta function as a zeta function associated to

certain (p + 1)-regular, finite graphs.

Let X be a finite connected (q + 1)-regular graph.

Definition 1.2.1 (Ihara zeta function). The Ihara zeta function ZX is de-

fined by the Euler product

ZX(u) :=
∏
C∈P

(1 − u|C|)−1, for |u| < 1

q
, (1.1)

where P is the set of prime cycles of X.

4



We recall that the Riemann zeta function is given by

ζ(s) =
∏
p

(1 − p−s)−1 for Re(s) > 1,

where p ranges over all rational primes. If we put u := q−s, we observe that

u|C| = (q|C|)−s and |u| < 1
q

if and only if Re(s) > 1. This brings out the

analogy between the Ihara and Riemann zeta functions.

The Ihara zeta function satisfies analogues of many of the properties of

the Riemann zeta function, at least for the regular case. For example, the

Ihara zeta function can be used to prove an analogue of the prime number

theorem. This result gives an estimate on the number of prime cycles of a

fixed length in a graph [26]. A version of Riemann hypothesis for ζ(s) has

also been studied for the Ihara zeta function ZX(u) in the case of regular

graph. The graphs satisfying this hypothesis have been completely classified

(see [26]).

There have been generalizations of this zeta function in several directions.

A brief survey of some of the generalizations and the consequent results can

be found in [17].

In this thesis, we are concerned with the generalization of the Ihara zeta

function to certain infinite graphs, namely periodic graphs of the form (X, Γ).

This construction was first given by Clair and Mokhtari-Sharghi in [5] and

further studied in [10].

The action of the automorphism subgroup Γ gives rise to Γ-equivalence

classes of prime cycles. In constructing the Ihara zeta function for periodic

graphs, the Euler product is taken over these classes. Furthermore, each

term is normalized by an exponent related to the cardinality of the stabilizer

of a representative of the equivalence class.

Let (X, Γ) be a periodic graph. The Ihara zeta function ZX,Γ of (X, Γ)

is defined as follows.

5



Definition 1.2.2 (Ihara zeta function of Periodic Graphs).

ZX,Γ(u) :=
∏

[C]Γ∈[P]Γ

(1 − u`(C))
− 1
|ΓC | , (1.2)

for u sufficiently small so that the infinite product converges.

The following theorem gives the radius of convergence of the Ihara zeta

function of a periodic graph (X, Γ) with bounded degree d. (See [10, Theo-

rem 2.2 (i), p. 1345].

Theorem 1.2.3. Let ZX,Γ be the zeta function of the periodic graph (X,Γ).

Then, ZX,Γ(u) defines a holomorphic function in the open disc |u| < 1
d−1

.

1.3 von Neumann Algebras

One of the important results of the finite Ihara zeta function is the determi-

nant formula, which states that the inverse of the zeta function is a polyno-

mial. More precisely, it shows that the inverse is the determinant of a matrix

valued polynomial.

In order to obtain an analogous determinant formula for the infinite Ihara

zeta function for periodic graphs, an analytic determinant was defined in [11].

The definition of this determinant uses the theory of von Neumann algebras,

the relevant details of which we recall in this section. We refer the reader

to the book ‘Non-commutative Geometry’([6], Chapter 5, Section 1) by A.

Connes for more details on this.

Definition 1.3.1 (∗-algebra). A ∗-algebra is an algebra A equipped with a

conjugation ∗, that is, a linear map ∗ : A −→ A such that

(a∗)∗ = a and (ab)∗ = b∗a∗

for all a, b ∈ A

6



Definition 1.3.2 (C∗-algebra). A C∗-algebra is a Banach algebra A over C

with a conjugate-linear involution ∗ : A −→ A such that

(ab)∗ = b∗a∗ and ‖a∗a‖ = ‖a‖2

for all a, b ∈ A

Let H be a complex Hilbert space and let L(H) be the C∗-algebra of

bounded operators from H into H. L(H) is a Banach algebra equipped with

the norm

‖T‖ = sup
‖x‖≤1

‖Tx‖

and with the involution T 7−→ T ∗ defined by

〈T ∗x, y〉 = 〈x, Ty〉 ∀x, y ∈ H.

The pre-dual of L(H), denoted by L(H)∗, is the subalgebra of trace class

operators on H. The ultraweak topology on L(H) is the weakest topology in

which all elements of L(H)∗ are continuous, when considered as functions on

L(H).

Definition 1.3.3 (von Neumann Algebra). A von Neumann algebra on H is

a ∗-subalgebra of L(H) containing the identity operator and which is closed

under the ultraweak topology.

The commutant of a subset S of L(H), denoted by S
′

is defined as

S
′

:= {T ∈ L(H) ; TA = AT ∀A ∈ S}.

The double commutant theorem of von Neumann states that a ∗-subalgebra

M of L(H) containing identity is a von Neumann algebra if and only if

M = (M
′
)
′
.

Consider now a periodic graph (X, Γ). Let F ⊂ V (X) be a set of rep-

resentatives for the action of Γ on V (X), i.e., the vertices of the finite graph

7



B = X/Γ. Consider the Hilbert space `2(Γ). Let the ∗-algebra of bounded

operators on `2(Γ) be denoted by N . We define a unitary representation λ

of Γ on `2(Γ) by (λ(γ)f)(x) := f(γ−1x), for γ ∈ Γ, f ∈ `2(V (X)), x ∈ Γ.

Let N (Γ) be the ∗-subalgebra of N consisting of operators which commute

with the action of Γ, i.e.,

N (Γ) = {T ∈ N ; Tλ(γ) = λ(γ)T ∀ γ ∈ Γ}.

If T ∈ (N (Γ)
′
)
′
, then TA = AT ∀ A ∈ N ′ . Clearly, λ(γ) ∈ N ′ ∀ γ ∈

Γ and hence T ∈ N . The inclusion N ⊂ (N (Γ)
′
)
′

is obvious. Hence

(N (Γ)
′
)
′

= N (Γ) and N (Γ) is a von Neumann algebra.

Definition 1.3.4 (von Neumann Trace). The von Neumann trace of an

element T ∈ N (Γ) is defined by

TrΓ(T ) = 〈T (δe), δe〉

where δe ∈ `2(Γ), the Kronecker delta function, is a function which takes

the value 1 on the identity element e of Γ and is zero elsewhere.

Furthermore, if A is a bounded operator on
⊕

i∈I `
2(Γ) which commutes

with the action of Γ, then von Neumann trace of A, TrΓ(A), can be written

as
∑

i∈I TrΓ(Ai), where Ai is the restriction of A to the i-th component of

the direct sum. Choosing lifts of the elements in F to X, we can identify

`2(V (X)) =
⊕

v ∈F `
2(Γ). Therefore, for A ∈ `2(V (X)), the trace TrΓ(A)

is given by
∑

v ∈F〈Av, v〉.

1.4 Determinant Formula and Functional Equa-

tion

The determinant formula was first proved by Ihara [18] for finite regular

graphs. It was proved in full generality (for finite graphs) through the works
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of Sunada [27], Hashimoto [14, 15] and Bass [1].

We now introduce some notation, to be able to state the determinant

formula for finite graphs. For a finite graph X, let A = [A(v, w)], where

v, w ∈ V (X), be the matrix defined by A(v, w) to be the number of edges

which have v, w as the end vertices (A(v, w) is set to be 0 when there are

no edges between v and w). The matrix A is called the adjacency matrix

of the graph X. Clearly, A is a symmetric matrix. Let Q be the diagonal

matrix given by Q(v, v) = deg(v) − 1. The matrix ∆ = (Q + I) − A is

called the Laplacian of the graph. A deformation of the Laplacian is defined

by setting ∆(u) = I − Au + Qu2, u ∈ C. The Euler characteristic of the

finite graph X, denoted by χ(X), is defined as χ(X) := |V (X)| − |E(X)|
If d := maxv∈V (X) deg(v), we have

Theorem 1.4.1 (Determinant Formula for Finite Graph).

1

ZX(u)
= (1 − u2)−χ(X)det(∆(u)), |u| < 1

d − 1
(1.3)

A consequence of the the above theorem is that the finite Ihara zeta

function can be meromorphically extended to the whole complex plane and

the completions satisfy a functional equation.

An analogue of the determinant formula was proved by Clair and Mokhtari-

Sharghi ([5]) for periodic graphs. A more direct proof of the same was given

by Guido, Isola and Lapidus, in [11] for simple periodic graphs and in [10]

for periodic graphs which are not necessarily simple.

In the periodic graph case, the determinant formula states that the Ihara

zeta function is the reciprocal of a holomorphic function which, up to a mul-

tiplicative factor, is the determinant of a deformed Laplacian on the graph.

The determinant used in this is an analytic determinant on a subset of N (Γ)

and was first introduced in [5]. The construction of this determinant follows

the construction of a positive valued determinant for finite factors (i.e., von

Neumann algebras with finite centers) defined by Fuglede and Kadison in [7].
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Definition 1.4.2. Let (A, τ) be a von Neumann algebra endowed with a

finite trace τ . Let A0 = {A ∈ A : 0 /∈ convσ(A)}, where σ(A) denotes the

spectrum of A. For any A ∈ A, define

detτ (A) = exp ◦ τ ◦
(

1

2πi

∫
Υ

log λ(λ − A)−1 dλ

)
,

where Υ is the boundary of a connected, simply connected region Ω contain-

ing convσ(A) and log is a branch of the logarithm whose domain contains

Ω.

The following proposition ([11, p. 10]) summarizes some of the properties

of this determinant.
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Proposition 1.4.3. Let (A, τ) be a von Neumann algebra endowed with a

finite trace and A ∈ A0. Then

1. detτ (zA) = zτ(I)detτ (A), for any z ∈ C \ {0},

2. if A is normal, and A = UH is its polar decomposition,

detτ (A) = detτ (U)detτ (H).

Consider the periodic graph (X, Γ). Let A be the adjacency operator

of the graph X, i.e., A is an operator from `2(V (X)) to itself defined by

(Af)(v) =
∑
w∼v

f(w). Let Q be the operator from `2(V (X)) to itself defined

by (Qf)(v) = (deg(v) − 1)f(v) and for u ∈ C, let

∆(u) := I − uA + u2Q.

We call ∆(u) the deformed Laplacian of (X,Γ). It is easy to check that

∆(u) ∈ N (Γ). Recall that d = sup
v ∈V (X)

deg(v) and B = X/Γ is the quotient

graph. Let α := d+
√
d2 + 4d
2

. Then it can be checked that, for |u| < 1
α

,

0 /∈ σ(∆(u)).

Theorem 1.4.4 (Determinant Formula, [11]).

1

ZX,Γ(u)
= (1 − u2)−χ

2(X)detΓ(∆(u)) for |u| < 1

α
. (1.4)

Here, χ2(X) is the L2-Euler characteristic of (X, Γ), defined as

χ2(X) :=
∑
v∈F0

1

|Γv|
−
∑
v∈F1

1

|Γe|

where F0 is the set of representatives of equivalence classes in V (X)/Γ and

F1 is the set of representatives of equivalence classes in E(X)/Γ. Also,

detΓ(∆(u)) = exp ◦ TrΓ(Log(∆(u))), where TrΓ is the von Neumann trace,

as defined in 1.3.
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As in the case of finite graphs [26], the determinant formula allows the

Ihara zeta function of periodic graphs to be extended to a larger domain.

Furthermore, in the case of regular periodic graphs, there are several ways

of completing the zeta function and each satisfies a functional equation.

Lemma 1.4.5 (Lemma 5.1, [10]). Let (X, Γ) be a periodic graph such that

X is a (q + 1)-regular graph. Then

1. χ2(X) = χ(B) = |V (B)|(1 − q)/2 ∈ Z,

2. ZX,Γ(u) = (1 − u2)χ(B)detΓ(∆(u))−1 for |u| < 1
q
,

3. a completion of ZX,Γ can be defined, which can be extended to a holo-

morphic function at least on the open set Ωq (see figure 1.1).

The set Ωq is an open subset of C defined as below:

Ωq := R2 \
({

(x, y) ∈ R2 : x2 + y2 =
1

q

}
∪
{

(x, 0) ∈ R2 :
1

q
≤ |x| ≤ 1

})
.

(1.5)
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Figure 1.1: The set Ωq
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Theorem 1.4.6 (Functional equations; Theorem 5.2, [10]). Let (X, Γ) be

a periodic graph such that X is a (q + 1)-regular graph. We can define

the following completions of ZX,Γ which can be extended to a holomorphic

function on the open set Ωq (see figure 1.1):

ξX,Γ(u) := (1 − u2)−χ(B)(1 − u)|V (B)|(1 − qu)|V (B)|ZX,Γ(u), (1.6)

ΛX,Γ(u) := (1 − u2)−χ(B)(1 − u2)|V (B)|/2(1 − q2u2)|V (B)|/2ZX,Γ(u), (1.7)

ΞX,Γ(u) := (1 − u2)−χ(B)(1 + q u2)|V (B)|ZX,Γ(u). (1.8)

Furthermore, the above completions satisfy the following functional equations:

ξX,Γ(u) = ξX,Γ

(
1

qu

)
, (1.9)

ΛX,Γ(u) = −ΛX,Γ

(
1

qu

)
, (1.10)

ΞX,Γ(u) = ΞX,Γ

(
1

qu

)
. (1.11)
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Chapter 2

Main Results on Spectra of

Graphs

2.1 Length Spectrum Of Periodic Graphs

A notion of length spectrum has been defined and studied for compact Rie-

mannian manifolds of negative curvature in [9]. Roughly speaking, the length

spectrum of a manifold is a function which counts the number of closed

geodesics of a given length. In this section, we define the analogous notions

for finite graphs and for periodic graphs.

Definition 2.1.1 (Length Spectrum of a Finite Graph). The length spectrum

of the finite graph X is defined to be the function LX on N given by

LX(n) = The number of C ∈ R such that `(C) = n.

Definition 2.1.2 (Primitive Length Spectrum of a Finite Graph). The prim-

itive length spectrum of the finite graph X is defined to be the function PLX
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on N given by

PLX(n) = The number of C ∈ P such that `(C) = n .

In the case of a periodic graph (X, Γ), the above definitions must be

modified by considering the Γ-equivalence classes of cycles.

Definition 2.1.3 (Length Spectrum of a Periodic Graph). The length spec-

trum of the periodic graph (X, Γ) is defined to be the function LΓ on N given

by

LΓ(n) = The number of ξ ∈ [R]Γ such that `(ξ) = n .

Definition 2.1.4 (Primitive Length Spectrum of a Periodic Graph). The

primitive length spectrum of the periodic graph (X, Γ) is defined to be the

function PLΓ on N given by

PLΓ(n) = The number of ξ ∈ [P ]Γ such that `(ξ) = n .

In the case of the length spectrum of compact hyperbolic spaces of even

dimension, an analogue of the classical strong multiplicity was proved in

[2]. We recall the classical strong multiplicity one theorem due to Atkin

and Lehner: Let f and g are newforms for some Hecke congruence subgroup

Γ0(N). Suppose that the eigenvalues of the Hecke operator at a prime p are

equal for all but finitely many primes p. Then f and g are equal [21, p. 125].

In the next section we state and prove an analogue of this result for the

length spectrum of regular periodic graphs.
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2.2 Multiplicity One Property for the Prim-

itive Length Spectrum of Regular Peri-

odic Graphs

Theorem 2.2.1. [Multiplicity One property for Primitive Length Spectrum

of Regular Periodic Graphs] Let (X, Γ1) and (X, Γ2) be two simple, q + 1

regular periodic graphs. Further, assume that Γ1 and Γ2 act on V (X) without

inversions and with bounded co-volume and such that the stabilizer of any

cycle with respect to either subgroup is trivial. Suppose PLΓ1(n) = PLΓ2(n)

for all but finitely many n ∈ N. Then PLΓ1(n) = PLΓ2(n) for all n ∈ N.

Furthermore, we can conclude that LΓ1(n) = LΓ2(n) for all n ∈ N.

Proof. Let (X,Γ1) and (X,Γ2) be as in section 2. Let ZΓ1 and ZΓ2 denote

the Ihara zeta functions of (X, Γ1) and (X, Γ2), respectively. Let ξΓ1 and ξΓ2

be the extensions to Ωq of ZΓ1 and ZΓ2 respectively, as defined above. Let

Bi denote the finite graph X/Γi for i = 1, 2.

From the definition of the zeta function, we have in the region |u| < 1
q
,

ξΓ1(u)

ξΓ2(u)
=

(1 − u2)−χ(B1) [(1 − u)(1 − qu)]|V (B1)| ∏
[C]Γ1

∈[P]Γ1

(1 − u`(C))−1

(1 − u2)−χ(B2) [(1 − u)(1 − qu)]|V (B2)| ∏
[C′ ]Γ2

∈[P]Γ2

(1 − u`(C
′ ))−1

.

(2.1)

Under the hypothesis of Theorem 2.2.1, all but finitely many factors in the

product terms of the numerator and the denominator of equation 2.1 cancel

out. Therefore, there exist finite subsets S1 and S2 such that in |u| < 1
q
,

ξΓ1 (u)

ξΓ2 (u)
=

(1 − u2)
−χ(B1)

[(1 − u) (1 − qu)]|V (B1)| ∏
i∈S1

(
1 − u`(Ci)

)−1

(1 − u2)−χ(B2) [(1 − u) (1 − qu)]|V (B2)| ∏
j ∈S2

(
1 − u`(Cj)

)−1 .
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Since the product terms in the above equation are over finite indexing

sets and the other terms are all polynomials, the above expression defines a

meromorphic function on the entire complex plane. Here we have crucially

used the assumption that ΓC is trivial for all cycles. On the other hand,
ξΓ1

ξΓ2

is meromorphic on Ωq and hence the two expressions must agree for all

u ∈ Ωq. In particular,

ξΓ1

(
1
qu

)
ξΓ2

(
1
qu

) =

(
1 −

(
1

qu

)2
)−χ(B1) [(

1 − 1

qu

)(
1 − 1

u

)]|V (B1)|

(
1 −

(
1

qu

)2
)−χ(B2) [(

1 − 1

qu

)(
1 − 1

u

)]|V (B2)|

×

∏
i∈S1

(
1 −

(
1

qu

)`(Ci))−1

∏
j ∈S2

(
1 −

(
1

qu

)`(Cj))−1

From the functional equation applied to the two zeta functions, we have

for u ∈ Ωq,

ξΓ1 (u)

ξΓ2 (u)
=
ξΓ1

(
1
qu

)
ξΓ2

(
1
qu

)
Since χ(Bi) = |V (Bi)|(1 − q)/2 for i = 1, 2, we can rearrange the terms to

get

N1(u) ×
∏
j ∈S2

(
1 − u`(Cj)

) ∏
i∈S1

(
1 −

(
1

qu

)`(Ci))

= N2(u) ×
∏
i∈S1

(
1 − u`(Ci)

) ∏
j ∈S2

(
1 −

(
1

qu

)`(Cj))
,

where N1 and N2 are as follows:

N1(u) =
(
1 − u2

)(|V (B1)| − |V (B2)|)× (q− 1)
2 [(1 − u) (1 − qu)]|V (B1)| − |V (B2)|

N2(u) =

(
1− 1

q2u2

)(|V (B1)|−|V (B2)|)× (q−1)
2
[(

1− 1

u

)(
1− 1

qu

)]|V (B1)|−|V (B2)|
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The expressions N1(u) and N2(u) have no zeros in Ωq. The zero of the first

product term in the expression on the left-hand side lie on a circle of radius

1 centered at origin, while the zero of the second product lie on the circle

of radius 1
q

centered at origin. Similarly, the zero of the first product term

in the expression on the right hand side lie on a circle of radius 1 centered

at origin, while the zero of the second product lie on the circle of radius 1
q

centered at origin. From the equality of the expressions, we conclude that

the zeros of the expression on the left-hand side which lie on the unit circle

coincide with the zeros of the expression on the right-hand side which lie on

the unit circle. Hence we get equality of sets with multiplicity:{
2πk

`(Ci)
: k ∈ Z ; i ∈ S1

}
=

{
2πk

`(Cj)
: k ∈ Z ; j ∈ S2

}
Thus we conclude that PLΓ1(n) = PLΓ2(n) for all n ∈ N.

Furthermore, we can check that, for i = 1, 2,

LΓi(n) =
∑
d|n

PLΓi

(n
d

)
∀n ∈ N.

Using this, we know that if PLΓ1(n) = PLΓ2(n) for all n ∈ N, then

LΓ1(n) = LΓ2(n) for all n ∈ N. Hence LΓ1(n) = LΓ2(n) for all n ∈ N.

�

It follows from the above discussion that N1(u) = N2(u) for all u ∈
Ωq. Without loss of generality, we can assume that |V (B1)| ≥ |V (B2)|,
which makes N1 and N2 polynomial expressions. Therefore, we can say that

N1(u) = N2(u) for all u ∈ C. The zeros of N1(u) are {±1, 1
q
} while the zeros

of N2(u) are {±1
q
, 1}. Hence these two expressions have to be identically zero

which can happen only when |V (B1)| = |V (B2)|. This proves the following

corollary:

Corollary 2.2.2. Suppose X, Γ1, Γ2 be as in Theorem 2.2.1. If PLΓ1(n) =

PLΓ2(n) for all but finitely many n ∈ N then |V (X/Γ1)| = |V (X/Γ2)|.
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2.3 Graphs With Action of Finitely Gener-

ated Abelian Groups

The relation between the length spectrum and the Laplace spectrum of some

compact hyperbolic manifolds of negative curvature has been studied in [9].

For the manifolds considered, it is shown that the Laplace spectrum deter-

mines the length spectrum, a result we discuss in the next chapter. In the

case of regular finite graphs, the adjacency operator is self-adjoint and hence

we can consider the spectrum with respect to it. Two finite regular graphs

X1 and X2 are said to be isospectral if the set of eigenvalues (with multiplic-

ities) of the adjacency operators A1 and A2 of X1 and X2 are equal to each

other.

We can use the determinant formula (1.3) to get the following lemma

which shows that the length spectrum of two isospectral graphs is equal.

Lemma 2.3.1. Suppose X1 and X2 are two finite (q + 1)-regular graphs

which are isospectral. Then LX1(m) = LX2(m) for all m ∈ N.

Proof. Isospectrality of X1 and X2 implies that the corresponding adjacency

matrices, A1 and A2, are similar. Let ∆i(u) = I − Aiu + qu2 be the

deformed Laplacian corresponding to Xi, for i = 1, 2. Then for any u in the

disc |u| < 1
q
, ∆1(u) is similar to ∆2(u) and hence det(∆1(u)) = det(∆2(u)).

If Z1(u) and Z2(u) are the Ihara zeta functions of X1 and X2 respectively,

then using eq. 1.3 we get Z1(u) = Z2(u) for all |u| < 1
q
.

Let Si = {l ∈ N | `(C) = l, C ∈ Pi}, where Pi is the set of primitive

reduced cycles in Xi for i = 1, 2. In other words, Si is the multiset of

the lengths that occur in the primitive length spectrum of Xi. Using this
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notation, the zeta function for the graph Xi, for i = 1, 2 can be written as

Zi(u) =
∏
l∈Si

(1 − ul)−1.

Therefore, for |u| < 1
q
,

∏
l∈S1

(1 − ul)−1 =
∏
m∈S2

(1 − um)−1

∏
l∈S1

(1 + ul + u2l + . . .) =
∏
m∈S2

(1 + um + u2m + . . .)

Let l0 and m0 be the smallest elements of S1 and S2 respectively. Suppose

l0 occurs with multiplicty k1 and m0 occurs with multiplicity k2. Upon

expansion, the expression of Z1(u) is of the form Z1(u) = (1 + k1u
l0 +

higher powers of u) where as the expression of Z2(u) is of the form Z2(u) =

(1 + k2u
m0 + higher powers of u). This implies that l0 = m0 and k1 = k2.

Using the fact that the function (1 − ul0) has no poles in the disc |u| < 1
q
,

we can inductively conclude that S1 = S2. Therefore PLX1(m) = PLX2(m)

and hence LX1(m) = LX2(m) for all m ∈ N.

In extending the above result to the case of periodic graphs we are im-

peded by the fact that the deformed Laplacian ∆(u) may not be self-adjoint.

Furthermore, the determinant formula 1.4 is given in terms of the analytic

determinant detΓ. In the rest of the section we state and proof an analogue

of the above result, with a modified hypothesis, in the case of periodic graphs

with actions of finitely generated abelian groups. We crucially use a general-

ization of a construction given in [4], which expresses the adjacency operator

of periodic graphs with Z-action in terms of a finite matrix.

Let (X,Γ) be a simple, (q + 1)-regular periodic graph such that Γ is a

finitely generated abelian group. Therefore Γ can be written as Zr × Zn1 ×
. . . × Znk , for some integers r, n1, n2, . . . , nk such that r ≥ 0, ni ≥ 2
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for i = 1, . . . , k, and n1/ n2/ . . . / nk. We also assume, as before, that the

periodic graphs (X, Γ) are such that Γ acts on V (X) without inversions and

with bounded co-volume, and that ΓC and Γv are trivial for every vertex v and

every cycle C. The regularity assumption will give ∆(u) = I − uA + u2q.

Let Zni = 〈si | snii = 1〉, for i = 1, . . . , k, and let Zr = 〈t1〉 × 〈t2〉 ×
. . . × 〈tr〉. Suppose that the number of orbits of action of Γ on X is n.

Choosing the representatives of these orbits, we can identify

`2(V (X)) =
⊕
n

`2(Γ).

Following [4], we describe below how the adjacency operator A can be

written as a n × n matrix with entries in the ring

R = Z[t±1
1 , t±1

2 , . . . , t±1
r , s1, s2, . . . , sk]/〈snii − 1 | i = 1, . . . , k〉.

Let [v1], [v2], . . . , [vn] be the Γ-equivalence classes of V (X). We look for

the elements in the orbit [vj] which are adjacent to the representative vertex

vi of the orbit [vi]. Any element in the orbit [vj] is of the form γ · vj where

γ = (tu1
1 t

u2
2 . . . turr s

w1
1 sw2

2 . . . swkk ) ∈ Γ. We write Aij =
∑
γ where the sum

is taken over all γ such that vi ∼ γ · vj.

Example 2.3.2. Consider the 4-regular graph (Y, Z) with V (Y ) = Z ∪ Z as

shown in figure 2.1. Let V (Y ) = { . . . , v−1, v0, v1, . . .}∪ { . . . , w−1, w0, w1, . . .}.

The action of Z = 〈t〉 we consider is given by t · vi = vi+1 and t ·wi = wi+1.

This action has two orbits, namely [v0] and [w0]. Let A be the 2 × 2 matrix

representing the adjacency operator of (Y, Z). Then

A =

t + t−1 1 + t

1 + t−1 t + t−1


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Figure 2.1: A 4-regular periodic graph

Under Fourier transform, `2(Z) = L2(S1) where S1 = {eiθ | θ ∈
(−π, π]} with normalized measure. Therefore we have

`2(Γ) =
⊕
r

L2(S1)
⊕

`2(Zn1)
⊕

`2(Zn2) . . .
⊕

`2(Znk).

This shows that

`2(V (X)) =
⊕
nr

L2(S1)
⊕
n

`2(Zn1)
⊕
n

`2(Zn2) . . .
⊕
n

`2(Znk).

Under the Fourier transform, multiplication by ti becomes multiplication by

the function eiθi for i = 1, 2, . . . , r. Hence ∆(u) is represented by a n × n

matrix, whose entries are in terms of the variables θ1, θ2, . . . θr, s1, s2, . . . , sk.

We denote this matrix by Mu, (X,Γ). (The dependence on the above variables

is suppressed for ease of notation.) To further simplify the notation, we de-

note Mu, (X,Γ) with Mu when it is clear which periodic graph (X,Γ) is being
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referred. Therefore we have

detΓ(∆(u)) = exp ◦ TrΓ ◦ Log(∆(u))

= exp
n∑
i=1

TrΓ(Log(∆(u)))ii

= exp
n∑
i=1

∑
Zn1

∑
Zn2

. . .
∑
Znk

(∫
S1

∫
S1

· · ·
∫
S1

(Log(Mu))ii dθ1 . . . dθr

)
= exp

∑
Zn1

∑
Zn2

. . .
∑
Znk

(∫
S1

∫
S1

· · ·
∫
S1

n∑
i=1

(Log(Mu))ii dθ1 . . . dθr

)
= exp

∑
Zn1

∑
Zn2

. . .
∑
Znk

(∫
S1

∫
S1

· · ·
∫
S1

Tr(Log(Mu)) dθ1 . . . dθr

)
= exp

∑
Zn1

∑
Zn2

. . .
∑
Znk

(∫
S1

∫
S1

· · ·
∫
S1

log(det(Mu)) dθ1 . . . dθr

)
Note that the matrix Mu in fact has entries which are polynomials in the

variables e±iθ1 , . . . , e±iθr , s1, . . . , sk. Therefore we can say Mu ∈ GLn(R),

after the change of variables eiθj −→ tj, for j = 1, . . . , r.

Let (X, Γ)1 and (X, Γ)2 be two simple, regular periodic graphs. (The

underlying infinite graph X of the two periodic graphs is same but has dif-

ferent Γ-actions.) Further, assume that both the actions of Γ on V (X) are

without inversions and with bounded co-volume. Let M1,u and M2,u denote

Mu, (X,Γ)1 and Mu, (X,Γ)2 respectively. Let ∆1(u) and ∆2(u) be the deformed

Laplacians, LΓ, 1 and LΓ, 2 be the length spectra, PLΓ, 1 and PLΓ, 2 be the

primitive length spectra and Z1 and Z2 be the zeta functions of (X,Γ)1 and

(X, Γ)2 respectively. We can conclude the following lemma by using the

expression of detΓi(∆i(u)) in terms of Mu, (X,Γ)i .

Lemma 2.3.3. Suppose for a fixed u, the matrices M1,u and M2,u are con-

jugate in GLn(R). Then detΓ1(∆1(u)) = detΓ2(∆2(u)).

24



Theorem 2.3.4. Let A1 and A2 be the adjacency operators of the periodic

graphs (X,Γ)1 and (X, Γ)2 respectively. Suppose A1 and A2, as n × n ma-

trices, are conjugate. Then LΓ, 1(m) = LΓ, 2(m) for all m ∈ N.

Proof. If A1 and A2 are similar, then for any complex number u in the

disc |u| < 1
q
, ∆1(u) is similar to ∆2(u). From the lemma 2.3.3, we have

detΓ1(∆1(u)) = detΓ2(∆2(u)) for all u such that |u| < 1
q
. From the deter-

minant formula of the zeta function, we get Z1(u) = Z2(u) for all |u| < 1
q
.

Let Si = {l ∈ N | `(C) = l, C ∈ [P ]Γi}, for i = 1, 2. In other

words, Si is the multiset of the lengths that occur in the primitive length

spectrum of (X,Γ)i. Using this notation, the zeta function for the periodic

graph (X,Γ)i, for i = 1, 2 can be written as

Zi(u) =
∏
l∈Si

(1 − ul)−1.

Therefore, for |u| < 1
q
,∏

l∈S1

(1 − ul)−1 =
∏
m∈S2

(1 − um)−1

∏
l∈S1

(1 + ul + u2l + . . .) =
∏
m∈S2

(1 + um + u2m + . . .)

Let l0 and m0 be the smallest elements of S1 and S2 respectively. Suppose

l0 occurs with multiplicity k1 and m0 occurs with multiplicity k2. Upon

expansion, the expression of Z1(u) is of the form Z1(u) = (1 + k1u
l0 +

higher powers of u) where as the expression of Z2(u) is of the form Z2(u) =

(1 + k2u
m0 + higher powers of u). This implies that l0 = m0 and k1 = k2.

Using the fact that the function (1 − ul0) has no poles in the disc |u| < 1
q
, we

can inductively conclude that S1 = S2. Therefore PLΓ, 1(m) = PLΓ, 2(m)

and hence LΓ, 1(m) = LΓ, 2(m) for all m ∈ N.

25



Chapter 3

Spectra of some Compact

Locally Symmetric Riemannian

Manifolds

3.1 Preliminaries

Selberg first constructed a generalization of the Riemannian zeta function,

called the Selberg zeta function, for compact Riemann surface of genus bigger

than 2 in [24]. Such a space is of the form Γ\H , where H = SL(2,R)/SO(2)

is the upper half plane and Γ is a discrete subgroup of SL(2,R). The Selberg

zeta function is a complex valued function associated to the data (Γ, χ),

where χ is the character of a finite dimensional unitary representation T of

Γ. It uses the lengths of the primitive closed geodesics of the surface in place

of primes.

Further generalizations of the Selberg zeta function were given by Wakayama

[28] and Gangolli [9]. Gangolli constructed the zeta function ZΓ(s, χ) for gen-

eral compact locally symmetric space of negative curvature XΓ, and showed
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how the location and the order of the zeros of ZΓ(s, χ) gives information

about the spectrum of the Laplace-Beltrami operator of XΓ and about the

topology of XΓ. In this section, we give the relevant definitions needed to

describe spaces of the type XΓ. We refer to the Helgason’s [16, ‘Differential

geometry and symmetric spaces’ ] for a detailed discussion.

Let M be Riemannian manifold. Let p be a point in M and N0 be the

neighbourhood of 0 in TpM (the tangent space of p) which is symmetric with

respect to 0. Let Np be Expp(N0), where Expp is the exponential map from

TpM to M . For any q ∈ Np, we consider the geodesic t −→ γ(t) within Np

such that γ(0) = p and γ(1) = q. The mapping q 7−→ γ(−1) of Np onto

itself is called geodesic symmetry with respect to the point p.

Definition 3.1.1 (Riemannian Locally Symmetric Space). A Riemannian

manifold M is called a Riemannian locally symmetric space if for each p ∈ M

there exists a normal neighborhood of p on which the geodesic symmetry with

respect to p is an isometry.

A map is said to be involutive if its square, but not itself, is equal to the

identity map.

Definition 3.1.2 (Riemannian Globally Symmetric Space). An analytic Rie-

mannian manifold is called globally symmetric if each p inM is the fixed point

of a involutive isometry sp on M .

It is know that ([16, Ch. IV, Lemma 3.1]) for each p ∈ M there exists

a normal neighborhood Np of p ∈ M such that sp is the geodesic symmetry

on Np. It is also known that locally symmetric Riemannian manifolds, which

are not globally symmetric, can be constructed as quotients of Riemannian

globally symmetric spaces by discrete groups of isometries with no fixed

points
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For any Riemannian manifold M , let I(M) be the group of isometries of

M , endowed with the compact open topology. The identity component of

I(M) is denoted by I0(M). It is known that, when M is a globally symmetric

space, I(M) has a Lie group structure. Then the following theorem ([16, Ch.

IV, Theorem 3.3]) gives the group theoretic description of locally and globally

symmetric Riemannian spaces.

Theorem 3.1.3. Let M be a Riemannian globally symmetric space and p0

any point in M . If G = I0(M), and K is the subgroup of G which leaves p0

fixed, then K is a compact subgroup of the connected group G and G/K is

analytically diffeomorphic to M .

Using the above theorem, we can represent any compact locally symmetric

space of negative curvature XΓ as Γ\G/K, where G is a connected semisimple

Lie group with finite centre, K is a maximal compact subgroup and Γ is a

uniform lattice in G, i.e., a co-compact torsion free discrete subgroup of G.

Let g and k be the Lie algebras of G and K respectively. Let g = k ⊕ p be

the Cartan decomposition of g with respect to the involution θ determined by

k. More specifically, k and p are the +1 and −1 eigen-spaces of the involution

map θ. Let ap be the maximal abelian subalgebra of p. The subalgebra ap

can be extended to an algebra a such that a = ap + ak, where ak = a ∩ k

and ap = a ∩ p. The real rank of G is defined to be the dimension of ap,

dim(ap). The rank of a locally symmetric Riemannian manifold is defined

to be the rank of G. It is assumed all the locally symmetric Riemannian

manifolds under consideration are of real rank 1, i.e., dim(ap) = 1.

Let gC and aC denote the complexifications of g and a and let Φ(gC, aC)

denote the set of roots of (gC, aC). An element of α in the dual space of aC

is called a root if

Lα = {g ∈ gC |hg − gh = α(h)g ∀h ∈ aC}

is a non-zero subspace of gC.
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Definition 3.1.4 (Ordered Vector Space). Let V be a finite-dimensional

vector space over R. V is said to be an ordered vector space if it is an

ordered set and the ordering relation > satisfies the conditions:

• X > 0, Y > 0 implies that X + Y > 0.

• If X > 0 and a is a positive real number, then aX > 0.

If {X1, . . . , Xn} is a basis of V , then V can be turned into an ordered

vector space by saying X > 0 if X =
n∑
i=1

aiXi and the first non-zero number

in the sequence a1, . . . , an is > 0.

Suppose W a subspace of V . Let V ∗ and W ∗ denote their duals. Consid-

ered them turned into ordered vector spaces. The orderings are said to be

compatible, if λ ∈ V ∗ is positive whenever its restriction λ̄ to W ∗ is positive.

We choose compatible ordering in the dual spaces of ap and ap + iak,

respectively. Since each root α ∈ Φ is real valued on ap + iak, this gives an

ordering of Φ. Let Φ+ be the set of positive roots under this order. Let

P+ = {α ∈ Φ+ | α 6≡ 0 on ap},

P− = {α ∈ Φ+ | α ≡ 0 on ap}.

Let Σ be the set of restrictions of elements of P+ to ap. Since dim(ap) = 1,

it is known that we can choose β ∈ Σ such that 2β is the only other possible

element in Σ. Let p be the number of roots in P+ whose restriction to ap is

β and let q be the number of roots in P+ whose restriction is 2β. We choose

H0 ∈ ap such that β(H0) = 1. Let ρ = 1
2

∑
α∈P+

α. Also, we denote the

number ρ(H0) by ρ0.

If Xα is the root vector belonging to α, for any α ∈ Φ+, then we put

nC =
∑

α∈P+ CXα. If n = nC ∩ g, then g = k + ap + n is the Iwasawa

decomposition of g. Furthermore, if we let Ap = exp(ap) and N = exp(n),

then we get G = KApN , which is the Iwasawa decomposition of G. Also,
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we can write G = KApK, which is called the Cartan decomposition of G.

The Weyl group of (G, Ap) is denoted by W . The real dual of ap is denoted

by Λ, while the complexification of Λ, Λ + iΛ, is denoted by ΛC.

3.2 Selberg-Gangolli Zeta Function

LetG be a connected semisimple Lie group with finite centre, K be a maximal

compact subgroup and Γ be a uniform lattice in G, i.e., a co-compact torsion

free discrete subgroup of G. These lattices need not be arthimetic. We fix a

finite dimensional unitary representation T of Γ and let χ be its character. In

[8], Gangolli defined a zeta function ZΓ(s, χ) associated to the data (Γ, χ).

In this section, we describe this zeta function, called the Selberg-Gangolli

zeta function, and its properties.

Since Γ\G is compact, Γ contains no parabolic elements. Hence, any

element γ ∈ Γ \ {e} is semisimple and therefore lies in a Cartan subgroup

of G. Upto conjugacy, there are only two Cartan subgroups of G, K and

MAp, where M is the centralizer of Ap in K. Here K is compact and MAp

is non-compact. It is also assumed that the uniform lattice Γ is such that it

has no elements of finite order. Since an element is elliptic if and only if it

is of finite order, any γ ∈ Γ is hyperbolic and is therefore conjugate to an

element of MAp. Furthermore, it can be shown that it can be chosen to be

conjugate to an element of MA+
p , where A+

p is the set {exp(tH0) ; t ≥ 0}.
Let h(γ) = mγ(γ)hp(γ) be an element of MA+

p conjugate to γ.

For any h ∈ Ap, let u(h) = β(logh). Then u = u(h) can be considered

as a parametrization on Ap via which Ap can be identified with R. Under

this parametrization, A+
p corresponds to the positive real axis. Define uγ :=

β(log hp(γ)). It is known that the value uγ is independent of the choice of

h(γ).

Lemma 3.2.1. For any negatively curved Riemannian manifold, and hence
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for XΓ, there is a bijective correspondence between the set of closed geodesic

classes in XΓ and the set of conjugacy classes of Γ.

Let CΓ be a set of representatives of the Γ-conjugacy classes.

Definition 3.2.2. For γ ∈ Γ, the length `(γ) of the conjugacy class [γ] is

defined to be the length of the unique closed geodesic in the corresponding

free homotopy class in XΓ.

Lemma 3.2.3 ([9]). For any γ 6= 1 ∈ Γ, we have `(γ) = uγ.

The length spectrum of XΓ is the function

LΓ : R→ N ∪ {0}

which to a real number l, assigns the number of Γ-conjugacy classes [γ] such

that `(γ) = l.

An conjugacy class [γ] 6= 1 of Γ is called primitive if [γ] 6= [δn] for

any integer n > 1 and δ ∈ Γ. Furthermore, it has been shown in [9] that

any conjugacy class [γ] can be written as [δn], for some primitive conjugacy

class [δ] and integer n ≥ 1. If [γ] = [δn], for some primitive [δ], then the

number n is denoted by j(γ). It is known that the primitive conjugacy classes

correspond to primitive closed geodesics, which are closed geodesics which

cannot be obtained by going around any other closed geodesic n > 1 times.

Let PΓ be the set of representatives of the primitive Γ-conjugacy classes.

The elements of P+ are enumerated as α1, α2, . . . , αt. Then, we define L

as the semi lattice in aCp given by {
∑t

i= 1miαi ; mi ≥ 0, mi ∈ Z}. For any

λ ∈ L, the number of distinct ordered t-tuples (m1, m2, . . . , mt) such that

λ =
∑t

i= 1miαi. The character of the Cartan subgroup A which corresponds

to λ is denoted by ξλ. Therefore, ξλ(h) = expλ(log(h)).

For s ∈ C, the zeta function ZΓ(s, χ)(s) is defined by first defining its

logarithmic derivative with respect to s, denoted by ΨΓ(s, χ), which is given
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as the following series convergent on Re s > 2ρ0 ([8]):

ΨΓ(s, χ) = κ
∑

γ ∈Cγ \ {1}

χ(γ)uγ j(γ)−1C(h(γ)) exp(ρ0 − s)uγ (3.1)

Here C(h(γ)) is a positive function and κ is a positive integer, both of which

depends only on the structure of G If ZΓ(s, χ) is the Selberg-Gangolli zeta

function, then
d

ds
logZΓ(s, χ) = ΨΓ(s, χ). (3.2)

Furthermore, it has been shown in [9] that ZΓ(s, χ) can be simplified to the

following Euler product:

Definition 3.2.4 (Selberg-Gangolli Zeta Function).

ZΓ(s, χ) = C
∏

δ ∈PCΓ

∏
λ∈L

(det (I − T (δ) ξλ(h(δ))−1 exp(−suδ)))mλκ , (3.3)

Here, C 6= 0 is a constant which depends only on G.

We state below some properties of this zeta function which have been

proved in [9]:

Theorem 3.2.5.

1. ZΓ(s, χ) is holomorphic in the half plane Re s > 2ρ0.

2. ZΓ(s, χ) has a meromorphic continuation to the whole complex plane

3. ZΓ(s, χ) satisfies the following functional equation

ZΓ(2ρ0 − s, χ) = ZΓ(s, χ) exp

∫ s−ρ0

0

Φ(t)dt (3.4)

where Φ(t) = κ vol(Γ\G)χ(1)c(it)−1c(−it)−1. Here, c(t) is the Harish-

Chandra c-function, which is a function of one complex variable which

depends only on (G, K).
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4. When G = SO0(2n + 1, 1), Φ is a polynomial and so is
∫ s−ρ0

0
Φ(t)dt.

This simplifies the functional equation.

Definition 3.2.6. An irreducible unitary representation π of G on a Hilbert

space V is said to be spherical if there exists a non-zero vector v ∈ V such

that

π(k)v = v ∀ k ∈ K.

We denote the set of equivalence classes of the spherical representations

of G by Ĝs. The spherical spectrum of a uniform lattice is the collection of

spherical representations of G which occur in the decomposition of L2(Γ\G).

Let T be a finite dimensional unitary representation of Γ with character-

istic χ. We denote with U the unitary representation of G induced by T .

Then U is a discrete direct sum of irreducible unitary representations occur-

ring with finite multiplicity. Let {Ui, j ≥ 0} be the spherical representations

among these and let nj(χ) be their multiplicities. The spherical spectrum of

a uniform lattice is precisely the set {Ui, j ≥ 0} with multiplicities when T

is chosen to be the trivial representation of Γ.

We now state two theorems of Harish-Chandra [13] which will help us

characterize the irreducible unitary spherical representations, which are also

called representations of class 1.

Definition 3.2.7 (Positive definite function). A complex valued continuous

function φ on a topological group G is called positive definite if

n∑
i,j=1

φ(x−1
i xj)αiᾱj ≥ 0

for all finite sets x1, x2, . . . xn inG and any set of complex numbers α1, α2, . . . αn.

Theorem 3.2.8 (Harish-Chandra 1). There is a bijective correspondence

between the set Ω of equivalence classes ω of representations of class 1 and

the set β of all positive definite spherical functions ϕ on G satisfying ϕ(e) = 1.
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We write G = KApN , Iwasawa decomposition and define H(x) as the

unique element in ap such that x = k(expH(x))n, where k ∈ K and n ∈ N .

Theorem 3.2.9. [Harish-Chandra 2] Functions of the type

ϕν(x) =

∫
K

e(iν−ρ)(H(xk))dk, ν ∈ ΛC

exhaust the class of spherical functions of G. Moreover, any two such func-

tions ϕν and ϕλ are identical if and only if ν = λs for some s ∈ W (Weyl

Group).

Using these two theorems, we get that each of the Ui is uniquely deter-

mined by a spherical function ϕνj , where the νj ∈ ΛC is uniquely determined

up to action of the Weyl group.

Let r+
j (χ) = νj(H0) and r−j (χ) = −νj(H0). Put s+

j = ρ0 + ir+
j and

s−j = ρ0 + ir−j . Though these quantities depend on χ, where there is no

danger of confusion the χ is not explicitly mentioned.

The following theorem from [8] shows that the information about the

spherical spectrum of XΓ is encoded in ZΓ(s, χ).

Theorem 3.2.10 (Zeros and Poles of ZΓ(s, χ)).

1. The points s+
j and s−j , with j ≥ 1, are zeroes of ZΓ(s, χ) of order κnj

respectively. These are called the spherical zeroes.

2. The points ρ0 + irk, k ≥ 0 are either zeroes or poles of ZΓ(s, χ) ac-

cording to whether −χ(1)ekE is positive or negative. These are called

the topological zeros or poles. The order of the zero or pole ρ0 + irk is

|χ(1)ekE|.

3. It also follows that the ρ0 + irk are either all poles or all zeroes, if they

exist.
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4. Also, since the elements rk are purely imaginary, it follows that ρ0 + irk

equals either −k or −2k, k ≥ 0, when the rk exist.

Here, E denotes the Euler-Poincaré characteristic of the manifold XΓ.

When the dimension of XΓ is odd, the Euler-Poincaré characteristic is

zero, and hence the zeta function has only spectral zeros and no poles.

The following theorem from [9] shows the relation between the spherical

spectrum and the length spectrum. Simply put, it shows that the spheri-

cal spectrum of the space, and hence the Laplace spectrum, determines the

length spectrum. This theorem has been proved using the properties of the

logarithmic derivative of ZΓ(s, χ), showing its use as a tool to connect the

geometric and the algebraic properties of the manifold XΓ.

Theorem 3.2.11. Let G be a connected semi-simple Lie group with finite

centre and let Γ1 and Γ2 be two co-compact torsion free lattices in G. Assume

that the spherical spectrum of the spaces XΓi = Γi G\K for i = 1, 2 is same.

Then,

{li ∈ R | LΓ1(li) 6= 0} = {lj ∈ R / LΓ2(lj) 6= 0}.

In other words, the lengths that appear in the spectrum of XΓ1 and XΓ2 are

the same.

3.3 Selberg-Wakayama Zeta Function

A further generalization of the Selberg zeta function was defined by Wakayama

in [28]. This zeta function is also associated to a manifold XΓ of the type

Γ\G/K, where G is a connected semisimple Lie group with finite centre, K

is a maximal compact subgroup and Γ is a uniform lattice in G. Apart from

an irreducible unitary representation of the lattice Γ, this zeta function also

takes into consideration an irreducible unitary representation of K.
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For any subgroup L of G, we denote the set of all equivalence classes of

irreducible unitary representations of L by L̂. If π ∈ L̂ is a finite-dimensional

representation, we put χπ = trπ and dπ = dimπ.

We recall that M is the centralizer of Ap in K. For τ ∈ K̂, we put

M̂τ = {σ ∈ M̂ | [σ : τ |M ] 6= 0]}. For ease of notation, we let τM := τ |M and

ασ = [σ : τ |M ].

The Selberg-Wakayama zeta function Zτ (s) of XΓ = Γ\G/K, associated

with τ ∈ K̂ is defined by the following Euler product:

Definition 3.3.1 (Selberg-Wakayama Zeta Function).

Zτ (s) =
∏
σ∈M̂τ

Zσ(s)[σ:τ |M ] (3.5)

where

Zσ(s) =
∏
p∈PΓ

∏
λ∈L

(1− χσ(mp)
−1ξλ(h(p))−1e−sup)mλ . (3.6)

The Selberg-Wakayama zeta function satisfies many properties similar

to the ones satisfied by the Selberg-Gangolli zeta function. The following

theorem summarizes some of the results on Zτ proved in [28] (Theorem 7.1-

7.3, p.p. 287-291).

Theorem 3.3.2.

1. Zτ is holomorphic in the half plane Re(s) > 2ρ0 and has analytic

continuation as a meromorphic function on the whole complex plane.

2. Zτ always have some zeros, which are called spectral zeros. The location

and the order of the zeros contains information about the τ -spectrum

Ĝτ in L2(Γ\G) where

Ĝτ = {π ∈ Ĝ;mΓ(π) > 0, τ ∈ π|K}.
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Here mΓ is the multiplicity of a unitary representation π of G in the

right regular representation πΓ of G on L2(Γ\G).

3. Apart from the spectral zeros, Zτ has certain series of zeros and poles

which come from the Plancherel measure. These are called the topolog-

ical zeros of Zτ .

4. Zτ satisfies the following functional equation:

Zτ (2ρ0 − s) = Zτ (s) exp

 s− ρ0∫
0

∆τ (t) dt

 . (3.7)

Here ∆τ is an expression which depends on G, K, χ and τ . In the case

when dimension of XΓ is odd, ∆τ is a polynomial and the functional

equation simplifies to Zτ (2ρ0 − s) = Zτ (s).

3.4 Length-holonomy Spectrum of SO0(n, 1)

In this section, we describe the holonomy class of a closed geodesic in XΓ =

Γ\G/K in the case where G = SO0(n, 1), the connected component of

identity in the isometry group SO(n, 1) of the hyperbolic space Hn. We

then give the definition of the length-holonomy spectrum of XΓ.

Let λ : [0, 1] −→ X be a closed geodesic in XΓ. Let λ(0) = λ(1) = P

and λ
′
(0) = v.

Definition 3.4.1 (Parallel Transport of a vector along a geodesic). Parallel

transport of a vector v along a geodesic λ in XΓ is a vector field Yv along λ

in XΓ such that

1. Yv(t) ∈ Tλ(t)XΓ,

2. Yv(t) is parallel to v for all t ∈ [0, 1],
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3. Yv(0) = v

Consider the subspace W = {w ∈ TPXΓ 〈v, w〉 = 0} of TPXΓ. Using

the parallel transport define the map

T : W −→ W

w 7−→ Yw(1)

We now fix an orthonormal basis {v1, v2, . . . , vn} of W which extends to

the basis {v1, v2, . . . , vn, v} of TPXΓ. Then it can be checked that T (v) = v

and 〈T (w1), T (w2)〉 = 〈w1, w2〉 for all w1, w2 ∈ W . Therefore the map T ,

which depends only on the geodesic λ, defines an element A of SO(n − 1)

up to conjugacy.

Definition 3.4.2 (Holonomy Class). The conjugacy class of A in SO(n− 1),

as defined above, is called the holonomy class of the closed geodesic λ and is

denoted by hγ.

For any n, let the set of conjugacy classes of SO(n) be denoted by Mn.

When G = SO0(n, 1), it can be checked that M , the centralizer of Ap

in K is equal to SO0(n − 1). Furthermore, it is known that the holonomy

class of geodesic λ is precisely the conjugacy class [mλ].

Definition 3.4.3 (Length-holonomy Spectrum). The length-holonomy spec-

trum of XΓ is defined to be the function LΓ defined on R × Mn− 1 by,

LΓ(a, [M ]) = number of conjugacy classes [γ] in Γ with (l(γ), hγ) = (a, [M ]).

3.5 Decompositions of SO0(3, 1)

We now consider the case when G = SO0(3, 1) and give an explicit descrip-

tion of the Iwasawa decomposition.
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The Lie algebra of SO(3, 1), denoted by so(3, 1) is given as

{A ∈ M4(R) | ATJ + JA = 0}

where

J =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1


(3.8)

It can be checked that

so(3, 1) =


 B u

uT 0

∣∣∣∣∣∣u ∈ R3 andBT = −B, B ∈ M3(R)


Thus any matrix of so(3, 1) can be uniquely written as B u

uT 0

 =

 B 0

0 0

+

 0 u

uT 0


where the first matrix is skew symmetric and the second matrix is symmetric

and both belong to so(3, 1).

Define k and p as follows:

k =


 B 0

0 0

∣∣∣∣∣∣BT = −B


p =


 0 u

uT 0

∣∣∣∣∣∣u ∈ R3

 .

Then both k and p are subspaces of g = so(3, 1) and k is a sub-algebra of g.

In fact, k is isomorphic to so(3). Furthermore, we have [k, k] ⊂ k, [p, p] ⊂ k

and [k, p] ⊂ p. We have the decomposition so(3, 1) = k ⊕ p, which gives the

Cartan Decomposition of so(3, 1). Also, if Θ is the map Θ(A) = −AT , then

k and p are the +1 and the −1 eigenspaces of Θ respectively.
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Let ap be the matrices of the form

B =


0 0 0 0

0 0 0 0

0 0 0 α

0 0 α 0


(3.9)

Then ap is an abelian subalgebra of p. It can be checked that it is in fact

the maximal abelian subalgebra in p. Consider the matrices in so(3, 1) of the

form 
0 0 −a a

0 0 −b b

a b 0 0

a b 0 0


(3.10)

where a, b ∈ R. Such matrices form an abelian subalgebra n of so(3, 1).

Furthermore, so(3, 1) = k ⊕ ap ⊕ n. This gives the Iwasawa Decomposition

of so(3, 1).

Define m =


 B 0

0 0

 ∈ M4(R)

∣∣∣∣∣∣B ∈ so(2)

. It can be checked that

m is a subalgebra of k and is the centralizer of ap in so(3, 1).

Let

ak =




0 b 0 0

−b 0 0 0

0 0 0 0

0 0 0 0



∣∣∣∣∣∣∣∣∣∣∣∣∣
b ∈ R


. (3.11)

Then ak is a maximal abelian subalgebra of k. Also, ak commutes with

ap. Therefore a = ak + ap is a maximal abelian subalgebra of g such that
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a ∩ p = ap and a ∩ k = ak. Then,

a =




0 b 0 0

−b 0 0 0

0 0 0 α

0 0 α 0



∣∣∣∣∣∣∣∣∣∣∣∣∣
α, b ∈ R


(3.12)

is a Cartan subalgebra of so(3, 1).

We can also check that

exp a = A =




cos b sin b 0 0

− sin b cos b 0 0

0 0 coshα sinhα

0 0 sinhα coshα




, (3.13)

exp ap = Ap =




1 0 0 0

0 1 0 0

0 0 coshα sinhα

0 0 sinhα coshα




, (3.14)

expm = M =




cos b sin b 0 0

− sin b cos b 0 0

0 0 0 0

0 0 0 0




. (3.15)

Therefore, in this case, M ∼= SO(2) and hence the holonomy class of

a closed geodesic λ is given by a parameter b ∈ (0, 2π]. The parameter α

gives the length of the closed geodesic.
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3.6 Root space decomposition of so(3, 1,C)

Let g and a be as above. Let gC and aC denote the complexifications of g

and a and let Φ(gC, aC) denote the set of roots of (gC, aC).

We now explicitly compute the roots of so(3, 1, C). This is from Chapter

IV, section 1 of [19].

An element of α in the dual space of aC is called a root if

Lα = {g ∈ gC |hg − gh = α(h)g ∀h ∈ aC}

is a non-zero subspace of gC.

Any h ∈ aC can be written as
0 ih1 0 0

−h1 0 0 0

0 0 0 ih2

0 0 0 0


(3.16)

for some complex numbers h1 and h2.

We know that Lα = CEα where Eα ∈ gC is of the form
0 0 w x

0 0 y z

−w −y 0 0

x z ih2 0


(3.17)

for some w, x, y, z ∈ C. Therefore, α is a root if there exists a non-zero

solution for (w, x, y, z) such that hEα − Eαh = α(h)Eα.

It can be shown that such a solution exists only when

α(h) ∈ {h1 + ih2, h1 − ih2, −h1 − ih2, −h1 + ih2}

Denote these roots by {α1, α2, α3, α4}.
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We choose compatible ordering in the dual spaces of ap and ap + iak,

respectively. Any element of ap is of the form

x =


0 0 0 0

0 0 0 0

0 0 0 a

0 0 a 0


(3.18)

where a ∈ R. The vector space ap and hence it’s dual a∗p are one dimensional

over R. Let e1 ∈ a∗p such that e1(x) = a be a basis of a∗p. Any element of

ap + iak is of the form

y =


0 ib 0 0

−ib 0 0 0

0 0 0 a

0 0 a 0


(3.19)

where a, b ∈ R. We can extend the basis e1 of a∗p to a basis { e1, e2}
of ap + iak

∗ by letting e2(y) = b. This choice of basis gives a compatible

ordering of the dual spaces of ap and ap + iak.

For y ∈ ap + iak as above,

α1(y) = b + a (3.20)

= (e1 + e2)(y), (3.21)

α2(y) = b − a (3.22)

= (−e1 + e2)(y), (3.23)

α3(y) = −b − a (3.24)

= (−e1 − e2)(y) and (3.25)

α4(y) = −b + a (3.26)

= (e1 − e2)(y). (3.27)
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Therefore α1 and α4 are positive roots according to the ordering fixed above.

Also, we know that for G = SO0(2n + 1, 1), p = 2n and q = 0.

Therefore for G = SO0(3, 1), ρ0 = 1.

3.7 Towards Strong Multiplicity One Prop-

erty for Length-Holonomy Spectrum of

SO0(3, 1)

In this section we describe our efforts to prove the strong multiplicity one

property for the length-holonomy spectrum of SO0(3, 1). More precisely, we

consider two uniform lattices Γ1 and Γ2 of SO0(3, 1). The spaces associated

with these lattices, XΓi = Γi\G/K for i = 1, 2, have associated with them

a primitive length-holonomy spectrum.

The primitive length-holonomy spectrum of XΓ is defined to be the func-

tion PΓ defined on R × [0, 2π) by,

PΓ(a, b) = # of conjugacy classes [p] ∈ PΓ such that (a(p), b(p)) = (a, b).

We now define a modified length-holonomy spectrum of XΓ. For any

p ∈ PΓi , we define c(p) := b(p)
a(p)

. The modified primitive length-holonomy

spectrum of XΓ is defined to be the function MΓ on R given by,

MΓ(c) = # of conjugacy classes [p] ∈ PΓ such that c(p) = c.

We assume that the primitive length-holonomy spectra of XΓ1 and XΓ2

is same for all but finitely many points in R × [0, 2π), i.e., ∃ a finite subset

S ⊂ R × [0, 2π) such that PΓ1(a, b) = PΓ2(a, b) ∀ ∈ (a, b) /∈ S. We

want to check if this assumption implies that the primitive length-holonomy

spectra are the same for all pairs (a, b). This is a work in progress and in this

chapter we state and prove some partial results we have in this direction.
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We first simplify the zeta function for the case SO0(3, 1). Consider any

p ∈ PΓ, a primitive hyperbolic conjugacy class of Γ. Then p is conjugate to

an element h(p) = mp exp(l(p)H0) ∈ MA+
p . Here

log(h(p)) =


0 b(p) 0 0

−b(p) 0 0 0

0 0 0 a(p)

0 0 a(p) 0


∈ a, (3.28)

mp =


cos b(p) sin b(p) 0 0

− sin b(p) cos b(p) 0 0

0 0 1 0

0 0 0 1


∈ M, (3.29)

exp(l(p)H0) =


1 0 0 0

0 1 0 0

0 0 cosh a(p) sinh a(p)

0 0 sinh a(p) cosh a(p)


∈ A+

p (3.30)

for some a(p), b(p) ∈ R. (Here, `(p) = a(p).)

If λ ∈ L is of the form m1(e1+e2) + m2(e1−e2), for m1, m2 ∈ Z+ ∪ {0},
then

λ(log h(p)) = (m1 +m2)a(p) + i(m1 −m2)b(p).

Therefore,

ξ(h(p)) = exp ((m1 +m2)a(p) + i(m1 −m2)b(p)) .

Let τ be any irreducible representation of K = SO(3). We know that

any irreducible representation of SO(3) is of odd dimension and hence di-

mension of τ is of the form 2m + 1 for some positive integer m. Since
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M = SO(2) is an abelian group, any irreducible representation of SO(2)

is one dimensional. Thus the restriction of τ to SO(2) is a direct sum

of 2m + 1 one-dimensional representations, σj : SO(2) −→ C× given by

R(θ) 7−→ eijθ, for j = −m, . . . , m. Here R(θ) =

 cos θ sin θ

− sin θ cos θ

. There-

fore χσm(mp) = eimθ. It can also be checked that, for SO0(3, 1), mλ = 1 for

any λ ∈ L.

With these simplifications, the Selberg-Gangolli-Wakayama zeta function

for SO0(3, 1) is as follows:

Zτ (s) =
m∏

k=−m

∏
p∈PΓ

∏
λ∈L

(1− e−(ikb(p) + (m1+m2)a(p)− (m1−m2)b(p) + sa(p))). (3.31)

Let ZΓ1 and ZΓ2 be the Selberg-Wakayama zeta functions of the spaces

XΓ1 and XΓ2 , respectively. We consider ratio of the corresponding zeta func-

tions,

ZΓ1(s)

ZΓ2(s)
=

m∏
k=−m

∏
p∈PΓ1

∏
m1,m2 ∈N

(1− e−(ikb(p) + (m1+m2)a(p)− (m1−m2)b(p) + sa(p)))

m∏
k=−m

∏
q∈PΓ2

∏
l1,l2 ∈N

(1− e−(ikb(q) + (l1+l2)a(q)− (l1−l2)b(q) + sa(q)))
.

(3.32)

Under our assumption, there exist finite indexing sets S1 and S2 such that

the above fraction becomes,

ZΓ1(s)

ZΓ2(s)
=

m∏
k=−m

∏
p∈S1

∏
m1,m2 ∈N

(1− e−(ikb(p) + (m1+m2)a(p)− (m1−m2)b(p) + sa(p)))

m∏
k=−m

∏
q∈S2

∏
l1,l2 ∈N

(1− e−(ikb(q) + (l1+l2)a(q)− (l1−l2)b(q) + sa(q)))
.

(3.33)

It can be checked that both the numerator and the denominator of the

above ratio is holomorphic, which gives the following lemma:

Lemma 3.7.1. The ratio
ZΓ1

(s)

ZΓ2
(s)

(3.33) is meromorphic.
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Let T (s) =
ZΓ1

(s)

ZΓ2
(s)

. We have proved that T (s) is a meromorphic function.

We also know that, for i = 1, 2, ZΓi and hence T (s) admits a meromorphic

continuation to C. Therefore the expressions must match ∀ s ∈ C, i.e.,

ZΓ1(1 − s)

ZΓ2(1 − s)
=

1∏
k=−1

∏
p∈S1

∏
m1,m2 ∈N

(1− e−(ikb(p) + (m1+m2)a(p)− (m1−m2)b(p) + (1− s)a(p)))

1∏
k=−1

∏
q∈S2

∏
l1,l2 ∈N

(1− e−(ikb(q) + (l1+l2)a(q)− (l1−l2)b(q) + (1− s)a(q)))

. (3.34)

For G = SO0(n, 1), when n is odd and hence for G = SO0(3, 1), it is

know that ZΓ(s) = ZΓ(1 − s) [12]. This implies that T (s) = T (1 − s).

Any zero of T (s) is either a zero of the numerator in the expression for T

or pole of the denominator. But we have proved that the denominator of

the expression is analytic on C. Hence the zeros of T (s) are precisely the

zeros of the numerator of the expression of T (s). Let A denote the set of

zeros of T (s). It can be deduced that that the elements of A are precisely

the complex numbers of the form s = s1 + s2 where

s1 = −m1 − m2 (3.35)

s2 =
−b(p)(m1 − m2 + k)− 2nπ

a(p)
. (3.36)

Here m1, m2 ∈ Z+, k = −1, 0, 1, p ∈ S1 and n ∈ Z.

We know that T (s) = T (1−s). Therefore we get that s ∈ A ⇒ 1 − s ∈
A. But this is not true. Therefore we get that A = ∅, i.e., T (s) has no zeros.

By a similar we can conclude that T (s) has no poles. Therefore the zeros

of the numerator in the expression for T (s) cancel out with the zeros of the

denominator.

More precisely, for any fixed m1, m2 ∈ Z+, k1 ∈ {−1, 0, 1}, n1 ∈ Z
and p ∈ S1, there exist l1, l2 ∈ Z+, k2 ∈ {−1, 0, 1}, n2 ∈ Z and q ∈ S2
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such that

m1 + m2 = l1 + l2 (3.37)

−b(p)(m1 − m2 + k1)− 2n1π

a(p)
=
−b(q)(m1 − m2 + k2)− 2n2π

a(q)
(3.38)

Let AΓ1 be the multiset of zeros of the expression in the numerator of T (s)

and let AΓ2 be the multiset of zeros of the expression in the denominator of

T (s). In terms of the new notation, the equations 3.37 and 3.38 state that

AΓ1 = AΓ2 .

Consider now the elements of AΓ1 which lie on the line Re(s) = 0. We

have (m1, m2) = (0, 0) for these elements. Also, each such zero appears

with the same multiplicity in AΓ2 and will have (l1, l2) = (0, 0).

Therefore we have the following equality of the multisets,{
−b(p)k1 − 2n1π

a(p)
| p ∈ S1, k1 = −m, . . . , m, n1 ∈ Z

}
=

{
−b(q)k2 − 2n2π

a(q)
| q ∈ S2, k2 = −m, . . . , m, n2 ∈ Z

}
(3.39)

Now consider the case when τ is the trivial representation of SO(3). For

this τ , we have m = 0 and 3.39 becomes the following equality of multisets:{
2n1π

a(p)
| p ∈ S1, n1 ∈ Z

}
= {

2n2π

a(q)
| q ∈ S2, n2 ∈ Z

}
(3.40)

Let s0 the element in the set on the left hand side which is strictly positive

and closest to 0. For n ≤ 0, 2nπ
a(p)
≤ 0. For n > 1, 2nπ

a(p)
2π
a(p)

. Therefore,

s0 = 2π
a(p)

for some p ∈ S1. Let s
′
0 be the element in the set on the right

hand side which is strictly positive and closest to 0. By similar argument, it
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can be concluded that s
′
0 = 2π

a(q)
for some q ∈ S2. Now, the equality of the

sets in equation 3.40 implies that for the p ∈ S1 corresponding to s0, there

exists a q ∈ S2 (corresponding to s
′
0) such that 2π

a(p)
= 2π

a(q)
.

Suppose the zero 2π
a(p)

has multiplicity > 1. It has the same multiplicity

in the set on right hand side of eq. 3.40. Therefore, there exist a 0 < n
′ ∈ Z

and q
′ ∈ S2 such that 2π

a(p)
= 2n

′
π

a(q′ )
. If n

′
> 1, then

2π

a(q′)
<

2n
′
π

a(q′)
=

2π

a(q)
.

This is a contradiction. Hence n
′

= 1 and

2π

a(q′)
=

2π

a(q′)
=

2π

a(q)
.

Therefore the zeros 2π
a(p)

and 2π
a(q)

appear with the same multiplicity in the

sets on the left hand side and the set on the right hand side of eq. 3.40,

respectively.

We can now remove the points of the form 2nπ
a(p)

and points of the form 2nπ
a(q)

from the sets on the left-hand side and right-hand side of eq. 3.40 respectively

and repeat the argument to get the following result:

Theorem 3.7.2. Let G = SO0(3, 1) and Γ1 and Γ2 be two uniform lattices

in G such that PΓ1(a, b) = PΓ2(a, b) for all but finitely many pairs (a, b) ∈

R × [0, 2π]. Then PLΓ1(l) = PLΓ2(l), and hence LΓ1(l) = LΓ2(l), for all

l ∈ R.

Let A
(0,0)
Γ1

be the multiset on the left hand side of the above equation and

let A
(0,0)
Γ2

be the multiset on the right hand side. Consider now the smallest

point y in A
(0,0)
Γ1

such that y > 0. This point is of the form 2n1π
a(p)

for some

n1 ∈ Z and p ∈ S1. Recall that a(p) > 0 for all p ∈ PΓi (i = 1, 2). If

n1 ≤ 0 then y ≤ 0. Also 2n1π
a(p)

> 2π
a(p)

for n1 > 1. Therefore we conclude

that n1 = 1 and y = 2π
a(p)

for some p ∈ S1. Similarly, we can argue

that the smallest point in A
(0,0)
Γ2

is of the form 2π
a(q)

for some q ∈ S2. The
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equality of multisets above implies that 2π
a(p)

= 2π
a(q)

and they occur with same

multiplicities. By removing all the points of the form 2n1π
a(p)

(
resp. 2n2π

a(q)

)
from

A
(0,0)
Γ1

(resp. A
(0,0)
Γ2

), we can repeat the argument above to conclude the below

equality of sets with multiplicity:{
a(p) | p ∈ S1

}
=

{
a(q) | q ∈ S2

}
. (3.41)

Therefore we get the equality of the primitive length spectrum with mul-

tiplicity: {
a(p) | p ∈ PΓ1

}
=

{
a(q) | q ∈ PΓ2

}
. (3.42)

Now we look again the case where τ is the 3-dimensional representation

of SO(3) and hence m = 1. Using the equality of sets in equation 3.42, we

can remove the elements of the form 2n1π
a(p)

(n1 ∈ Z and p ∈ S1) from the

set on the left hand side of equation 3.39 and of the form 2n2π
a(q)

(n2 ∈ Z and

q ∈ S2) from the set on the right hand side to get the below equality of

multisets:{
−b(p)k1 − 2n1π

a(p)
| p ∈ S1, k1 = ±1, n1 ∈ Z

}
=

{
−b(q)k2 − 2n2π

a(q)
| q ∈ S2, k2 = ±1, n2 ∈ Z

}
(3.43)

Consider the point in the set on the left hand side which is positive and

closest to 0. It is of the form

s2 =
−b(p)k − 2nπ

a(p)

for some n ∈ Z, p ∈ S1, and k = ±1. We know that b(p−1) = 2π − b(p)

and a(p−1) = a(p). Therefore

−kb(p−1 − 2nπ)

a(p−1)
=
−k(2π − b(p)) − 2nπ

a(p)

=
b(p)k − 2(n + k)π

a(p)
.
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Replacing p with p−1 if needed, we can assume that k = −1. Therefore

s2 =
b(p) − 2nπ

a(p)
.

If n > 0, b(p) − 2nπ < 0. But since s2 > 0, this is not possible and hence

n ≤ 0. For ease of notation, we put m = −n, which gives

s2 =
b(p) + 2mπ

a(p)
.

But
b(p) + 2mπ

a(p)
≥ b(p)

a(p)
.

Hence the point in the set on the left hand side which is positive and closest

to 0 is of the form s2 = b(p)
a(p)

for some p ∈ S1. Using similar arguments, one

can conclude that the point in the set on the left hand side which is positive

and closest to 0 is of the form b(q)
a(q)

for some q ∈ S2. From the equality of the

sets 3.43, we get that b(p)
a(p)

= b(q)
a(q)

. Using arguments similar to the ones used

in the proof of Theorem 3.7.2, we get the following theorem:

Theorem 3.7.3. Let G = SO0(3, 1) and Γ1 and Γ2 be two uniform lattices

in G such that PΓ1(a, b) = PΓ2(a, b) for all but finitely many pairs (a, b) ∈

R × [0, 2π]. Then MΓ1(c) = MΓ2(c) for all c ∈ R.
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