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Abstract

The MDS conjecture is a long-standing problem in coding theory, first posed by Be-

niamino Segre in 1955. There is a simple case of the MDS conjecture which is known as

rational normal curve (RNC) conjecture. There is a more general conjecture, that we call

the Main-conjecture, which states that MDS code of length q+ 1 extending a Reed-Solomon

(RS) code of length q is itself a RS code except when q is even and k ∈ {3, q−2}. The Main-

conjecture is a special case of the more general problem which we call the Main-problem.

The Main-problem is to find a condition on k, q and n such that MDS code of length n+ 1,

extending a RS code of length n is itself a RS code. First part of the thesis is to study the

Main-problem. The most general answer to the Main-problem was given by Ron Roth and

Gadiel Seroussi [7] in 1986. In this thesis, we present a new proof of Roth and Seroussi’s

result given by K. Kaipa [3], using combinatorial nullstellensatz of Noga Alon [1]. One of

the applications of Roth and Seroussi’s result is that we can find the covering radius of Pro-

jective Reed-Solomon (PRS) codes (Reed-Solomon codes of maximum possible length q+ 1)

in some cases, which leads to an important problem of determining deep holes (words at the

covering radius distance from the code) of PRS codes. In particular, we classify deep holes

of PRS codes of dimensions q − 3 [9] and q − 4 [4].
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Introduction

The maximal distance separable (MDS) conjecture is a long-standing problem in coding

theory and finite geometry. It was implicit in the questions posed by Beniamino Segre [6]

in 1955. MDS conjecture states that, for 1 < k < q the maximum possible length of a

k-dimensional MDS code over finite field Fq is q+ 1 except when q is even and k ∈ {3, q− 1}
then it is q + 2.

There is a simple case of the MDS conjecture which is known as rational normal curve

(RNC) conjecture which is implied by the MDS conjecture. RNC conjecture states that

there is no MDS code of length q + 2 and dimension k extending a Reed Solomon (RS)

code of length q + 1 and dimension k except when q is even and k ∈ {3, q − 1}. There is

a more general conjecture which we call the Main-conjecture. The Main-conjecture states

that MDS code of length q + 1 and dimension k extending a Reed-Solomon code of length

q and dimension k is itself a RS code except when q is even and k ∈ {3, q − 2}. The Main-

conjecture is a special case of the more general problem which is known as Main-problem.

The Main-problem is to find a condition on k, q and n such that MDS code of length n+ 1,

extending a RS code of length n, is itself a RS code. The first part of the thesis is to study

the Main-problem. The most general answer to the Main-problem was given by Ron Roth

and Gadiel Seroussi [7] in 1986. In this thesis we study the new proof of their result given by

K. Kaipa, using combinatorial nullstellensatz of Noga Alon [1]. This gives much simple proof

to the result of Roth and Seroussi. In chapter 1, we present details of code, MDS conjecture

and Main-problem. Chapter 2 is about the new proof of the result of Roth and Seroussi.

The result of Roth and Seroussi has applications in finite geometry and coding theory.

Here we study the problem which is to determine the deep holes of projective Reed Solomon

codes (Reed-Solomon codes of the maximum possible length q + 1). Deep holes of the code

are the words which are at the farthest distance from the code. Since there is a bijective
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correspondence between the equivalence classes of deep holes and the set of their projective

syndromes [3], we focus on determining the projective syndromes of deep holes of projective

Reed Solomon code.

Let Gk denote the generator matrix of the projective Reed Solomon code of dimension

k (PRS(q, k)). For 1 < k < q (except k ∈ {3, q − 1} if q even), RNC conjecture holds for

dimension k, then any v ∈ Fkq is in linear span of some k − 1 columns of Gk. We divide Fkq
in the disjoint sets S1, S2, · · · , Sk−1, where Sr is the set of vectors of Fkq such that it is in

the span of some r columns of Gk but not in the span of any r− 1 columns of Gk. In terms

of coding theory, sets S1, · · · , Sk−1 divides received words in their distance from the code.

We are interested in determining vectors in the set Sk−1 because they are the syndromes of

deep holes of PRS(q, q + 1 − k). Chapter 3 of the thesis is the detail about the deep holes

of the code.

K. Kaipa gave analysis for the deep holes of PRS(q, q − 2) in his work [3]. Then clas-

sification of deep holes of PRS(q, q − 3) is the recent work by K. Kaipa, J. Zhang and D.

Wan [9]. Details of this work, deep holes of PRS(q, q − 3), has been given in chapter 3 of

the thesis. Our recent work is the deep holes of PRS(q, q − 4). The work done so far has

been explained in chapter 4 of the thesis.
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Chapter 1

Preliminaries

1.1 Code

Messages are transmitted through a transmission channel. Due to noise in the transmission

channel message gets corrupted and the receiver gets a wrong message, and we need a system

such that it can detect the error and give a correct message. So, we first encode a message

in a large space such that it is easy for a decoder to detect the error.

An encoder is a one-one map from M → Fn, where M is a set of messages and F
is a set of alphabets, and image of this map is called a code. Error correcting code C of

length n over a set of alphabet F is a subset of Fn. Elements in Fn are called words

The words which are in the code are called codewords. Size of a code |C| is a number of

codewords. When transmitted codeword c get corrupted, and the receiver receives corrupted

word c′, the role of the decoder is to give the best estimate for what c could have been.

Let the c be a codeword sent and c′ be a word received. Then with respect to some metric

d(x, y) on Fn where x, y ∈ Fn, there is a number d(C) such that any two codewords are at

least d(C) distance apart.If d(c, c′) ≤ bd(C)−1
2
c then decoder has no trouble in correcting a

codeword.

Hamming metric is a commonly used metric. Hamming distance between two words x

and y is the number of coordinates where x and y differ and is denoted by d(x, y). Here we

give definition of the parameter d(C) which has described above.
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Definition 1.1.1. The minimum distance of a code C is d(C) = min{d(x, y) : x, y ∈ C,
x 6= y}.

1.2 Linear code

For a linear code, F is a finite field of order q, which we denote by Fq, and C is a k dimensional

linear subspace of Fnq . Linear code of dimension k and length n over Fq is denoted by [n, k]q.

It has a generator matrix Gk×n whose rows are the basis of the code. So, C = {xGk×n, x ∈ Fkq .
Since the matrix Gk×n has rank k, we find some k linearly independent columns of G. Let

this columns make a matrix Qk×k. Let Q−1G = G′. If x is a message and c = xG′ be an

associated codeword to x, then x is embedded in c on k positions which were chosen for

Q. Since Q is an invertible matrix, G′ generates same code as G(basis of the code does not

change). Then we can multiply G′ with suitable monomial matrix A on right hand side to

get matrix G′′ = G′A which is of the form G′′ = [Ik×k|B] for some Bk×(n−k) matrix. Matrix

G′′ generates different code as G but has same property as G.

Now, we define a dual of the code. Dual code, denoted with C⊥, of the code C is

C⊥ = {x ∈ Fn :
∑k

i=1xici = 0, for all c ∈ C}. It is easy to see that if C is linear code,

then C⊥ = ker(G) = {x ∈ Fnq : Gx = 0} and C⊥ is also a subspace of Fnq . Rank nullity

theorem implies that dim(ker(G)) = n − k given rank(G) = k. So, C⊥ is a linear code of

length n and dimension n− k.

Definition 1.2.1. Generator matrix of C⊥ is called parity check matrix of C. It is denoted

with H and satisfies GH t = 0.

G and H are related as follows: If G is of the form as given above, , G = [Ik×k|B] for

some Bk×(n−k) matrix, then H = [−Bt|In−k].

For c ∈ C, we define wt(c) to be the number of non-zero positions of c.

Proposition 1.2.1. d(C) = min{wt(c) : c ∈ C, c6=0}

Proof. Let d = min{wt(c) : c ∈ C, c6=0}. Suppose x, y and z be the codewords such that
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d(x, y) = d(C) and d = wt(z).

d(C)≤d(z, 0) = wt(z) = d ≤ wt(x− y) = d(x, y) = d(C)

So, d(C) =d.

Linear code [n, k]q with minimum distance d is denoted by [n, k, d]q.

1.3 MDS Code

Let the minimum distance of the code C is d, that implies any two codewords have maximum

n−d coordinates same. Then if we choose any n−d+1 coordinates of any two codewords of

C, they differ at minimum one position. So, C satisfy the equation |C| ≤ qn−d+1. For linear

code we get,

k ≤ n− d+ 1. (1.1)

If C attain equality in equation 1.1, k = n − d + 1, then it is called a maximum distance

separable(MDS) code. As the name suggest for given size and length of a code, codewords

of an MDS code are separated with a maximum distance possible. Example, Reed-Solomon

codes are MDS codes. This code has many application, like data storage.

We will use one easy result in the next proposition that, elementary row operation on G

does not change the basis of the code and, hence the code. We call a matrix an MDS matrix

if only if it generates an MDS code.

Proposition 1.3.1. G is an MDS matrix if and only if its all the k × k minors are non

zero.

Proof. Let Gk be a k × k sub-matrix of G generated by any k columns of G. We want to

show that Gk has full rank. Suppose Gk has rank less than k. Then its rows are linearly

dependent. By elementary row operation we get matrix G′k such that its one row has all

zeros. With same elementary row operation on matrix G, we get G′ such that in one row

it has at least k zeros. So, by Proposition 1.2.1, we get d(C) ≤ n− k which contradicts the

fact that G is an MDS matrix and d(C) = n− k + 1. Thus Gk has full rank and it is a

non-singular matrix.
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Now, suppose all the k× k minors of G are non-zero. So, on any row we have max k− 1

zeros by some elementary row operations on G because if it has k or more zeros then we take

k columns according to these zeros and determinant of matrix generated by these columns is

zero which contradicts to our assumption. Now, we show that there exist a codewod having

k − 1 zeros. G having a row rank k, it has some k columns which are linearly independent.

Let these k columns form matrix Q. Then matrix Q−1G has a identity matrix when we

choose its k columns which were used to form Q. So, there is a row of Q−1G having k − 1

zeros. Since Q is an invertible matrix, Q−1G generates same code as G. So got a codeword

having k − 1 zeros. Hence n− d(C) = k − 1, which implies G is an MDS matrix.

Proposition 1.3.2. Dual of an MDS code is an MDS code.

Proof. From equation 1.1, we get d(C⊥) ≤ k + 1 . Suppose d(C⊥) = t and t < k + 1. So,

there exit a codeword u ∈ C⊥ such that wt(u) = t. Since Gu = 0, we can see that, the t

columns according to the non-zero entries of u are linealrly dependent. t < k + 1 implies

that rank(G) < k which contradicts to the fact that rank(G) = k. So, d(C⊥) = k + 1 and

C⊥ is also an MDS code.

Next, we prove a proposition for MDS code which we will use later.

Shortening of a code : Let C be a [n, k, d]q code. Now, for each a ∈ Fq consider the

code C ′ = {x ∈ Fn−1q : (x, a) ∈ C}. Then C ′ is called shortened code of C. As a special case

consider a = 0, then shortened code C ′ is a linear code of length n−1 and minimum distance

d(C ′) ≥ d(C).

Proposition 1.3.3. Shortening of an MDS code with respect to a = 0 is an MDS code.

Proof. Let C ′ be a shortened code of an [n, k, d]q MDS code C. Then d(C ′) ≥ d(C). We

can write generator matrix of C as G = [Ik|A]. Without loss of generality assume that we

shortened C on the first coordinate with respect to a = 0. It is easy to see that all the linear

combination of rows of G, except the first, the codewords of the shortened code C ′. So we

get that C ′ has dimension k − 1 and by removing first column and first row of G, we get

generator matrix of C ′. So, C ′ has length n− 1 and dimension k− 1. Now, d(C) = n− k + 1

and d(C ′) ≤ (n− 1)− (k − 1) + 1 implies d(C ′) = n− k + 1(since d(C ′) ≥ d(C)).
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1.4 Generalized Reed-Solomon(GRS) code

GRS code is a linear MDS code. It’s generator matrix is determined by n distinct points

{x1, x2, · · · , xn} of the set {Fq ∪ {∞}}.

We define ck(x) as following,

ck(x) =

(1, x, x2, · · · , xk−1)T if x ∈ Fq
(0, 0, · · · , 1)T if x =∞

Generator matrix of the GRS code is

Gk(~x, ~ν) = [ck(x1)|ck(x2)| · · · |ck(xn)] diag[ν1, ν2, · · · , νn], where νi ∈ F×q ∀ i.

The GRS code generated by this matrix is

Ck(~x, ~ν) = {(ν1f(x1), ν2f(x2), · · · , νnf(xn)) : deg(f) ≤ k − 1}.

When all νi = 1, we call Generalized Reed-Solomon code as Reed-solomon Code.

Dual of the a GRS code is also a GRS code [2].

Definition 1.4.1. k−1 dimensional projective space over Fq is the set of equivalences classes

of Fkq/{0} under the equivalence relation v ∼ λv for v ∈ Fkq \ {0} and λ ∈ F×q . It is denoted

by Pk−1(Fq).

Definition 1.4.2. n-arc in a projective space Pk−1(Fq) is a set of n points {[V1], [V2], · · · ,
[Vn]} of a projective space Pk−1(Fq) such that matrix formed by the representative of these

points [V1 | V2 | · · · | Vn] has all the k × k minors non-zero. RNC of Pk−1(Fq) is a set of

q + 1 points {ck(x) : x ∈ {Fq ∪ {∞}}}.

RNC in Pk−1(Fq) can also be defined as below.

Definition 1.4.3. RNC in Pk−1(Fq) is a image of the map φ : P1(Fq) → Pk−1(Fq) defined

as [x, y] 7→ [xk−1, xk−2y, · · · , yk−1].
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In the context of finite geometry, columns of the generator matrix of [n, k]q RS codes are

the vectors representing n-arcs which contained in the normal rational curve(abbreviated

RNC) of k − 1 dimensional projective space Pk−1(Fq).

Let A be a set of n points [V1], · · · , [Vn] of Pk−1(Fq) and G = [v1| · · · |vn] be a k × n

matrix, where v1, · · · , vn are representative of points [V1], · · · , [Vn]. It is easy to see from

definition of n− arc that A is an n− arc if and only if G is an MDS matrix.

1.5 MDS Conjecture

Let k < q. Then the maximum length mk(q) of the k-dimensional MDS code over Fq
–equivalently the maximum size mk(q) of an arc in Pk−1(Fq) is given by:

mk(q) =

q + 2 if q is even and k = 3, q − 1

q + 1 otherwise

The conjecture was implicit in the first of the three questions posed by Beniamino Segre

in 1955([8]).

1. Determine mk(q) and [mk(q), k]q MDS codes –equivalently determine mk(q) and mk(q)-

arcs in Pk−1(Fq).

2. For which values of k and q is every [q + 1, k]q MDS code is a RS code? –equivalently

for which values of k and q is every q + 1-arc of Pk−1(Fq) is a RNC?

3. Determine values of n ≤ q such that every [n, k]q MDS code is a RS code –equivalently

determine values of n ≤ q such that every n-arc contained in a RNC.

1.6 Main-Problem

Our interest is to study the Main-problem which is closely related to the third question of

Segre.
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Main-Problem : Find conditions on k, q and n such that [n+ 1, k]q MDS code, extending

a [n, k]q RS code is itself a RS code.

The special case of the Main-problem is Main-conjecture.

Main-Conjecture : For 2 ≤ k ≤ q − 2, every [q + 1, k]q MDS code, extending a [q, k]q RS

code, is itself a RS code except when q is even and k = 3, q − 2.

If Main-conjecture holds in dimension k − 1, then there is RNC-conjecture which holds

in dimension k. See Proposition 1.6.1.

RNC-Conjecture : There is no [q + 2, k]q MDS code by extending a [q + 1, k]q RS code

except when q is even and k = 3, q − 1.

Proposition 1.6.1. [5] Let 3 ≤ k ≤ q − 1 and assume k /∈ {3, q − 1} if q is even. If the

Main-conjecture holds in dimension k − 1 then the RNC-conjecture holds in dimension k.

Proof. Let G = [Gk(Fq ∪∞)|a], where a = [a1, · · · , ak]T , be a generator matrix of [q + 2, k]q

MDS code extending a [q + 1, k]q RS code. Without loss of generality we can assume that

ck(∞) be a first column of Gk(Fq ∪ ∞). Now, shortening G on the first column we get

[q+ 1, k− 1]q MDS code whose generator matrix G′ = [Gk−1(Fq)|a′] has a′ = [a1, · · · , ak−1]T

as a last column. If the Main-conjecture holds in dimension k− 1 then a′ = ck−1(∞) and we

get a = [0, · · · , 1, λ]. MDS condition on G imply that λ can not be written as a sum of k− 1

distinct points of Fq which is not possible for the values of k which we have considered(Lemma

1.6.2).

For k = 3 and q odd, Main-conjecture is equivalent to Segre’s fundamental theorem[6]

that any [q + 1, 3]q MDS code is a RS code. That is the one proved case of the Main-

conjecture. By duality of MDS and RS code, we prove that Main-conjecture also holds for

k = q − 2 when q is odd. The most general answer to the Main-problem was given by Roth

and Seroussi which we will see later, in chapter 2.

Here is the Lemma which was used in the proof of Proposition 1.6.1.

Lemma 1.6.2. Let 1 ≤ l ≤ q−2. Assume l /∈ {2, q−2} if q is even. Then Tl = {x1+· · ·+xl :

where x1, · · · , xl are distinct elements of Fq} is all of Fq.
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Proof. If l = 1, then it is clear that Tl = Fq. So let 2 ≤ l ≤ q − 2. Consider the map

φ : Fq → Fq given as φ(x) = ax+ b where a ∈ F×q and b ∈ Fq. It is easy to check that φ is a

bijective transformation of Fq. So, it does not change Tl. Therefore Tl = aTl + lb.

If we change xl with keeping x1, · · · , xl−1 fix, we see that Tl has at least q − l + 1 ≥ 3

elements(because l ≤ q − 2). In particular it has a non-zero element. Consider b = 0 and

a ∈ F×q , we get that F×q ⊂ Tl. So, we only need to find l such that 0 ∈ Tl.

Considering the fact that sum of any two element of the field Fq is nonzero when q is

even, we can say 0 /∈ T2 when q is even. We see that T2 = Tq−2 because sum of the all the

elements of Fq is zero. So, 0 /∈ Tq−2 when q is even. Thus T2 = Tq−2 = F×q , when q is even.

Now we show that 0 ∈ Tl for 2 ≤ l ≤ q − 2 when q is odd and for 3 ≤ l ≤ q − 3 when

q is even. If q is odd then we can write F×q as an union of pairs of the form {x,−x}. Then

taking elements of b l
2
c such pairs (with 0 when l is odd), we see that their sum is zero and

total elements are l. So, 0 ∈ Tl when q is odd.

Now for q even, consider l ≡ ± 1 mod 4. Then taking a = 1 in above transformation,

we get that Tl = Tl + Fq. From the fact that l ∈ Tl and −l ∈ Fq, we get that 0 ∈ Tl. Now,

consider l ≡ 0 mod 4 when q is even. In this case we write Fq as union of pairs of the form

{x, 1 + x}. Taking l
2

such pairs, their sum is zero with total l elements of Fq. Hence 0 ∈ Tl
in this case.

Now, we are left with l ≡ 2 mod 4 when q is even. Let q = 2m. Since Tl = Tq−l we take

l ≥ q/2. Consider the binomial expansion of l = 2ν1 + 2ν2 + · · · 2νr with 1 = ν1 < ν2 < · · · <
νr = m− 1(since l ≡ 2 mod 4 and l ≥ 2m−1). Let {b1, · · · , bm} be a basis of Fq over F2. The

zero element of Fq is represented by the zero vector. Let Ai be the set of 2i vectors as given

below,

Ai = {bm−i +
i∑

j=1

cjbm−i+j : c1, · · · , ci ∈ F2}

Sum of all the vectors in Ai is zero for i ≥ 2 and is bm for i = 1. Then the sum of the vectors

of the set

{0} ∪ {bm−ν2 + bm−ν1,bm−ν1} ∪ (Aν2 \ {bm−ν2}) ∪ Aν3 ∪ · · · ∪ Aνr

is zero and the set has size l.
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Chapter 2

Polynomial method for the

Main-Problem

2.1 Introduction

In this chapter, we formulate the Main-problem as a problem in polynomials, and we try to

solve it using polynomial methods, especially combinatorial nullstellensatz.

Let D = {x1, x2, · · · , xn} a set of n distinct points of Fq ∪ ∞. Let for x ∈ D, ck(x) as

defined above in 1.4. Then, the generator matrix of a [n, k]q RS code with evaluation set D
is

Gk(D) = [ck(x1)|ck(x2) · · · |ck(xn)].

Main-problem can be rewritten as

Main-Problem (restated)[5]: Let a = (a0, · · · , ak−1)T . Find condition on k, q and n

such that [Gk(D)|a] generates a [n + 1, k]q MDS code if and only if a = ck(t) for some

t ∈ {Fq ∪ {∞}} \ D.

We define polynomials V, f and g over Fq as follows:

V (X1, · · · , Xk) = det[ck(X1)|ck(X2)| · · · |ck(Xk)] ∈ Fq[X1, X2 · · · , Xk].
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Let si be the following polynomial identity in Fq[X1, · · · , Xk−2][T ],

k−2∏
i=1

(1− TXi) =
k−2∑
i=0

si(X1, · · · , Xk−2)T
i.

We define f and g as;

f(X1, · · · , Xk−2) = a0sk−2 + a1sk−3 + · · ·+ ak−2s0

g(X1, · · · , Xk−2) = a1sk−2 + a2sk−3 + · · ·+ ak−1s0.

Now, we get a polynomial h ∈ Fq[X1, X2, · · · , Xk−2] such that some condition on h

implies matrix [Gk(D)|a] generates [n+ 1, k]q MDS code. This condition is given in the next

theorem.

Theorem 2.1.1. [5] The matrix [Gk(D)|a] generates [n+ 1, k]q MDS code if and only if the

polynomial

h = V (X1, X2, · · · , Xk−2)f
k−2∏
i=1

(Xif − g)
∏

y∈Fq\D

(yf − g) (2.1)

vanishes on D × · · · × D.

Proof. The matrix [Gk(D)|a] generates [n + 1, k]q MDS code if its all the k × k minor are

non-zero. It is enough to check for distinct elements x1, · · · , xk−1 of D, when

det([ck(x1)| · · · |ck(xk−1)|a]) 6= 0.

Let the polynomial

ϕ(X1, · · · , Xk−1) =
det([ck(X1)| · · · |ck(Xk−1)|a])

V (X1, · · · , Xk−1)

If Xi = Xj, for any i, j, then det([ck(X1)| · · · |ck(Xk−1)|a]) = 0. So, ϕ(X1, · · · , Xk−1) is

divisible by (Xi − Xj), for all i, j, and hence divisible by V (X1, · · · , Xk−1). So, ϕ ∈
Fq[X1, · · · , Xk−1]. Now, degree of Xi in numerator of ϕ is ≤ k − 1 and degree of Xi in

denominator is k − 2. So, degXi(ϕ) ≤ 1 for each i ∈ {1, · · · , k − 1}. So, we can write

ϕ = Xk−1α + β for some α, β ∈ Fq[X1, · · · , Xk−2].
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Now we take determinant in denominator with respect to last column and we get,

ϕ(X1, · · · , Xk−1) =
k∑
i=1

ai−1sk−i(X1, · · · , Xk−1).

Since we can write sl(X1, · · · , Xk−1) = −Xk−1sl−1(X1, · · · , Xk−2) + sl(X1, · · · , Xk−2), we

conclude that α = −fand β = g.

So, det([ck(X1)| · · · |ck(Xk−2)|a]) = V (X1, · · · , Xk−1)(−Xk−1f + g).

For different points x1, · · · , xk−2 of D, we want det([ck(x1)| · · · |ck(xk−1)|a]) 6= 0. This is

possible if f(x1, · · · , xk−2) = 0 or if f(x1, · · · , xk−2) 6= 0 then g
f
(x1, · · · , xk−2) 6= xk−1 implies

g
f
(x1, · · · , xk−2) /∈ D\ {x1, · · · , xk−2}. So, either f(x1, · · · , xk−2) = 0 or g

f
(x1, · · · , xk−2) ∈

{x1, · · · , xk−2} ∪ Fq \ D.

For any (x1, · · · , xk−2) in Dk−2, either xi repeat for some i or all x1, · · · , xk−2 are dis-

tinct. If xi repeat for some i, then V = 0 and if all xi distinct, then either f = 0 or
g
f
∈ {x1, · · · , xk−2} ∪ Fq \ D. In both cases equation 2.1,

h = V (X1, X2, · · · , Xk−2)f
k−2∏
i=1

(Xif − g)
∏

y∈Fq\D

(yf − g),

vanishes.

2.2 The result of Roth and Seroussi

The most general answer to the Main-problem was given by Roth and Seroussi([7]). Their

result was, one condition for Main-problem is n ≥ k+ b(q − 1)/2c except when q is even and

k = 3.

We use following elementary lemma to prove Roth-Seroussi’s result.

Lemma 2.2.1. [5] Let F [X1, X2, · · · , Xl] be a polynomial ring in l variables over a arbitrary

field F . Let S ⊂ F is a finite set of size n. Suppose H ∈ F [X1, X2, · · · , Xl] vanishes on

S × · · · × S.
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If degXi(H) < n for each 1 ≤ i ≤ l, then H = 0 in F [X1, · · · , Xl].

Using Theorem 2.1.1 and Lemma 2.2.1([1],Lemma 2.1), the proof of Roth-Seroussi’s re-

sult becomes very short and simple. This proof uses a very weak form of combinatorial

nullstellensatz, so our target is to use the full form of the nullstellensatz to get better result

of the Main-problem.

Theorem 2.2.2. Result of Roth and Seroussi[7][5] : When n ≥ k + b(q − 1)/2c, matrix

[Gk(D)|a] is an MDS code if and only if a = ck(x) where x ∈ {Fq ∪ {∞}} \ D except when

char(Fq) is 2 then for k = 3, a = [0 1 0] is also possible.

Proof. degXi(h) ≤ 2k−3+q−n. Now, from Lemma 2.2.1 when h vanishes on D×D×· · ·D
and

degXi(h) < n⇔ 2k − 3 + q − n < n⇔ n ≥ k + b(q − 1)/2c,

then h ≡ 0.

Now, polynomial ring Fq[X1, · · · , Xk−2] is an integral domain. This gives three cases for

value of a.

1. f ≡ 0. So, f = a0sk−2 + a1sk−3 + · · · + ak−2s0 ≡ 0 which is possible if and only if

ai = 0 for all i ∈ {1, · · · , k − 1}(because deg(si) = i). Hence, in this case a = ck(∞)

2.
∏

y∈Fq\D(yf − g) ≡ 0. Since Fq[X1, · · · , Xk−2] is an integral domain, yf − g ≡ 0 for some

y ∈ Fq \D. So we get (ya0−a1)sk−2 + · · ·+(yak−2−ak−1)s0 ≡ 0 which implies ai = yai−1

for all i ∈ {1, · · · , k − 1}. So, a = a0ck(y). Hence, in this case a = ck(y) for some

y ∈ Fq \ D.

3.
∏k−2

i=1 (Xif − g) ≡ 0. Without loss of generality assume X1f − g ≡ 0. So, X1 = g/f .

We apply σ ∈ Sk−2 on X1 = g/f and get that Xσ(1) = g/f = X1(f and g are symmetric

polynomials). So, we get Xσ(1) = X1 for all σ ∈ Sk−2 which is possible if and only if Sk−2

is trivial, only when k = 3.

Let k = 3. Then we have s1 = −X1(let X1 = X) and s0 = 1. So, we get a0X
2 + a2 =

2a1X. It has only non-zero solution a = [0 1 0], if q even.

Condition in Roth-Seroussi’s result is n ≥ k + b(q − 1)/2c. Now, we want to study the

Main-problem in case n < k + b(q − 1)/2c. In this case using combinatorial Nullstellensatz

of Noga Alon([1]) and develop the following variant of Combinatorial Nullstellensatz.
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For ν, µ ∈ Zl we say µ ≥ ν if µi ≥ νi for each i, and we say µ > ν if µ 6= ν and µ ≥ ν.

We denote ν1 + ν2 + · · ·+ νl as |ν|.

Theorem 2.2.3. [5] Let H be as in Lemma 2.2.1. Then, H can be written uniquely as:

H =
∑
ν>0

χ(X1)
ν1 · · ·χ(Xl)

νlHν

with degXi(Hν) < n for each i,

moreover deg(Hν) ≤ deg(H)− |ν|n and degXi(Hν) ≤ degXi(H)− νin for each i.

Proof. Let χ(T ) =
∏

x∈D(T − x), where D ∈ Fq be a set of size n.

For H being as in Lemma 2.2.1, we can write

H =
k−2∑
i=1

χ(Xi)iHi

with deg(Hi) ≤ deg(H)− n(check, [1, Theorem 1.1]).

Now we do, if possible, repeated long division of Hi with χ(Xj) for all i, j. Thus we get

H in the following form.

H =
∑
ν>0

χ(X1)
ν1 · · ·χ(Xk−2)

νk−2Hν ,where ν ∈ Zk−2.

Consider SH = {ν : Hν 6= 0}. Since deg(H) ≥ |ν|n + deg(Hν), polynomial Hν = 0 when

|ν| > deg(H)/n. Thus SH is a finite set. Suppose

H =
∑
ν>0

χ(X1)
ν1 · · ·χ(Xk−2)

νk−2H ′ν

is a different expression for H. Let SH′ = {ν : H ′ν 6= 0} and it’s also a finite set as above.

Now, consider gν = Hν − H ′ν . Let Sg = {ν : gν 6= 0} which is also finite because

Sg ⊂ SH ∪ SH′ . If Sg is not empty, take the maximal element µ of Sg. Consider the mono-

mial Xm1
1 · · ·X

mk−2

k−2 with nµi ≤ mi < n(µi + 1) for each i. Since degXi(gν) < n for all ν,

such polynomial can appear in χ(X1)
ν1 · · ·χ(Xk−2)

νk−2gν if and only if ν ≥ µ, i.e. only for

ν = µ(since µ is an maximal element of Sg). Since gµ 6= 0, such monomial does exist in

χ(X1)
µ1 · · ·χ(Xk−2)

µk−2gµ and its coefficient in the expression
∑

ν>0 χ(X1)
ν1 · · ·χ(Xk−2)

νk−2gν

is non-zero which contradicts the fact that
∑

ν>0 χ(X1)
ν1 · · ·χ(Xk−2)

νk−2gν = 0. Hence Sg is
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empty and Hν = H ′ν for every ν.

Suppose deg(Hν) > deg(H) − |ν|n for some ν. So, deg(χ(X1)
ν1 · · ·χ(Xk−2)

νk−2Hν) >

deg(H). Consider the highest degree monomial X t1
1 · · ·X

tk−2

k−2 of Hν where ti < n for each i.

Then Xnν1+t1
1 · · ·Xnνk−2+tk−2

k−2 is a top degree monomial of χ(X1)
ν1 · · ·χ(Xk−2)

νk−2Hν . Since

the coefficient of this monomial, Xnν1+t1
1 · · ·Xnνk−2+tk−2

k−2 , in H is zero, it has non-zero coef-

ficient in χ(X1)
µ1 · · ·χ(Xk−2)

µk−2Hµ for some µ 6= ν and deg(χ(X1)
µ1 · · ·χ(Xk−2)

µk−2Hµ) >

deg(H). This is possible only if nνi + ti < n(µi + 1) for each i which implies ν < µ. Then

passing to µ and repeating we can assume ν is a maximal element of SH with monomial

Xnν1+t1
1 · · ·Xnνk−2+tk−2

k−2 , having non-zero coefficient in H and having degree higher than

deg(H). This contradiction proves that deg(Hν) ≤ deg(H)− |ν|n for all ν.

Suppose degXi(Hν) > degXi(H)−νin for some i ∈ {1, · · · , k−2}. Consider the top degree

monomial X1
t1 · · ·Xk−2

tk−2 of Hν , this implies ti + νin > degXi(H) where ti = degXi(Hν).

Since coefficient of the monomial X1
nν1+t1 · · ·Xk−2

nνk−2+tk−2 in H is zero, it has non-zero

coefficient in χ(X1)
µ1 · · ·χ(Xk−2)

µk−2Hµ for some µ 6= ν. This implies degXi(H) < nνi + ti ≤
nµi + t′i where t′i = degXi(Hµ). This is possible only if µ > ν and particularly ν can not be

a maximal element of SH . Then passing to µ and repeating we can assume ν is a maximal

element of SH with monomial X1
nν1+t1 · · ·Xk−2

nνk−2+tk−2 having non-zero coefficient in H.

This contradiction proves the result.
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Chapter 3

Deep holes of the Reed-Solomon code

3.1 What is a deep hole?

Let C be a [n, k, d]q linear code. Let G be a generator matrix and H a parity check matrix

of C. We can see that syn(x) = 0 if and only if x ∈ C.

Definition 3.1.1. For any word u ∈ Fnq , define its syndrome to be syn(u) = Hu ∈ Fn−kq .

So, syn(x) = 0 if and only if x ∈ C.

Definition 3.1.2. Covering radius of a code C, is the smallest integer ρ(C) such that balls

of radius ρ(C) around all the codewords exhaust Fnq .

The distance of word u from the code C is d(u, C) = min{d(u, c) : c ∈ C} = min{wt(u− c) :

c ∈ C}. Then the covering radius ρ(C) = max{d(u, C) : u ∈ Fn}.

Definition 3.1.3. The word u ∈ Fnq is called a deep hole of C if and only if d(u, C) = ρ(C)
where ρ(C) is a covering radius of C.

Proposition 3.1.1. [3]

ρ(C) = min{j : Any y ∈ Fn−kq is a linear combination of some j columns of H}

Proof. Let v = syn(u). Suppose we can write v as a linear combination of some j columns of

H, which implies there is a word w ∈ Fnq such that w = u− c for some c ∈ C and wt(w) = j
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and vice versa. From this we can rewrite d(u, C) as below,

d(u, C) = min{j : syn(u) is a linear combination of some j columns of H}

Let S = {Hu : u ∈ Fnq } be the set of all the syndromes of u ∈ Fnq . Since H has full rank, we

get that S = Fn−kq . So we can rewrite ρ(C) as below,

ρ(C) = min{j : Any y ∈ Fn−kq is a linear combination of some j columns of H}

Let C be an [n, k]q MDS code.

Proposition 3.1.2. ρ(C) ≤ n− k.

Proof. Matrix H has rank n− k. So we can always write y ∈ Fn−kq as a linear combination

of some n− k columns of H. Hence using proposition 3.1.1, we get ρ(C) ≤ n− k.

Proposition 3.1.3. [3] Suppose ρ(C) = n − k. Word u is a deep hole of an [n, k]q MDS

code C if and only if we can extend C⊥ with one unit without losing an MDS property, i.e.

[H|Hu] is an [n+ 1, n− k, k + 2]q MDS code.

Proof. Let u be a deep hole of an [n, k, d]q MDS code. Then Hu can not be written in a

linear combination of less or equal to n − k − 1 columns of H(proposition 3.1.1). So, any

(n− k)× (n− k) minors of the matrix [H|Hu] are non-zero, i.e. it’s an MDS matrix.

Suppose [H|v] is an [n + 1, n− k, k + 2]q MDS matrix. We can always find u ∈ Fnq such

that Hu = v (if not clear, check proposition 3.1.1). Since [H|v] is an MDS matrix, v can not

be written as a linear combination of n − k − 1 or less columns of H, i.e. d(u, C) ≥ n − k.

Proposition 3.1.2 implies d(u, C) = n− k and ρ(C) = n− k. So u is a deep hole of C.

3.2 Projective Reed-Solomon codes

Definition 3.2.1. The [q + 1, k]q RS code generated by the matrix Gk = [Gk(Fq)|ck(∞)] is

called projective Reed-Solomon code of dimension k and it is denoted by PRS(q, k).
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Let C be a PRS(q, k). The matrix Gk = [Gk(Fq)|ck(∞)] is a generator matrix of C. The

columns of Gk represent all the points on RNC of Pk−1(Fq). It is easy to check that matrix

Gq+1−k = [Gq+1−k(Fq)|cq+1−k] is a parity check matrix of C. The PRS(q, q + 1 − k) is the

dual code of C. We have

Gk = [ck(x1)| · · · |ck(xq)|ck(∞)] and

Gq+1−k = [cq+1−k(x1)| · · · |cq+1−k(xq)|cq+1−k(∞)].

Definition 3.2.2. Word u1 and u2 are called coset equivalent if u1 − u2 ∈ C and equivalent

if u1 − au2 ∈ C for some a ∈ F×q .

Definition 3.2.3. Let C be a Gk(D) RS code. The generating polynomial of a received word

u ∈ Fnq of C is a Lagrange interpolation polynomial u(X) of the data points {(x1, u1), · · · ,
(xn, un)}. It has degree at most n− 1.

Let projective syndrome be a image of syndrome in projective space. Coset equivalence

classes of deep holes are in one to one correspondence with the set of syndromes of deep holes

because deep holes are coset equivalent if and if they have same syndrome. Similarly equiva-

lence classes of deep holes are in one to one correspondence with projective syndromes of deep

holes. For PRS codes if v = (v1, · · · , vq+1−k) is a syndrome of a deep hole u then the generat-

ing polynomial of the deep hole u is u(X) = (−1)(Xq−1v1 +Xq−2v2 + · · ·+Xk−1vq+1−k)(We

can check that HuT = vT ) and coset equivalence class of u is (u(x1), u(x2), · · · , u(xq), 0)+C.
So, determining equivalence classes of deep holes of the PRS codes is equivalent to determing

projective syndromes of deep holes.

3.3 PRS codes and the covering radius conjecture

MDS conjecture implies there is no MDS code of length q + 2 except when q is even and

k = 3 or q − 1. From this we get the following proposition. Let C be a PRS(q, k) code.

Proposition 3.3.1. Suppose the MDS-conjecture is true. Then ρ(C) = q − k except when q

is even and k = q − 2 or 2 then ρ(C) = q − k + 1.

Proof. MDS conjecture implies there is no MDS extension of a PRS(q, q + 1 − k) code

except when q is even and k = q − 2 or 2. So from proposition 3.1.3, ρ(C) 6= q + 1 − k
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except when q is even and k = q− 2 or 2. So, ρ(C) < q+ 1− k except exceptions. If we find

u ∈ Fnq such that d(u, C) = q − k then we are done. Let word u with generating polynomial

u(X) = X(X − x1) · · · (X − xk−1) where xi ∈ Fq for i ∈ {1, · · · , k − 1}. Then

d(u, C) = q + 1−max{(u− c)0 : c ∈ C},

where (u − c)0 is the number of zeros of u − c. In terms of polynomials, c is represented

by a polynomial (X) of degree at most k − 1. So, maximum zeros of u(X) − c(X) is k

and (u − c)0 = k + 1 when c(X) = 0( because u(∞) = c(∞) = 0). Hence in this case

max{(u− c)0 : c ∈ C} = k + 1 implies d(u, C) = q − k. That proves ρ(C) = q − k.

In the case when q is even and k = q − 2 or 2, we know there is an MDS extension by one

unit. So from proposition 3.1.2 and 3.1.3 we get ρ(C) = q − k + 1.

Above proposition can be written as following conjecture which is known as covering

radius conjecture.

Conjecture 3.3.2. For 2 ≤ k ≤ q − 2, the covering radius of a PRS(q, k) code is q − k

except when q is even and k = q − 2 or 2 in which case covering radius is q − k + 1.

Roth and Seroussi’s result proves the conjecture 3.3.2 in cases given in next theorem.

Theorem 3.3.3. (R. Roth and G. Seroussi)[5]: Suppose n−m ≥ (q − 1)/2. The matrix

[cm(x1)| · · · |cm(xn)|v]

generates a [n + 1,m]q MDS code if and only if v = cm(y), y ∈ {Fq ∪ ∞} \ {x1, · · · , xn},
except when q is even and m = 3 then v = [0 1 0] is also possible.

Roth and Seroussi’s result implies for m ≤ q/2 + 1, there is no MDS extension of a

PRS(q,m) except when q is even and m = 3. So from proposition 3.3.1 for k ≥ q/2 covering

radius of PRS(q, k) code is q − k except when q even and k = q − 2 then ρ(C) = q + 1− k.

So, for q > 5 Roth and Seroussi’s result implies ρ(C) = q − k for PRS(q, q − 2) when q odd

and PRS(q, q − 3). Our next aim is to find all the deep holes in these cases.
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3.4 Deep holes of PRS(q, q − 2) when q odd

Following proposition is used to find deep hole syndromes of PRS(q, q − 2) if q odd.

Proposition 3.4.1. [3] Let 2 ≤ k ≤ q − 2 and if q even then k /∈ {q − 2, 2}. If u is a deep

hole of PRS(q, k) then it’s syndrome Hu can not be written as a linear combination of any

q − k − 1 columns of H.

Proof. From the proof of proposition 3.1.1, we get

d(u, C) = min{j : Hu is a linear combination of some j columns of H.}

Next, d(u, C) = ρ(C) if and only if Hu is not in a linear combination of ρ(C) − 1 or less

columns of H. In our case ρ(C) = q − k. So, all the vectors of Fq+1−k
q which are not in a

linear span of any q−k−1 columns of H are syndromes of deep holes of PRS(q, q−2) when

q is odd.

For PRS(q, q−2), the value of q−k−1 = 1. Hence the vectors of F3
q which are are not in

the span of any column of G3 are syndromes of deep holes of C. There are (q+ 1)(q− 1) + 1

vectors in F3
q which are in linear span of 1 columns of PRS(q, q−2). So, number of syndromes

of deep holes of C is q3− ((q+1)(q−1)+1) = q2(q−1). So, number of projective syndromes

is q2. So, there are q2 equivalence classes of deep holes of C [3].

3.5 Deep holes of PRS(q, q − 3)

Matrix Gq−3 is a generator matrix and G4 is a parity check matrix of PRS(q, q − 3).

Proposition 3.5.1. [9] Number of deep holes of PRS(q, q − 3) is (q − 1)(q3/2 + q2 + q/2).

Proof. Proposition 3.4.1 implies all the vectors of F4
q which are not in a linear span of any

q − k − 1 = 2 columns of G4 are syndromes of deep holes of PRS(q, q − 3). There are

(
(
q+1
2

)
(q − 1)2 + (q + 1)(q − 1) + 1) number of vectors which are in linear span of at max 2
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columns of G4. So, number of syndromes of deep holes of PRS(q, q − 3) is

q4 −
((

q + 1

2

)
(q − 1)2 + (q + 1)(q − 1) + 1

)
= (q − 1)(q3/2 + q2 + q/2)

and (q3/2 + q2 + q/2) equivalence classes of deep holes of C.

Let N k = (0, · · · , 1, 0), only k − 1th coordinate of is 1, all other coordinates are zero.

Theorem 3.5.2. [9] Let 2 ≤ k ≤ q− 2 and if q even then k /∈ {q− 2, 2}. There are q(q+ 1)

equivalence classes of deep holes of PRS(q, k), represented by the polynomial u(X) = Xk.

Proof. The word u = (u1, u2, · · · , uq, 0), where ui = u(xi), has syndrome N q+1−k. We

need to show that N q+1−k is a syndrome of a deep hole. For that we need to show that

d(u, C) = q − k. For that we need to show that N q+1−k is not a linear combination of any

q−k−1 columns of H. Then the matrix K = [cq+1−k(y1)| · · · |cq+1−k(yq−k−1)|N q+1−k], where

{y1, · · · , yq−k−1} ⊂ Fq ∪ {∞}, has rank q − k. So, it is enough to show that at least one

q − k × q − k minor of K is non-zero.

• If one of the columns of K is cq+1−k(∞) then wlog suppose yq−k−1 =∞. By removing

third last column we get q− k× q− k submatrix of K whose determinant is non-zero.

• In this case there is no cq+1−k(∞) column in K. Then removing last column of K we

get q − k × q − k submatrix whose determinant is non-zero.

That completes the proof that the word u is a deep hole of C.

Definition 3.5.1. Projective linear group PGLk(Fq) is a quotient of the group GLk(Fq) with

center F×q . So, PGLk(Fq) = GLk(Fq)
F×q

. It can be viewed as the set of equivalence classes of

GLk with the equivalence relation - G ∼ λG for G ∈ GLk(Fq) and λ ∈ F×q - two matrices

are equivalent if and only if one is scalar multiple of other.

Define Sq+1−k = {set of all the projective syndromes of deep holes of PRS(q, k)}. Next,

we consider action of the group PGL2(Fq) on Sq+1−k. Then we find size of the orbit of the

deep hole syndrome N q+1−k.
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From an action of GL2(Fq) on F2
q, we get action of PGL2(Fq) on P1(Fq). Next, we

identify Fq ∪ {∞} with P1(Fq) by the map x 7→ [c2(x)]. Hence we get action of PGL2(Fq)

on Fq ∪ {∞}. So for [g] =

[(
a b

c d

)]
∈ PGL2(Fq), we have [g]x =

[(
a b

c d

)](
1

x

)
. So, for

each x ∈ Fq we take [g]x as g(x) = c+dx
a+bx

, where ad− bc 6= 0.

Action of PGL2(Fq) on Pm−1(Fq) : There is an injective group homomorphism

φ : PGL2(Fq) → PGLm(Fq)[2], which we denote [g2] 7→ [gm], with the property that for

each [g2] we get [gm] · [cm(x)] = [cm(g2(x))]. If g2 =

(
a b

c d

)
, then we get gm such that its

ijth entry is the coefficient of Xj−1 of the polynomial (a+ bX)m−i(c+ dX)i−1. Then action

of g2 on [v] ∈ Pm−1(Fq) is [gmv].

Lemma 3.5.3. [9] Let φ([g2]) = [gm]. There exit a monomial matrix M ∈ aut(C) such that

gmGm = GmM .

Proof. Let P be a permutation matrix such that

g2[x1, · · · , xq+1] = [g2(x1), · · · , g2(xq+1)] = [x1, · · · , xq+1]P.

Then,

gmGm = gm[cm(x1), · · · , cm(xq+1)] = [gmcm(x1), · · · , gmcm(xq+1)]

= [cm(x1), · · · , cm(xq+1)]PD = GmPD,

where D is a diagonal matrix. Let D = diag(d1, · · · , dq+1).

If bi 6= 0 then

di =


(a+ bxi)

m−1 xi 6= −a/b,∞

(c− ad/b)m−1 xi = −a/b

bm−1 xi =∞

.

If bi = 0 then

di =

am−1 xi 6=∞

dm−1 xi =∞
.

So, we have monomial matrix M = PD such that gmGm = GmM .
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Proposition 3.5.4. [9] u is a deep hole of PRS(q, k) if and only if Mu is also a deep hole

of PRS(q, k), where M ∈ Aut(C)(M is a monomial matrix).

Proof. Let m = q + 1 − k. u is a deep hole of PRS(q, k) if and only if syn(u) is not

a linear combination of any q − k − 1 columns of Gm. Given this we need to show that

syn(Mu) = gmsyn(u)(since gmsyn(u) = gmGmu = GmMu = syn(Mu)) is not a linear

combination of any q − k − 1 columns of Gm. Suppose it is a linear combination of some

q − k − 1 columns of Gm. We get a matrix P = [cm(y1)| · · · |cm(yq−k−1)|gmsyn(u)], where

{y1, · · · , yq−k−1} ⊂ Fq ∪ {∞}, having rank q − k − 1. We multiply P with g−1m and get that

syn(u) is a linear combination of some q − k − 1 columns of Gm which implies u is not a

deep hole of PRS(q, k). Similarly we can prove inverse.

Lemma 3.5.5. Let p = char(Fq). For k > 3 stabilizer of N k under the action of PGL2(Fq)
on Pk−1(Fq) is: 

{

1 0

0 d

 : d ∈ F×q } k 6≡ 1 mod p

{

1 0

c d

 : c ∈ Fq, d ∈ F×q } k ≡ 1 mod p

Proof. Applying gk on N k we get gkN k =



(k − 1)abk−2

cbk−2 + (k − 2)dabk−3

...

(k − 2)dk−3cb+ adk−2

(k − 1)cdk−2


.

If k 6≡ 1 mod p then gkN k is projectively equivalent to N k if and only if b = c = 0.

If k ≡ 1 mod p then gkN k is projectively equivalent to N k if and only if b = 0.

Let group G acts on set S. For s ∈ S, |O(s)| = |G|/|stab(s)|. We use this formula to

find the size of orbit of N4.

First we show that N 4 + c4(∞) is a deep hole syndrome of PRS(q, q − 3). Suppose it is

not a deep hole syndrome then it is in a linear combination of some 2 columns of G4. So,
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N 4 + c4(∞) = αc4(x) + βc4(y). Consider first 3 coordinates of N 4 + c4(∞), we get that

c3(∞) = αc3(x) + βc3(y) where α, β ∈ Fq. Hence 3 columns of G3 are linearly dependent

which is not possible. Therefore N 4 + c4(∞) is a deep hole syndrome of PRS(q − 3).

Theorem 3.5.6. There are q(q + 1) elements of S4 which form orbit of N 4 = (0, 0, 1, 0)

when char(Fq) 6= 3 and union of the orbits of N 4 and N 4 + c4(∞) when char(Fq) = 3 under

the action of PGL2(Fq) on P3(Fq).

Proof. If char(Fq) 6= 3 then from lemma 3.5.5, |stab(N 4)| = q−1 implies |O(N 4)| = q(q+1).

If char(Fq) = 3 then from lemma 3.5.5 |stab(N 4)| = (q − 1)q implies |O(N 4)| = (q + 1). In

this case O(N 4 + c4(∞)) is different from the O(N 4). Applying gk on N 4 + c4(∞) we get

gk(N 4 + c4(∞)) =


3ab2 + b3

cb2 + 2dab+ db2

2dcb+ ad2 + d2b

3cd2 + d3

 .

Matrix gk stabilizes N 4 + c4(∞) if and only if b = 0 and a = d. So,

stab(N 4 + c4(∞)) = {

(
1 0

c 1

)
: c ∈ Fq}.

Hence |stab(N 4 + c4(∞))| = q implies |O(N 4 + c4(∞))| = (q − 1)(q + 1).

Theorem 3.5.7. Let Fq2 be a 2 degree extension of Fq and σ be a non-trivial element of

Gal(Fq2/Fq). The vectors

v(λ, x) = λcq+1−k(x) + σ(λ)cq+1−k(σ(x)), where x ∈ Fq2 \ Fq and λ ∈ F×q2

in Fq+1−k
q are syndromes of deep holes of PRS(q, k). For k ≤ q − 3, this gives (q− 1)q(q2 −

1)/2 coset equivalence classes of deep holes([9],Theorem 3.6).

Proof. Let m = q + 1− k. Vector in Fmq of the form,

v(λ, x) = λcm(x) + σ(λ)cm(σ(x)), where x ∈ Fq2/Fq and λ ∈ F×q2

is a syndrome of deep hole of C because otherwise we can write v(λ, x) as a linear combination

of some m columns of Gm(Fq2)(generator matrix of PRS(q2,m)), which implies some m
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columns of Gm(Fq2) are linearly dependent.

Two such deep holes corresponding to (λ, x) and (λ′, x′) are coset equivalent if and only

if syndromes v(λ, x) = v(λ′, x′). Let λ2 6= λ1 and x2 6= x1 then for m ≥ 4, i.e. k ≤ q − 3,

vector v(λ1, x1) = v(λ2, x2)(4 columns of Gm(Fq2) are linearly dependent) is not possible

except when (λ2, x2) = (σ(λ1), σ(x1)). So for k ≤ q − 3, total number of such syndromes is

(q2 − 1)(q2 − q)/2.

Syndromes found in above theorem are different fromNm because otherwiseNm would be

a linear combination of 2 columns of Gm(Fq2), contradicting the fact that Nm is a syndrome

of deep hole of PRS(q2, k).
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Chapter 4

Deep holes of PRS(q, q − 4)

Let S5 denote the set of projective deep hole syndromes of PRS(q, q− 4). Group PGL2(Fq)
acts on S5. We decompose P4(Fq) into the orbits under the subgroup H = {t → d(t + c) :

d ∈ F×q , c ∈ Fq} of PGL2(Fq). Then we check which of these orbits are in S5. Let µ([v])

denote the position of the first non-zero entry of [v] ∈ P4(Fq). Under the action of H on

[v] ∈ P4(Fq), the value of µ is invariant because the image of h2 ∈ H in PGL5(Fq), h5, is an

lower triangular matrix. Hence µ is constant on each H-orbit of P4(Fq).

Let F×q /(F
×
q )l denote a set of representatives for the equivalence classes of F×q under the

equivalence relation x ∼ y if x/y = tl for some t ∈ Fq. For q even, let Fq/F
′′

q denote a set

of representatives for the equivalence classes of Fq under x ∼ y if y = x + c + c2 for some

c ∈ Fq. We take h′ =

(
a′ b′

c′ d′

)
∈ PGL2(Fq).

Lemma 4.0.1. [4] Representatives of distinct H-orbits of P4(Fq) are,

(1) µ = 5 : c5(∞)

(2) µ = 4 : N 5 = (0, 0, 0, 1, 0) if q odd and N 5,N 5 + c5(∞) if q even.

(3) µ = 3 :

(a) (0, 0, 1, 0, 0)

(b) {(0, 0, 1, 0, ε) : ε ∈ F×q /(F
×
q )2}

(c) (0, 0, 1, 1, 0) only if char(Fq) = 3

(4) µ = 2 :

(a) (0, 1, 0, 0, 0)
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(b) {(0, 1, 0, 0, α) : α ∈ F×q /(F
×
q )3}

(c) {(0, 1, 1, β, α) : α ∈ Fq, β ∈ Fq/F
′′

q} only if char(Fq) = 2

(d) {(0, 1, 0, ε, 0) : ε ∈ F×q /(F
×
q )2} if q odd

(e) {(0, 1, 0, α, α) : α ∈ F×q } if q odd

(5) µ = 1 :

(a) c5(0)

(b) {c5(0) + λc5(∞) : λ ∈ F×q /(F
×
q )4}

(c) {c5(0) + λN 5 : λ ∈ F×q /(F
×
q )3}

(d) {(1, 0, 0, λ, λ) : λ ∈ F×q }
(e) {(ε−1, 0, 1, α, β) : α, β ∈ Fq, ε ∈ F×q /(F

×
q )2}

Proof. Let v = (v0, v1, v2, v3, v4) ∈ S5.

Let h(t→ d(t+ c)) ∈ H. Then

h5v = (v0, d(v1 + cv0), d
2(v2 + 2cv1 + c2v0), d

3(v3 + 3cv2 + 3c2v1 + c3v0),

d4(v4 + 4cv3 + 6c2v2 + 4c3v1 + c4v0)).
(4.1)

(1) µ = 5, then only v4 6= 0. So v = λc5(∞), where λ ∈ F×q implies [v] = c5(∞).

(2) µ = 4. In this case v0 = v1 = v2 = 0, v3 = 1 and v4 ∈ {0, v4 6= 0}.
Let v = (0, 0, 0, 1, v4), then from equation 4.1,

[h5v] = (0, 0, 0, 1, d(v4 + 4c))

(i) v4 = 0. In this case [h5v] = (0, 0, 0, 1, 4dc). We take h2 such that c = 0. So, this case

is [h5v] = N 5.

(ii) v4 6= 0. In this case [h5v] = (0, 0, 0, 1, d(v4 + 4c)).

If char(Fq) 6= 2, we take h2 with c = −v4/4, then this case is [h5v] = N 5.

If char(Fq) = 2 then [h5v] = (0, 0, 0, 1, dv4).

So, take h2 with d = v−14 then [h5v] = N 5 + c5(∞).

(3) µ = 3. In this case v0 = v1 = 0, v2 = 1 and

(v3, v4) ∈ {(0, 0), (0, v4 6= 0), (v3 6= 0, 0), (v3 6= 0, v4 6= 0)}.
Let v = (0, 0, 1, v3, v4) then

[h5v] = (0, 0, 1, d(v3 + 3c), d2(v4 + 4cv3 + 6c2)).
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If char(Fq) 6= 3 then by taking h2 with c = −v3/3, we get [h5v] = (0, 0, 1, 0, v′4).

Now again applying h′2 ∈ H on [h5v], we get

[h′5(h5v)] = (0, 0, 1, 3d′c′, d′
2
(v′4 + 6c′

2
)).

We take h′ with c′ = 0, then we get [h′5(h5v)] = (0, 0, 1, 0, d′2v′4). So we get two cases:

(i)v′4 = 0 implies [h′5(h5v)] = (0, 0, 1, 0, 0) and

(ii)v′4 6= 0 implies [h′5(h5v)] = (0, 0, 1, 0, ε) where ε ∈ F×q /(F
×
q )2.

If char(Fq) = 3 then

[h5v] = (0, 0, 1, dv3, d
2(v4 + cv3)).

(a) If v3 6= 0 then we take h2 with c = −v4/v3 and d = v−13 , we get [h5v] = (0, 0, 1, 1, 0).

(b) If v3 = 0 then [h5v] = (0, 0, 1, 0, d2v4). So we get two cases:

(i)v4 = 0 then [h5v] = (0, 0, 1, 0, 0) and

(ii)v4 6= 0 then [h5v] = (0, 0, 1, 0, ε) where ε ∈ F×q /(F
×
q )2.

(4) µ = 2. In this case v0 = 0 and v1 = 1.

Let v = (0, 1, v2, v3, v4) then

[h5v] = (0, 1, d(v2 + 2c), d2(v3 + 3cv2 + 3c2), d3(v4 + 4cv3 + 6c2v2 + 4c3)).

If char(Fq) 6= 2 then by taking h ∈ H with c = −v2/2, we get [h5v] = (0, 1, 0, v′3, v
′
4).

Then again applying h′2 on [h5v], we get

[h′5(h5v)] = (0, 1, 2d′c′, d′
2
(v′3 + 3c′

2
), d′

3
(v′4 + 4c′v′3 + 4c′

3
)).

We take h′2 ∈ H with c′ = 0 then [h′5(h5v)] = (0, 1, 0, d′2v′3, d
′3v′4). So, we have 4 subcases.

(i) (v′3, v
′
4) = (0, 0). In this case [h′5(h5v)] = (0, 1, 0, 0, 0).

(ii) (v′3, v
′
4) = (0, v′4 6= 0). In this case [h′5(h5v)] = (0, 1, 0, 0, d3v′4). So [v] is in the

orbit of (0, 1, 0, 0, α) for some α ∈ F×q /(F
×
q )3.

(iii) (v′3, v
′
4) = (v′3 6= 0, 0). In this case [h′5(h5v)] = (0, 1, 0, d2v′3, 0). So [v] is in the

orbit of (0, 1, 0, α, 0) for some α ∈ F×q /(F
×
q )2.

(iv) (v′3, v
′
4) = (v′3 6= 0, v′4 6= 0). In this case [h′5(h5v)] = (0, 1, 0, d2v′3, d

3v′4). So we take

d′ = v′3/v
′
4 in h2 then [h′5(h5v)] = (0, 1, 0, α, α) where α ∈ F×q .

If char(Fq) = 2 then

[h5v] = (0, 1, dv2, d
2(v3 + cv2 + c2), d3v4).

(i) If v2 6= 0 then taking d = v−12 we get [h5v] = (0, 1, 1, ( v3
v22

+ c
v2

+ ( c
v2

)2), v4
v32

). So v is in
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the orbit of (0, 1, 1, β, α) where β ∈ F×q /(F
×
q )′′ and α ∈ Fq.

(ii) If v2 = 0 then [h5v] = (0, 1, 0, d2(v3 + c2), d3v4). From the Frobenious automorphism

of Fq, x 7→ xp where p = char(Fq), we can say that square root of all elements of Fq
exist in Fq if q is even. So, let h2 ∈ H with c =

√
v3 then [h5v] = (0, 1, 0, 0, d3v4). So

[h5v] ∈ {(0, 1, 0, 0, α) : α ∈ F×q /(F
×
q )3}.

(5) µ = 1. In this case v0 = 1.

Let v = (1, v1, v2, v3, v4) then

[h5v] = (1, d(v1 + c), d2(v2 + 2cv1 + c2), d3(v3 + 3cv2 + 3c2v1 + c3),

d4(v4 + 4cv3 + 6c2v2 + 4c3v1 + c4)).

Let h ∈ H with c = −v1, then [h5v] = (1, 0, v′2, v
′
3, v
′
4).

Then again applying h′2 on h5v, we get

[h′5(h5v)] = (1, d′c′, d′
2
(v′2 + c′

2
), d′

3
(v′3 + 3c′v′2 + c′

3
), d′

4
(v′4 + 4c′v′3 + 6c′

2
v′2 + c′

4
)).

We take h′ ∈ H with c′ = 0 then [h′5(h5v)] = (1, 0, d′2v′2, d
′3v′3, d

′4v′4).

(a) If v′2 6= 0 we get v in the orbit of (1, 0, ε, εd
v′3
v′2
, εd2

v′4
v′2

) which is equivalent to

(ε−1, 0, 1, α, β) where α, β ∈ Fq.
(b) Next v′2 = 0 implies

[h′5(h5v)] = (1, 0, 0, d3v′3, d
4v′4).

So we get 4 subcases.

(i) (v′3, v
′
4) = (0, 0). In this case [h′5(h5v)] = (1, 0, 0, 0, 0). So [v] is in the orbit of c5(0).

(ii) (v′3, v
′
4) = (0, v′4 6= 0). In this case [h′5(h5v)] = (1, 0, 0, 0, d4v′4). So [v] is in the

orbit of c5(0) + λc5(∞) for some λ ∈ F×q /(F
×
q )4.

(iii) (v′3, v
′
4) = (v′3 6= 0, 0). In this case [h′5(h5v)] = (0, 1, 0, d3v′3, 0). So [v] is in the

orbit of c5(0) + λN 5 for some λ ∈ F×q /(F
×
q )3.

(iv) (v′3, v
′
4) = (v′3 6= 0, v′4 6= 0). In this case [h′5(h5v)] = (0, 1, 0, d3v′3, d

4v′4). So [v] is in

the orbit of (1, 0, 0, α, α) for some α ∈ Fq.

Lemma 4.0.2. [4] Let v = (v0, v1, v2, v3, v4) ∈ F5
q. Let v′ = (v0, · · · , v3) and v′′ = (v1, · · · , v4).

Then, [v] ∈ S5 if and only if following 3 conditions holds,

(1) Either A) v′ ∈ S4, or B) v′ = λc4(x) + c4(∞), where λ, x ∈ Fq.
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(2) Either A) v′′ ∈ S4, or B) v′′ = λc4(x) + c4(0), where λ ∈ Fq, x ∈ {F×q ∪∞}
(3) v = ac5(x) + bc5(y) + cc5(z) has no solution for a, b, c ∈ Fq and distinct x, y, z ∈ F×q .

If v′ or v′′ are in S4 then it is in one of the following forms,

(A1) (3b2a, b2c + 2abd, d2a + 2bcd, 3d2c) and when char(Fq) = 3 also (b3, b2d + b2c +

2abd, bd2 + d2a+ 2bcd, d3), for some h(t) = (c+ dt)/(a+ bx) in PGL2(Fq).

(A2) (a+ aq, ax+ aqxq, ax2 + aqx2q, ax3 + aqx3q) for x ∈ Fq2 \ Fq and a ∈ F×q2.

Proof. [v] ∈ S5 if and only if

v = ac5(x) + bc5(y) + cc5(z) for a, b, c ∈ Fq and distinct x, y, z ∈ {Fq ∪∞} (4.2)

has no solution.

Suppose equation 4.2 has a solution with x, y or z = ∞, wlog let z = ∞, then v =

ac5(x) + bc5(y) + cc5(∞) which implies v′ = ac4(x) + bc4(y) for distinct x, y ∈ Fq. Hence

in this case if v′ = λc4(x) + c4(∞) for λ, x ∈ Fq or v′ ∈ S4 then equation 4.2 does not has

solution.

Similarly if equation 4.2 has a solution with x, y or z = 0, wlog let z = 0, then v =

ac5(x) + bc5(y) + cc5(0) which implies v′ = ac4(x) + bc4(y) for distinct x, y ∈ {F×q ∪ ∞}.
Hence in this case if v′′ = λc4(x) + c4(0) for λ ∈ Fq, x ∈ {Fq ∪∞} or v′′ ∈ S4 then equation

4.2 does not has solution.

We left with the case when for distinct x, y, z ∈ F×q , the equation 4.2 has a solution.

Hence [v] ∈ S4 if and only if conditions (1), (2) and (3) of the lemma holds. As we have

seen in chapter 4 if [v] ∈ S4 then [v] is either in the orbit of N 4 and also N 4 + c4(∞) when

char(Fq) = 3 or v = ac4(x) + aqc4(x
q) for x ∈ Fq2 \ Fq and a ∈ F×q2 . That proves the second

assertion of lemma.

Further analysis require the solution of the following two problems.

1)Problem Pα,λ : x+ y + z = −α, xyz = λ; x, y, z ∈ F×q are distinct. (4.3)

2)Problem Qα,β : x+ y + z + xyz/ε = α, ε(1 + xy/ε)(1 + yz/ε)(1 + zx/ε) = ε+ α2 − β;

for distinct x, y, z ∈ F×q . (4.4)
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Solution to these problems are given in [4].

Now we determine which of these H − orbits are in S5.

Theorem 4.0.3. [4] Representatives of distinct PGL2(Fq)-orbits of S5.

For sufficiently large q,

(1) N 5 if q odd and {N 5, N 5 + c5(∞)} if q even.

(2) {vi : 0 ≤ i ≤ q}, where vi = θic5(θ)+θ
iqc5(θ

q) and θ is a generator of the multiplicative

group F×q2.

(3) (0, 0, 1, 0, 0) if q 6≡ 1 mod 3.

(4) (0, 0, 1, 0, ε−1), q ≡ 0 mod 3, where ε is a quadratic non-residue.

(5) (0, 1, 1, α, 0) if q is even and q ≡ 1 mod 3, where α is a fixed element of Fq \ F′′.

Proof. If one of the conditions in Lemma 4.0.2 does not hold for v then [v] /∈ S5.

(1) µ = 5, then v = c5(∞).

(2) µ = 4. In this case N 5 if q odd and {N 5,N 5 + c5(∞)} if q even are in S5.

(3) µ = 3.

(a) v = (0, 0, 1, 0, 0).

Here v′ and v′′ are in case A1) of Lemma 4.0.2 because v′ = (0, 0, 1, 0) = N 4 and

v′′ = (0, 1, 0, 0) = h4N 4 for h ∈ PGL2(Fq) such that h2(t) = 1/t.

The equation v = ac5(x) + bc5(y) + cc5(z) for x, y, z distinct in F×q and a, b, c ∈ Fq, is

equivalent to the equations

x+ y + z = 0 (1) and xy + yz + xz = 0 (2) for distinct x, y, z ∈ F×q

have a solution( See Appendix A).

We put value of z from equation (1) into equation (2) and get

x2 + y2 + xy = 0 has a solution for distinct x, y ∈ F×q .

If char(Fq) ≡ 0 mod 3 then,

x2 + y2 + xy = 0⇔ x2 + y2 − 2xy = 0⇔ (x− y)2 = 0⇔ x = y (3)

From equation (1) and (3), we get x = y = z. So, v ∈ S5 when char(Fq) ≡ 0 mod 3.
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If char(Fq) 6= 3 then,(y
x

)2
+
y

x
+ 1 = 0⇔

(y
x
− 1
)((y

x

)2
+
y

x
+ 1
)

= 0⇔
(y
x

)3
− 1 = 0.

It has a solution when cube root of 1 exist in Fq, that is when char(Fq) ≡ 1 mod 3.

In this case (x, y, z) = (a, aω, aω2) where a ∈ F×q and ω is a cube root of unity.

So, v /∈ S5 when char(Fq) ≡ 1 mod 3 and when char(Fq) ≡ 2 mod 3 then v ∈ S5.

(b) v = (0, 0, 1, 0, ε) where ε ∈ F×q /(F
×
q )2.

Consider h ∈ PGL2(Fq) such that h(t) = 1/t. Then µ(h5v) = 1 which we deal later

in case µ(v) = 2.

(c) v = (0, 0, 1, 1, 0) when char(Fq) = 3.

Take h ∈ PGL2(Fq) such that h(t) = 1 + 1/t. Then h5v = (0, 1, 0, 0, 1) which we deal

later in case µ(v) = 2.

(4) µ = 2.

(a) v = (0, 1, 0, 0, 0).

Then v is in the orbit of N 5. So, v ∈ S5.

(b) v = (0, 1, 0, 0, α).

Then take h ∈ PGL2(Fq) such that h(t) = 1/t, then µ(h5v) = 1 which we deal in the

case µ(v) = 1.

(c) v = (0, 1, 1, β, α) when char(Fq) = 2.

If α 6= 0 then we take h ∈ PGL2(Fq) such that h(t) = 1/t, then µ(h5v) = 1 which we

deal in the case µ = 1. So, we can assume α = 0.

v = (0, 1, 1, β, 0) with char(Fq) = 2.

Here the case B of Lemma 4.0.2 does not hold for v′ because (0, 1, 1) 6= c3(x) for

any x ∈ Fq. Also the case A1 not hold for v′ because (0, 1, 1, β) = (b2a, b2c, d2a, d2c)

implies ab = 0 but bc 6= 0 and ad 6= 0 which is not possible. Only remaining case

A2 holds for v′ if and only if X2 + X + β + 1 is irreducible over Fq (see Appendix),

that is when 1 + β /∈ F′′.
If q ≡ 1 mod 3 then 1 ∈ F′′q , so we take β /∈ F′′.
If q ≡ 2 mod 3 then 1 /∈ F′′, so we take β = 0 ∈ F′′.

Let q ≡ 2 mod 3. Then β = 0 and hence [v] = (0, 1, 1, 0, 0).

We apply g2 with g(t) = 1 + 1/t on v, then [g5v] = (0, 0, 1, 0, 0). That we have

studied in case µ = 3.

Let q ≡ 1 mod 3 then we take β /∈ F′′.
The only possible case of Lemma 4.0.2 which holds for v′′ is A2, when polynomial

33



x2 + x + β = 0 ∈ Fq[X] is irreducible. Since β /∈ F′′, case A2 holds for v′′. Next,

we check if condition (3) of Lemma 4.0.2 holds for v.

The equation v = ac5(x) + bc5(y) + cc5(z) for x, y, z distinct in F×q and a, b, c ∈ Fq,
is equivalent to the equations

x+ y + z + xy + yz + zx = α and

x2 + y2 + z2 + xy + yz + xz + (x+ y)(y + z)(x+ z) = 0;

for distinct x, y, z ∈ F×q

have a solution( See Appendix A). It has solution only when α = 1. Since 1 ∈ F′′

and α /∈ F′′, these equation does not have a solution. Hence [v] ∈ S5. We show

that elements in PGL2(Fq) has zero on first and last coordinate and other coordinates

are non-zero. For g ∈ PGL2(Fq) with g(t) = c+dt
a+bt

,

[g5v] = (0, a2 + ab+ b2α, ad− bc, c2 + cd+ d2α, 0).

Since α /∈ F′′ and ad − bc 6= 0, we get a2 + ab + b2α, ad − bc and c2 + cd + d2α are

non-zero. Since this is not true for the orbits (1) and (2) of Theorem 4.0.3, we get

that orbit of [v] is different from orbits (1),(2) of Theorem 4.0.3.

(d) v = (0, 1, 0, ε, 0) where ε ∈ F×q /(F
×
q )2, when q odd.

Here only case A2 of Lemma 4.0.2 holds for both v′ and v′′ if and only if ε is an

quadratic non-residue.

So, v = ac5(x) + aqc5(x
q) for some a ∈ F×q2 with aq = −a and x =

√
ε.

(e) v = (0, 1, 0, α, α) where α ∈ F×q , when q odd.

Then take h ∈ PGL2(Fq) such that h(t) = 1/t then µ(h5v) = 1 which we deal in the

case µ = 1.

(5) µ = 1.

Case (a) and (b) are clearly not in S5.

(c) : v = c5(0) + λN 5 where λ ∈ F×q /(F
×
q )3.

We check when condition (3) holds for v. If v = ac5(x) + bc5(y) + cc5(z), where

x, y, z ∈ F×q are distinct, has solution then we get following equations

x+ y + z = 0 and xyz = λ, for distinct x, y, z ∈ F×q

have a solution(See Appendix A). That is if problem Pα,λ has a solution for α = 0
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and λ ∈ F×q /(F
×
q )3. Theorem 4.0.4 implies v /∈ S5 if any of the following holds.

(i) q ≥ 8 when char(Fq) ∈ {2, 3}
(ii) q ≥ 23 when char(Fq) /∈ {2, 3}.

(d) : v = (1, 0, 0, λ, λ) where λ ∈ F×q .

If v = ac5(x) + bc5(y) + cc5(z), where x, y, z ∈ F×q are distinct, has solution then we

get following equations

x+ y + z = 1 and xyz = λ, for distinct x, y, z ∈ F×q

have a solution(Appendix A). That is if problem Pα,λ has solution for α = −1 and

λ ∈ F×q . Theorem 4.0.4 implies v /∈ S5 if any of the following holds.

(i) q ≥ 16 when char(Fq) ∈ {2, 3}
(ii) q ≥ 23 when char(Fq) /∈ {2, 3}.

(e) : v = (ε−1, 0, 1, α, β) where α, β ∈ Fq and ε ∈ F×q /(F
×
q )2.

We use Lemma 4.0.2 to determine when v ∈ S5. First we find cases when v′ and

v′′ satisfy sequentially conditions (1) and (2) of Lemma 4.0.2, then we check if v

satisfy condition (3) of Lemma 4.0.2 in this cases.

(i) The case A1 of Lemma 4.0.2 holds for v′ if and only if α = 2
√
−ε.

(ii) The case A2 holds for v′ if and only if the polynomial X2 − αX − ε ∈ is

irreducible over Fq.
(iii) The case B does not hold for v′ for any λ, x ∈ Fq.

Similarly we check for v′′.

(iv) The case A1 holds for v′′ if and only if 4β = 3α2.

(v) The case A2 holds for v′′ if and only if polynomial X2 − αX + β − α2 is

irreducible over Fq.
(vi) The case B holds for v′′ if and only if β = α2 6= 0.

Here v = ac5(x)+bc5(y)+cc5(z) for distinct x, y, z ∈ F×q is equivalent to the following
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equations have a solution

x+ y + z + xyz/ε = α and ε(1 + xy/ε)(1 + yz/ε)(1 + zx/ε) = ε+ α2 − β;

for distinct x, y, z ∈ F×q
(4.5)

i.e. Solution to the problem Qα,β.

We say α to be Type-I if α = 2
√
−ε and Type-II if X2−αX−ε ∈ Fq[X] is irreducible.

If β = ε+ α2 then v ∈ S5 when α is of Type-I or Type-II.

If α is of Type-I and if q odd then

v = g5(N 5) for g(t) =

√
−ε(−3a+ bt)

a+ bt

and if q even then

v = g5(N 5 + c5(∞)) for g(t) =

√
−ε(a+ b+ bt)

a+ bt
.

If α is of Type-II then

v = ac5(x) + aqc5(x
q), where a =

α2 + 2ε− αx
ε(α2 + 4ε)

and x is a root of the

polynomial X2 − αX − ε over Fq2 .

Combining details of v′ and v′′, we get the following cases for (α, β):

Let q be odd, if α be of Type-I,

(i) We say (α, β) to be Type-Ia if X2 − αX + α2 − β is reducible over Fq and

β 6= α2.

(ii) We say (α, β) to be Type-Ib if either X2 − αX + α2 − β is irreducible over

Fq or β = α2.

If α be of Type-II,

(iii) We say (α, β) to be Type-IIa if X2 − αX + α2 − β is reducible over Fq and

β /∈ {α2, 3α2/4}.
(iv) We say (α, β) to be Type-IIb if either X2−αX+α2−β is irreducible over Fq

or β ∈ {α2, 3α2/4} but α 6= 0.

We say (α, β) to be Type-IIc if α = β = 0.

Now We consider q even. If α to be Type-I(α = 0),

(i) We say (α, β) to be Type-Ia if β 6= 0.
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(ii) We say (α, β) to be Type-Ib if β = 0.

If α be of Type-II,

(iii) We say (α, β) to be Type-IIa if X2 − αX + α2 − β ∈ Fq[X] is reducubile and

β 6= α2.

(iv) We say (α, β) to be Type-IIb if either X2−αX+α2−β ∈ Fq[X] is irreducible

or if β = α2.

(Here one thing to note is that from Frobenious automorphism, x 7→ x2, of Fq
there exist square root of every element of Fq inside Fq when char(Fq) = 2.)

If q ≥ 32 then, from Theorem 4.0.5, [v] /∈ S5 except when char(Fq) 6= 3 and Qα,β is

of Type-IIc..

Solution of the problems Pα,λ and Qα,β is given below [4].

Theorem 4.0.4. [4] The problem Pα,λ, equation 4.3, has a solution for all α ∈ Fq and

λ ∈ F×q when

1. q ≥ 9 if char(Fq) = 3 and α = 0.

2. q ≥ 27 if char(Fq) = 3 and α 6= 0.

3. q ≥ 8 if char(Fq) = 2, and either α = 0 or α 6= 0, λ = −(α/3)3.

4. q ≥ 16 if char(Fq) = 2, and either α 6= 0 and λ 6= −(α/3)3.

5. q ≥ 7 if char(Fq) 6= 2, 3, α 6= 0 λ = −(α/3)3.

6. q ≥ 23 if char(Fq) 6= 2, 3, and either α = 0 or α 6= 0, λ 6= −(α/3)3.

Theorem 4.0.5. [4] Suppose q > 5. The problem Qα,β, equation 4.4, has a solution when

1. q ≥ 8 if char(Fq) = 2 and (α, β) of Type-Tb.

2. q ≥ 7 if q odd, char(Fq) 6= 3 and (α, β) is of Type-IIc

3. Qα,β has no solution if char(Fq) = 3 and (α, β) is of Type-IIc

4. q ≥ 16 if char(Fq) = 2, (α, β) of Type-Ia and Type-IIb

5. q ≥ 32 if char(Fq) 6= 2, (α, β) of Type-IIa

6. q ≥ 29 if q is odd and (α, β) of Type-Ia and Type-IIa

7. q ≥ 23 if q is odd and (α, β) of Type-Ib and Type-IIb
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Appendix A

: Use of Lemma 4.0.2

Statement of the Lemma 4.0.2 is given below. Here we will see how this lemma is used to

determine which of H-orbits of Lemma 4.0.1 are in S5.

Lemma A.0.1. Let v = (v0, v1, v2, v3, v4) ∈ F5
q. Let v′ = (v0, · · · , v3) and v′′ = (v1, · · · , v4).

Then, [v] ∈ S5 if and only if following 3 conditions holds,

(1) Either A) v′ ∈ S4, or B) v′ = λc4(x) + c4(∞), where λ, x ∈ Fq.
(2) Either A) v′′ ∈ S4, or B) v′′ = λc4(x) + c4(0), where λ ∈ Fq, x ∈ {F×q ∪∞}
(3) v = ac5(x) + bc5(y) + cc5(z) has no solution for a, b, c ∈ Fq and distinct x, y, z ∈ F×q .

If v′ or v′′ are in S4 then it is in one of the following forms,

(A1) (3b2a, b2c + 2abd, d2a + 2bcd, 3d2c) and when char(Fq) = 3 also (b3, b2d + b2c +

2abd, bd2 + d2a+ 2bcd, d3), for some h(t) = (c+ dt)/(a+ bx) in PGL2(Fq).

(A2) (a+ aq, ax+ aqxq, ax2 + aqx2q, ax3 + aqx3q) for x ∈ Fq2 \ Fq and a ∈ F×q2.
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A.1 Case A1

Consider v = (ε−1, 0, 1, α, β).

Let’s see when codition (1) holds for v′ = (ε−1, 0, 1, α).

The case A1) holds for v′, when v′ is of the form (3b2a, b2c + 2abd, d2a + 2bcd, 3d2c) with

ad− bc 6= 0. So,

(ε−1, 0, 1, α) = λ(3b2a, b2c+ 2abd, d2a+ 2bcd, 3d2c), for some λ ∈ F×q . (A.1)

From the first and Second coordinate of v′ in equation A.1, we get

ε 6= 0 implies b 6= 0 and b(bc+ 2ad) = 0 then bc = −2ad. (1)

From the first and third coordinate of v′ in equation A.1, we get

3b2a

d2a+ 2bcd
= ε−1

⇔ 3b2a

−3ad2
= ε−1 (from (1))

⇔ b2

d2
= −ε−1. (2)

From the first and fourth coordinate of v′ in equation A.1, we get

b2a

d2c
=
ε−1

α

⇔ b2

d2
× −b

2d
=
ε−1

α
(from (1))

⇔ b6

d6
=

4ε−2

α2
. (3)

From (2) and (3),

− ε−3 =
4ε−2

α2

⇔ α2 = −4ε

⇔ α = 2
√
−ε.
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A.2 Case A2

Consider v = (ε−1, 0, 1, α, β).

Let’s see when codition (1) holds for v′ = (ε−1, 0, 1, α).

The case A2) holds for v′, when v′ is of the form (a+aq, ax+aqxq, ax2 +aqx2q, ax3 +aqx3q)

for x ∈ Fq2 \ Fq and a ∈ F×q2 . So,

(ε−1, 0, 1, α) = λ(a+ aq, ax+ aqxq, ax2 + aqx2q, ax3 + aqx3q), for some λ ∈ F×q . (A.2)

First coordinate of v′ in equation A.2, we get

aq = (ελ)−1 − a. (1)

Second coordinate of v′ implies,

ax+ aqxq = 0

⇔ ax+ ((ελ)−1 − a)xq = 0 (from (1))

⇔ a =
−(ελ)−1xq

x− xq
. (2)

Third coordinate of v′ implies,

ax2 + aqx2q = λ−1

⇔ ax2 + ((ελ)−1 − a)x2q = λ−1 (from (1))

⇔ −(ελ)−1xq

x− xq
× (x2 − x2q) = λ−1 − (ελ)−1x2q (from (2))

⇔ (ελ)−1xq(x+ xq) = −λ−1 + (ελ)−1x2q

⇔ (ελ)−1xq+1 = −λ−1

⇔ xq =
−ε
x
. (3)

43



Fourth coordinate of v′ implies,

ax3 + aqx3q = λ−1α

⇔ ax3 + ((ελ)−1 − a)x3q = λ−1α(from (1))

⇔ a(x3 − x3q) = λ−1α− (ελ)−1x3q

⇔ −(ελ)−1xq

x− xq
(x3 − x3q) = λ−1α− (ελ)−1x3q(from(2))

⇔ − (ελ)−1xq(x2 + x2q + xq+1) = λ−1α− (ελ)−1x3q

⇔ − ε−1xq+2 − ε−1x2q+1 = α

⇔ x2(
−ε
x

) + x(
−ε
x

)2 = −εα (from (3))

⇔ − εx2 + ε2 = −εαx
⇔ x2 − αx− ε = 0.

Since x ∈ Fq2 \ Fq, polynomial x2 − αx− ε = 0 is irreducible over Fq.
Similarly we check, when condition (2) of Lemma 4.0.2 holds for v′′.

A.3 Condition (3)

To check when condition (3) of Lemma 4.0.2 hold for v, we do the following:

let v = ac5(x) + bc5(y) + cc5(z) has a solution for a, b, c ∈ Fq and distinct x, y, z ∈ F×q . Let’s

take v = (v0, v1, v2, v3, v4). We consider first 3 coordinates of v to get values of a, b and c.

Let V (x, y, z) = (z − y)(z − x)(y − x). Then (v0, v1, v2) = ac3(x) + bc3(y) + cc3(z) implies

a =

det

v0 1 1

v1 y z

v2 y2 z2


V (x, y, z)

, b =

det

 1 v0 1

x v1 z

x2 v2 z2


V (x, y, z)

and c =

det

 1 1 v0

x y v1

x2 y2 v2


V (x, y, z)

. (∗)

We use this value of a, b and c in the equation which we get from third and fourth

coordinate of v. (
v3

v4

)
=

(
x3 y3 z3

x4 y4 z4

)ab
c


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.

Example 1. Consider v = (ε−1, 0, 1, α, β).

Suppose

v = (ε−1, 0, 1, α, β) = ac5(x) + bc5(y) + cc5(z) for a, b, c ∈ F×q
and distinct x, y, z ∈ Fq.

We take first 3 coordinates to find the value of a, b and c,

(ε−1, 0, 1) = ac3(x) + bc3(y) + cc3(z).

Using (*), we get that

a =
(ε−1yz + 1)(z − y)

V (x, y, z)
, b =

−(ε−1xz + 1)(z − x)

V (x, y, z)
and c =

(ε−1xy + 1)(y − x)

V (x, y, z)
. (1)

The third and fourth coordinates of v gives following two equations,

ax3 + by3 + cz3 = α (2)

ax4 + by4 + cz4 = β. (3)

Multiplying equation (2) with x, we get,

ax4 + bxy3 + cxz3 = αx

⇔ β − by4 − cz4 + bxy3 + cxz3 = αx (from(3))

⇔ by3(x− y) + cz3(x− z) = αx− β

⇔ −(ε−1xz + 1)(z − x)(x− y)y3

V (x, y, z)
+

(ε−1xy + 1)(y − x)(x− z)z3

V (x, y, z)
= αx− β (from(1))

⇔ (ε−1xz + 1)y3

z − y
+
−(ε−1xy + 1)z3

z − y
= αx− β

⇔ ε−1xyz(y2 − z2) + (y3 − z3) = (αx− β)(z − y)

⇔ ε−1xyz(y + z) + y2 + z2 + yz = −αx+ β. (4)
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By similar process, multiplying equation (2) with y and z, we get following equations

ε−1xyz(x+ z) + x2 + z2 + xz = −αy + β (5)

ε−1xyz(x+ y) + x2 + y2 + xy = −αz + β. (6)

Subtract equation (4) from (5), we get,

ε−1xyz(x− y) + (x2 − y2) + z(x− y) = α(x− y)

⇔ xyz

ε
+ x+ y + z = α. (7)

Multiply (4) with y and (5) with x, then subtracting later from former equation, we get,

ε−1xyz(y2 + yz − x2 − xz) + (y3 − x3) + z2(y − x) + z(y2 − x2) = β(y − x)

⇔ ε−1xyz(y + x+ z) + y2 + x2 + xy + z2 + yz + xz = β

⇔ ε−1xyz(y + x+ z) + (x+ y + z)2 − (xy + yz + xz) = β. (8)

From (7) and (8),

(ε−1xyz)2 + 2ε−1xyz(x+ y + z)− ε−1xyz(y + x+ z) + (xy + yz + xz) = α2 − β
⇔ (ε−1xyz)2 + ε−1xyz(x+ y + z) + (xy + yz + xz) = α2 − β
⇔ ε+ xy + yz + ε−1xy2z + zx+ ε−1x2yz + ε−1xyz2 + (ε−1xyz)2 = ε+ α2 − β
⇔ (1 + xyε−1)(ε+ yz + zx+ ε−1xyz2) = ε+ α2 − β
⇔ (1 + xyε−1)(1 + yzε−1)(ε+ zx) = ε+ α2 − β

⇔ ε

(
1 +

xy

ε

)(
1 +

yz

ε

)(
1 +

zx

ε

)
= ε+ α2 − β. (9)

So, we need to check that if following equations

x+ y + z + xyz/ε = α, ε(1 + xy/ε)(1 + yz/ε)(1 + zx/ε) = ε+ α2 − β;

for distinct x, y, z ∈ F×q

have a solution.
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