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Synopsis

The thesis is divided into two parts. In the first part of the thesis (Chapter 3), we have

studied the effect of the quantum nature of the nuclei on the structural, dynamical and

electronic properties of ellipticine, a plausible anti-HIV/cancer drug solvated in water.

In Chapter 4 we have extended the study to two more protic solvents, namely methanol

and ethylene glycol and investigated the role of nuclear quantum effects (NQEs) on the

solvent-solute hydrogen bond (H-bond) and how these affect the H-bonding network of

the solvent. Further, we have also discussed how the structural fluctuations induced by

NQEs strongly affect the optical properties of such H-bonded systems. To achieve this

we have used the state-of-the-art path integral molecular dynamics simulations coupled

with a recently proposed coloured noise thermostat based on the generalized Langevin

equations. In the second part (Chapter 5), using density functional theory based calcu-

lations, we have proposed novel descriptors that can be used to screen materials for the

design of more efficient dye-sensitized semiconductor photocatalyst for photocatalytic

hydrogen evolution reaction.

The thesis is divided into six chapters.

In Chapter 1, we have discussed the importance of nuclear quantum effects and ex-

plained how path integral molecular dynamics (PIMD) simulations could incorporate nu-

clear quantum effects. We have also summarized the challenges of performing a straight

forward PIMD simulation and discussed the recent developments of the computational

techniques that can overcome some of these challenges. Moreover, we have also mo-

tivated the importance of photocatalytic water splitting in the context of the present

day energy challenges. Further, the remaining chapters of the thesis have also been

summarized.

The computational techniques, which are used in the thesis, are discussed in Chapter 2.

We briefly discuss the basic principles of both classical and Born-Oppenheimer Molecular

dynamics formalism (BOMD). The BOMD surfaces on which the ions move were derived

using density functional theory (DFT). Hence in this chapter, we have provided a short

overview of the theory and practical aspects of DFT. Further to incorporate the NQEs

we have used the PIMD simulations with the coloured noise thermostat. Hence we have

also described both of these. Additionally, the excited states to study optical properties

are computed using time-dependent-DFT (TDDFT). This is also described in a nutshell

in this chapter.

In Chapter 3, we present the results of the study of NQEs influence the structural

and electronic properties of ellipticine, a plausible anti-cancer/HIV inhibiting drug in
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a common biological solvent water. From the calculations, it has been shown that

quantum effects collectively enhance the fluctuations of both light and heavy nuclei of

the covalent and hydrogen bonds in ellipticine. In particular, for the ellipticine water

system, where the proton donor and acceptor have different proton affinities, we find

that nuclear quantum effects (NQEs) strengthen both the strong and the weak H bonds.

This is in contrast to what is observed for the cases where the proton affinity of the

donors and acceptors is same. These structural fluctuations cause a significant red shift

in the absorption spectra and an increase in the broadening, bringing it into closer

agreement with the experiments. This chapter shows that nuclear quantum effects alter

both qualitatively and quantitatively the optical properties of this biologically relevant

system and highlights the importance of the inclusion of these effects in the microscopic

understanding of their optical properties.

Chapter 4: In this chapter, we extend the study of the importance NQEs for the H-

bonding of ellipticine to two more protic solvents (methanol and ethylene glycol) and

investigate the generality of conclusions in the previous chapter. Additionally, we have

also investigated the influence of the ellipticine-solvent H-bonding on the H-bonding net-

work amongst the solvent molecules. We find that as we move from water to methanol

to ethylene glycol, the strong H bond between pyridine N of ellipticine and solvent

molecule weakens. In contrast with water, the simulations show that NQE weakens

this H bond for methanol while for ethylene glycol NQEs do not significantly change

the H bond strength. For the weak H bond between pyrrole N and solvent molecules,

NQE strengthens the H-bond for methanol (similar to what was observed for water)

and weakens for ethylene glycol. Additionally, we show that if solute-solvent H bond

is strong, the H-bond between solvent molecules that are close to the solute is further

strengthened. Finally, we also show that for H-bonded systems, it is crucial to incorpo-

rate the NQEs even for qualitative agreements between computed and experimentally

measured absorption spectra.

Chapter 5: In this chapter, we have proposed descriptors that can be used for screening

dyes-semiconductor composites, which can be used to design novel photocatalysts for

hydrogen evolution reaction (HER). Specifically, we have shown that for ZnO nanopar-

ticles sensitized with azo and thiophene based dyes, the electron-hole separation and

charge injection capacity together correlates well with the turnover number for hydro-

gen production from photocatalytic water splitting. Further based on a recipe proposed

by Bahers et al. [1] and Luca et al. [2]. We show that reasonably good estimates of

these two properties can be obtained from simple ground state calculations.

Finally, we summarize the results presented in this thesis in Chapter 6, provide a

broad outlook of the same and discuss the future directions in which further work can



v

be pursued.
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position at 2.72 Å. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

A.3 The radial distribution function of the center of mass of ellipticine and
oxygen in water molecule obtained from the trajectories of BOMD simu-
lations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

A.4 Probability distribution function of methyl C-H bond length. The black
solid line and red dashed line represent the PDFs of the bond length
obtained from BOMD and PIGLET simulations respectively. . . . . . . . 93

A.5 Probability distribution function of 〈C − N〉 bond length. The black
solid line and red dashed line represent the PDFs of the bond length
obtained from BOMD and PIGLET simulations respectively.The vertical
line represents the equilibrium bond length in gas phase geometry of EP. . 94

A.6 The probability distribution function of N6-H6 and aromatic C-H bond
lengths (quantum fluctuations causes asymmetric feature in PDF of PIGLET
with light nuclei). FWHM is presented in brackets. The black solid line
and black dashed line represent the PDFs of the bond length obtained
from BOMD and PIGLET simulations respectively.The vertical line rep-
resents the equilibrium bond length in the gas phase geometry of EP.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100



xiv

A.7 Convergence of the peak positions as a function of a number of explicit
water molecules of the absorption maxima and the lowest energy absorp-
tion peak for three randomly chosen snapshots from the BOMD trajectory
(a) and PIGLET trajectory (b). (c) and (d) denote the time-averaged ab-
sorption spectra as a function of explicit water molecules with snapshots
obtained from BOMD and PIGLET trajectories respectively. In (a) and
(b), the red dashed lines and black solid lines denote the two absorption
peaks while the filled circle, filled square and filled diamond denotes three
different snapshots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

A.8 Plot of lowest energy excitation as a function of the number of water
molecules for a snapshot taken from the PIMD trajectory with the upper
(lower) panel is B3LYP (long-range corrected CAM-B3LYP) exchange
functional. The black solid curve is with PCM and the red dashed curve
is without PCM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

A.9 The calculated time-averaged absorption spectrum as a function of the
number of configurations. These random configurations are taken from
the BOMD trajectory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

A.10 The calculated time-averaged absorption spectrum as a function of exchange-
functional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

A.11 Plot of lowest energy and maximum intensity excitation as a function of
the number of methanol molecules for a snapshot taken from the PIMD
trajectory with the upper (lower) panel is B3LYP (long-range corrected
CAM-B3LYP) exchange functional. . . . . . . . . . . . . . . . . . . . . . . 103

A.12 Plot of lowest energy excitation as a function of the number of ethylene
glycol molecules for a snapshot taken from the PIMD trajectory with
the upper (lower) panel is B3LYP (long-range corrected CAM-B3LYP)
exchange functional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

A.13 Plot of maximum intensity excitation as a function of the number of ethy-
lene glycol molecules for a snapshot taken from the PIMD trajectory with
the upper (lower) panel is B3LYP (long-range corrected CAM-B3LYP)
exchange functional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

A.14 Contour plot of the joint probability distribution of the proton transfer
coordinate υ1 and υ2 of a) water, b) methanol, and c) ethylene glycol
obtained from BOMD simulations . . . . . . . . . . . . . . . . . . . . . . 104

A.15 Contour plot of the joint probability distribution of the proton transfer
coordinate υ1 and υ3 of a) water, b) methanol, and c) ethylene glycol
obtained from BOMD simulations . . . . . . . . . . . . . . . . . . . . . . 105

A.16 Contour plot of the joint probability distribution of the proton transfer
coordinate υ2 and υ4 of a) water, b) methanol, and c) ethylene glycol
obtained from BOMD simulations . . . . . . . . . . . . . . . . . . . . . . 105

B.1 Potential energy profile as a function of the ∠C1C2N1N2 dihedral angle
as marked with magenta lines in the figure. . . . . . . . . . . . . . . . . . 107

B.2 Potential energy profile as a function of the ∠N1N2C3C4 dihedral angle
as marked with magenta lines in the figure. . . . . . . . . . . . . . . . . . 107

B.3 Potential energy surface as a function of the ∠S1C1C2S2 and ∠S2C3C4S3

dihedral angles as marked with magenta lines in the figure. . . . . . . . . 107



xv

B.4 Alignment of the redox potentials with respect to the valence band max-
imum (VBM) and the conduction band minimum (CBM) for (5×2) and
(6×3) supercell of the composite system. . . . . . . . . . . . . . . . . . . . 108

B.5 Possible local minima dye orientations on ZnO (101̄0) surface. The grey,
red, black, cyan and dark green spheres represent Zn, O, C, H, and S
atoms respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

B.6 a) HOMO and b) LUMO of thiophene-2-carboxylic acid (T1) on ZnO
(101̄0) slab. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

B.7 DOS of the composite a) monomer (T1), b) dimer (T2), and c) trimer (T3)
unit on ZnO(101̄0) surface. Projected contributions of ZnO substrate (red
shaded area), and molecule (black line) are aligned with vacuum energy.
Hm is the HOMO of the molecular level and VBM of ZnO is marked in
the figure. The dashed brown and magenta lines mark the OP and RP. . 110

B.8 DOS of the composite a) T3, b) T3-Cl, and c) T3-Br unit on ZnO(101̄0)
surface. Projected contributions of ZnO substrate (red shaded area), and
molecule (black line) are aligned with vacuum energy. Hm is the HOMO
of the molecular level and VBM of ZnO is marked in the figure. The
dashed brown and magenta lines mark the OP and RP. . . . . . . . . . . 111

B.9 Schematic diagram of relaxed oligo-thiophene-2-carboxylic acid (T3) molecules
with substitution group a) H, b) Br, c) Cl, d) CN, and e) NO2. The grey,
red, black, cyan, blue, brown, green, and dark green spheres represent Zn,
O, C, H, N, Br, Cl, and S atoms respectively. . . . . . . . . . . . . . . . . 111

B.10 Projected density of states (PDOS) of the ZnO (101̄0) in red and molecule
a) T3 , b) T3-Cl, c) T3-Br, d) T3-CN, and e) T3-NO2 unit (in black line).
Projected contributions of ZnO substrate (red shaded area), and molecule
(black line) are aligned with vacuum energy. Hm is the HOMO of the
molecular level and VBM of ZnO is marked in the figure. The dashed
brown and magenta lines mark the OP and RP. . . . . . . . . . . . . . . . 111

B.11 Schematic diagram of relaxed oligo-thiophene (T2) molecules with substi-
tution group a) H, b) Br, c) Cl, d) CN, and e) NO2.The grey, red, black,
cyan, blue, brown, green, and dark green spheres represent Zn, O, C, H,
N, Br, Cl, and S atoms respectively. . . . . . . . . . . . . . . . . . . . . . 112

B.12 PDOS of the ZnO (101̄0) in red and molecule a) T2 , b) T2-Cl, c) T2-Br,
d) T2-CN, and e) T2-NO2 unit (in black line). Projected contributions
of ZnO substrate (red shaded area), and molecule (black line) are aligned
with vacuum energy. Hm is the HOMO of the molecular level and VBM
of ZnO is marked in the figure. The dashed brown and magenta lines
mark the OP and RP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112



List of Tables

4.1 Properties of protic solvents. PA is the proton affinity, α is the hydrogen
bond donating capacity, β is the hydrogen bond accepting capacity, π is
the polarizability, ε is the dielectric constant, r is the refractive index, ρ
is the dipole moment [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Force field parameters of the protic solvents with equilibrated cubic box
length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3 The values of the PDFs when υ1 and υ2 are zero. . . . . . . . . . . . . . . 59

4.4 Comparison in the λmax position for absorption spectra of ellipticine in
different solvents computed using BOMD and PIGLET with the exper-
imental results. These computed wavelengths are obtained from CAM-
B3LYP exchange functional and 6-311++g(d,p) basis set. . . . . . . . . . 69

5.1 Important energy levels of 4ABBN, 4AB8HQ, and 3AB8HQ composites.
All values are in eV. These dyes are arranged in decreasing order of res-
onance. All these dyes are iso-electronic. . . . . . . . . . . . . . . . . . . 80

5.2 Descriptors for 4ABBN-ZnO composite for all the 16 states of CBM to
CBM+15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.3 Descriptors of the coupled state of photosensitizers (azo dyes). . . . . . . 84

5.4 Descriptors of the coupled state of photosensitizers Oligothiophenes and
their derivatives. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

A.1 Average bond lengths and full-width at half maxima (FWHM) of the
PDF of the different C-C, C=C, C-N, C-H and N-H bonds are obtained
from BOMD and PIGLET simulations of the normal form of ellipticine
in water. Also given are the corresponding bond lengths of ellipticine in
the gas phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

xvi



Contents

Certificate i

Declaration ii

Abstract iii

Acknowledgements vii

List of Figures viii

List of Tables xvi

Contents xvii

Abbreviations xx

1 Introduction 1

1.1 Nuclear quantum effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Photocatalytic water splitting (PCWS) . . . . . . . . . . . . . . . . . . . 3

1.3 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Computational Methodologies 8

2.1 Quantum many-body problem and electronic structure . . . . . . . . . . . 8

2.1.1 The Schrödinger equation . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Classical Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Potential functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Ab initio Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Density Functional Theory (DFT) . . . . . . . . . . . . . . . . . . . . . . 14

2.4.1 The Hohenberg-Kohn formulation . . . . . . . . . . . . . . . . . . 16

2.4.2 Exchange-correlation functional . . . . . . . . . . . . . . . . . . . . 17

2.4.3 Local Density Approximation (LDA) . . . . . . . . . . . . . . . . . 18

2.4.4 Generalized gradient approximation (GGA) . . . . . . . . . . . . . 18

2.4.5 Hybrid functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4.6 DFT+U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4.7 Iterative method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4.8 Basis set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4.9 Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

xvii



Contents xviii

2.4.10 Hellman-Feynman Theorem . . . . . . . . . . . . . . . . . . . . . . 22

2.4.11 Solving KS equations . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 Path Integral Molecular Dynamics (PIMD) . . . . . . . . . . . . . . . . . 24

2.5.1 Thermostat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.6 TDDFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3 Nuclear Quantum Effects in an HIV/Cancer Inhibitor: The Case of
Ellipticine in water 32

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.1 Classical molecular dynamics simulations . . . . . . . . . . . . . . 35

3.2.2 Born-Oppenheimer molecular dynamics (BOMD) and PIGLET
simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.3 Excited State Calculations . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3.1 Nuclear Quantum effects on structural properties of ellipticine in
water . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3.1.1 HB parameters . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3.1.2 Quantum effects on covalent bond . . . . . . . . . . . . . 45

3.3.2 Electronic absorption spectra of ellipticine in water . . . . . . . . . 45

3.3.3 Effect of quantum nuclei and solvent: . . . . . . . . . . . . . . . . 46

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4 Role of Nuclear Quantum Effects on solute-solvent and solvent-solvent
Hydrogen bonding: The case of Ellipticine in protic solvents 51

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2.1 Classical molecular dynamics simulations . . . . . . . . . . . . . . 52

4.2.2 Born-Oppenheimer molecular dynamics (BOMD) and PIGLET
simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2.3 Excited State Calculations . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.1 Effect of NQEs on ellipticine-solvent H-bond . . . . . . . . . . . . 56

4.3.2 Effect of NQE on H-bonding in explicit solvent environment . . . . 62

4.3.3 Electronic absorption spectra of EP in protic solvents . . . . . . . 69

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5 Descriptors to predict dye-sensitized semiconductor based photocata-
lyst for hydrogen evolution reaction 71

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.2.1 Lowest energy structure of the dye . . . . . . . . . . . . . . . . . . 74

5.2.2 ZnO nanoparticle and composite . . . . . . . . . . . . . . . . . . . 76

5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.3.1 Structure, electronic structure and band alignment of ZnO-azo dye
composites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.3.2 Computation of descriptors . . . . . . . . . . . . . . . . . . . . . . 80

5.3.3 Testing the descriptors . . . . . . . . . . . . . . . . . . . . . . . . . 84



Contents xix

5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6 Summary and outlook 88

6.1 Part I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.2 Part II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

A Appendix A 91

A.1 Radial distribution function . . . . . . . . . . . . . . . . . . . . . . . . . . 91

A.2 NQE on structural properties of ellipticine: . . . . . . . . . . . . . . . . . 91

A.2.0.1 Quantum effects on covalent bond . . . . . . . . . . . . . 93

A.2.0.2 The joint probability distribution function (JPDF): . . . 94

A.3 Convergence of absorption spectra with respect to the number of explicit
water molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

A.3.0.3 Effect of “finite cluster” model on the absorption spectra 97

A.3.1 Results of the convergence test of the time-averaged spectra as a
function of the number of snapshots . . . . . . . . . . . . . . . . . 99

A.3.2 Effect of different exchange-correlation functionals on the absorp-
tion spectra: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

A.4 Ellipticine in protic solvents . . . . . . . . . . . . . . . . . . . . . . . . . . 103

B Appendix B 106

B.1 Lowest energy structure of the dye . . . . . . . . . . . . . . . . . . . . . . 106

B.2 Test for convergence of supercell size . . . . . . . . . . . . . . . . . . . . . 108

B.3 Oligothiophenes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Bibliography 113



Abbreviations

H-bond Hydrogen Bonding

GLE Generalized Langevin Equation

PIMD Path Integral Molecular Dynamics

PIGLET Path Integral Generalized Langevin Equation Thermostat

NQEs Nuclear Quantum Effects

DFT Density Functional Theory

TDDFT Time-Dependent Density Functional Theory

BOMD Born Oppenheimer Molecular Dynamics

CMD Classical Molecular Dynamics

AMBER Assisted Model Building with Energy Refinement

GAFF General AMBER Force Field

OPLS Optimized Potential for Liquid Simulation for All Atom

PCWS Photo-Catalytic Water Splitting

PTC Proton Transfer Coordinate

HOMO Highest Occupied Molecular Orbital

LUMO Lowest Unoccupied Molecular Orbital

OP Oxidation Potential

RP Reduction Potential

WS Water Splitting

VBM Valence Band Maxima

CBM Conduction Band Minima

NHE Normal Hydrogen Electrode

EWG Electron-Withdrawing Group

EDG Electron Donating Group

∆E Difference between HOMO and LUMO Energies

xx



Abbreviations xxi

Eg Band Gap

HER Hydrogen Evolution Reaction

OER Oxygen Evolution Reaction

EP Ellipticine

GGA Generalized Gradient Approximation



Chapter 1

Introduction

In this thesis, using first principles simulations, I have studied two important physical

processes. In the first part, I have investigated the importance of nuclear quantum effects

(NQE) on the structural and electronic properties of ellipticine, a plausible anti-cancer,

anti-HIV drug. In the second part of my thesis, I have proposed some descriptors that

can be used to design dye-sensitized semiconductor based photocatalyst for hydrogen

evolution reaction (HER). These descriptors can also be used for the rational design of

dye-sensitized photovoltaics. Below I briefly introduce the significance of nuclear quan-

tum effects, the principle of photocatalytic water splitting and provide a brief outline of

the remaining chapters of the thesis.

1.1 Nuclear quantum effects

The Born-Oppenheimer approximation that enables us to separate the nuclear and elec-

tronic degrees of freedom forms the basis of any quantum chemistry calculations. In

addition to this, it is also routinely approximated that nuclear motion can be treated

classically. However, within this second approximation, the simulations lose the ability

to capture several important phenomena related to the quantum nature of the nuclear

motion viz. the zero-point energy, tunneling, etc. For example, the zero point energy of

a typical chemical bond exceeds the thermal energy scale by order of magnitude, which

might result in changes in reaction rates of reactions involving light nuclei even at room

temperature. NQEs can make large changes to the structure and dynamics in processes

1
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ranging from proton delocalization and tunneling in enzymes [3, 8–11] to the phase di-

agram of high pressure melt [12] to changes in the stability of crystal polymorphs [13].

Further, the importance of nuclear quantum effects (NQE) are not only restricted to

light nuclei like protons but are also observed for heavy nuclei. For example, it has

been shown that the unusually high reaction rate (4 × 10−6 s−1) in the rearrangement

of carbene to cyclopentene observed experimentally at ultra-low temperatures is due to

tunneling [14].

Path integral approach to quantum mechanics provides an elegant way to treat NQEs

for equilibrium and dynamical properties. Within the Lagrangian formulation of clas-

sical mechanics, a particle follows the path that minimizes its action. In contrast, the

path integral formulation considers what happens if deviations from the classical path

are allowed. In his seminal work Feynman showed that by summing the amplitudes

associated with all possible paths, quantum mechanics emerges in a physically insightful

way. In the limit when all the paths that deviate from minimum action one cancel each

other due to their positive and negative amplitudes, classical mechanics emerges. These

oscillatory amplitudes imply that a naive implementation of the path integral formu-

lation is computationally intractable. However, while computing static properties, the

oscillatory amplitudes of the paths no longer appear because of the fact that evaluating

these properties requires one to weight the states of the system by a Boltzmann factor

(e−βĤ). This is typically referred to as the imaginary time propagator because it is

related to the real time propagator (e−iĤt/~) by replacing t = iβ~. This allows the cal-

culation of static properties to be exactly mapped onto a classical problem composed of

P replicas of the classical system, where these replicas are connected through harmonic

springs as shown schematically in Figure 1.1. The main computational cost lies in the

fact that the number of replicas needs to be sufficiently large to reach the quantum

limit. The value of P needed to converge path integral molecular dynamics (PIMD) is

related to the ratio of the harmonic quantum energy level spacing to the thermal energy(
~ωmax
kBT

)
. P grows rapidly as the maximum vibrational frequency (ωmax) in the system

increases or the temperature (T) decreases. For a typical O-H covalent bond system at

room temperature at least 32 replicas are necessary to obtain converged structural prop-

erties. Additionally, the frequencies associated with the ring polymer (ωP ) is usually

many times higher than the maximum physical frequencies. This necessities the use of a
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reduced integration time-step and aggressive thermostatting. To circumvent these diffi-

culties there are a lot of efforts to develop efficient integrators and thermostats. One such

method is the “Ring polymer contraction” where the P -replica description is mapped to

a P ′-replica problem [15]. Further, there are also efforts to use higher order terms in the

Trotter decomposition of the Boltzmann factor [16]. Among the different thermostats,

Ceriotti et al have developed some elegant methods that combine PIMD with a general-

ized Langevin equation based coloured-noise thermostat (PIGLET) [17, 18]. Using this

thermostat, they have shown that the same level of accuracy of a full PIMD simulation

can be achieved with fractional computational cost [15–19].

Figure 1.1: Schematic representation of a ring-polymer (imaginary time path integral)
simulation of a water molecule. Each replica (bead) comprises physical interaction
between one oxygen and two hydrogen atoms, and corresponding atoms in adjacent
replicas are joined by a harmonic spring. Reprinted with permission from Reference [3]

Copyright© 2018, Nature review.

Recently, PIGLET had been used to explore the role of NQEs on the structural and

electronic fluctuations of both neutral and protonated solvents [18, 19]. In this thesis,

performing PIMD simulations with the above mentioned coloured noise thermostat we

have studied NQEs on the structural and electronic properties of ellipticine (EP), a

plausible anti-cancer/HIV drug in three protic solvents, namely water, methanol, and

ethylene glycol.

1.2 Photocatalytic water splitting (PCWS)

Till date, fossil fuels serve as the primary source of energy. However, with the ever

increasing demand for energy, dwindling energy resources and environmental deterio-

ration due to combustion of fossil fuels, there is an increased focus on utilizing solar
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power as an alternative to fossil fuels. Depending on geographical location, seasons

and time there are variations in the degree of sunlight reaching different places on the

planet. Hence, for efficient utilization of solar resources, the solar energy needs to be

converted and stored in a cost-effective and environmentally friendly way. H2 is a poten-

tial high-energy-density and carbon-free energy carrier. The energy stored in hydrogen

can be released either through direct combustion or a hydrogen fuel cell where water is

the only product. Additionally, H2 is also an important industrial feedstock for several

industrially important reactions including ammonia synthesis. Hence the production of

hydrogen using solar powered water splitting is one of the most important approaches

for harnessing solar energy.

Splitting of water into H2 and O2 is a thermodynamically unfavorable reaction that

requires an energy input of 2.46 eV as shown in Eqn. 1.1:

H2O→ H2 +
1

2
O2, ∆G0 = 2.46 eV (1.1)

In order to drive this reaction, a semiconductor is excited by shining light containing

energy equal to or greater than the band gap. When sufficient photochemical energy is

applied, electrons are excited to the conduction band leaving behind holes valence band

of the semiconductor. These electron-hole pairs play a crucial role in the redox reactions

of water splitting. The electrons reduce the proton to produce hydrogen while the holes

oxidize oxygen anions. The two half reactions are given below:

H2O + 2h+ → 2H+ +
1

2
O2 E0

oxidation= -1.23 V (1.2)

2H+ + 2e− → H2 E0
reduction = 0.00 V (1.3)

For the reaction to proceed, it is evident that the conduction band minima of the semi-

conductor should be more negative than the hydrogen evolution potential (EH2/H2O, 0

V vs. Normal Hydrogen Electrode, NHE) and the valence band maximum should be

more positive than the water oxidation level (EO2/H2O, 1.23 V vs. NHE). Moreover,

the minimum band gap of a semiconductor to be suitable for a PCWS photocatalyst

should be 1.23 eV. These are schematically shown in Figure 1.2 (a). In addition to the
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above two criteria, the photocatalyst should also be resistant to photocorrosion. Typi-

cally metal oxides, sulphides, nitrides, and phosphates with d0 or d10 transition metal

elements are used as a photocatalyst [20]. Group I and Group II metals along with some

lanthanides form perovskite materials that can also be used as a photocatalyst. Apart

from the conventional ones, there are also efforts to develop graphene-based materials

to be used for the same purpose. For PCWS high crystallinity and small particle size

are desired to prevent electron-hole recombination. A summary of different common

semiconductors and their band alignment with respect to the oxidation and reduction

potentials are shown in Figure 1.2 (b).

Figure 1.2: (a) Schematic representation of the band alignment diagram of semicon-
ductor for photocatalytic water splitting. (b) Some semiconductor photocatalysts and
their corresponding band positions with respect to the water redox potential Reprinted

with permission from ref. [4] Copyright© 2011 RSC.

To the best of our knowledge, to date, there are very few photocatalysts available that

are capable of water splitting through visible light driven processes [4, 21]. Further, the

efficiency of this process is still far from reaching industrial standards [22]. Hence there

are several efforts to improve the overall efficiency of the process. For example, electron

donors (eg. methanol) or acceptors (eg. Ag+) are added to the reaction solution to drive

either of the reactions. Further novel interfaces are engineered or surfaces of photo-

anodes are modified to improve the performance. Additionally there are also reports

of adding co-catalysts like noble metals (Pt, Co, etc.), transition metal dichalcogenides,

transition metal phosphides, carbides and nitrides [23–27] for hydrogen evolution and

electrolytes such as trimethylamine, methanol and KOH for oxygen evolution to speed

up the reactions [28, 29].
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Another potential route for designing efficient catalysts for photocatalytic water splitting

using visible light is to use dye-sensitized semiconductors. This was first proposed in

Gratzel’s group in the early 1980s where they used Pt and RuO2 co-deposited on Nb-

doped TiO2 particles along with Ru based dyes for water splitting [30]. Later several

other transition metal based dyes and porphyrins are used for the same purpose [31–

33]. A nice review of the same can be found in Reference [6]. However, most of these

photocatalysts are prepared on a trial and error basis. In this part of the thesis, we

propose some descriptors, based on properties of the semiconductor-dye composite, that

can be used for rational design of dye-sensitized semiconductor photocatalyst.

1.3 Outline of the thesis

The rest of the thesis is organized as follows:

Chapter 2: The computational techniques, which are used in the thesis, are dis-

cussed in this chapter. I briefly discuss the basic principles of both classical and Born-

Oppenheimer Molecular dynamics formalism. The BOMD surfaces on which the ions

move was derived using density functional theory (DFT). Hence in this chapter, I have

provided a short overview of the theory and practical aspects of DFT. Further to incor-

porate the NQEs I have used the PIMD simulations with the coloured noise thermostat.

Hence I have also described both of these. Additionally, the excited states to study

optical properties are computed using time-dependent-DFT (TDDFT). This is also de-

scribed in a nutshell in this chapter.

Chapter 3: In this chapter, using PIMD and TDDFT based calculation, I have studied

how NQEs influence the structural and electronic properties of ellipticine, a plausible

anti-cancer/HIV inhibiting drug in common biological solvent water. From the calcu-

lations, it has been shown that quantum effects collectively enhance the fluctuations

of both light and heavy nuclei of the covalent and hydrogen bonds in ellipticine. In

particular, for the ellipticine water system, where the proton donor and acceptor have

different proton affinities, we find that nuclear quantum effects (NQEs) strengthen both

the strong and the weak H bonds. This is in contrast to what is observed for the cases

where the proton affinity of the donors and acceptors is same. These structural fluc-

tuations cause a significant red shift in the absorption spectra and an increase in the
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broadening, bringing it into closer agreement with the experiments. This chapter shows

that nuclear quantum effects alter both qualitatively and quantitatively the optical prop-

erties of this biologically relevant system and highlights the importance of the inclusion

of these effects in the microscopic understanding of their optical properties.

Chapter 4: In this chapter, we extend the study of the importance NQEs for the H-

bonding of ellipticine in two more protic solvents (methanol and ethylene glycol) and

investigate the generality of conclusions in the previous chapter. Additionally, we have

also investigated the influence of the ellipticine-solvent H-bonding on the H-bonding net-

work amongst the solvent molecules. We find that as we move from water to methanol to

ethylene glycol the strong H bond between pyridine N of ellipticine and solvent molecule

weakens. In contrast with water, our simulations show that NQE weakens this H bond for

methanol while for ethylene glycol NQEs do not significantly change the H bond strength.

For the weak H bond between pyrrole N and solvent molecules, NQE strengthens the

H-bond for methanol (similar to what was observed for water) and weakens for ethylene

glycol. Additionally, we show that if solute-solvent H bond is strong, the H-bond be-

tween solvent molecules that are close to the solute are further strengthened. Finally,

we also show that for H-bonded systems, it is crucial to incorporate the NQEs even

for qualitative agreements between computed and experimentally measured absorption

spectra.

Chapter 5: In this chapter, I have proposed descriptors that can be used for screening

dyes-semiconductor composites, which can be used to design novel photocatalysts for

hydrogen evolution reaction (HER). Specifically, I have shown that for ZnO nanopar-

ticles sensitized with azo and thiophene based dyes, the electron-hole separation and

charge injection capacity together correlates well with the turnover number for hydro-

gen production from photocatalytic water splitting. Further based on a recipe proposed

by Bahers et al. [1] and Luca et al. [2]. I show that reasonably good estimates of these

two properties can be obtained simple ground state calculations.

Chapter 6: In this chapter, I summarize my thesis, provide a broad outlook of the

results presented in this thesis and discuss the future directions in which further work

can be pursued.



Chapter 2

Computational Methodologies

In this chapter, we have discussed the computational methodologies employed in this

thesis. Firstly we have shown the theoretical derivation of the Schrödinger equation

and Born-Oppenheimer approximation. Then we have discussed classical molecular dy-

namics, Born-Oppenheimer molecular dynamics, Kohn-Sham density functional theory.

Further, we have discussed path integral molecular dynamics (PIMD) and the acceler-

ated method for PI, such as PIGLET. Finally, we have concluded with a spectroscopic

methodology such as time-dependent density functional (TDDFT) theory.

2.1 Quantum many-body problem and electronic struc-

ture

Be it the field of chemistry, biology or material science, the behavior of electrons is

accurately described by the many-body Hamiltonian of the Schrödinger equation.

2.1.1 The Schrödinger equation

The Schrödinger equation is perhaps the most important equation in the entire field of

quantum mechanics. The time-dependent Schrödinger equation given below, using the

notation of Marx and Hutter, form the backbone of molecular dynamics method theory.

i~
∂

∂t
Φ({ri}; {Ri}; t) = ĤΦ({ri}; {Ri}; t) (2.1)

8
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The microscopic properties of electrons in atoms, molecules, and solids are accurately

explained by using many-body Hamiltonian (Ĥ) in the Schrödinger equation. The many-

body standard Hamiltonian for a system with Nnuc atoms and N electrons is

Ĥ = −
Nnuc∑
I=1

~2∇2
I

2MI
−

N∑
i=1

~2∇2
i

2me
− 1

4πε0

∑
i,I

e2ZI
|ri −RI |

+
1

4πε0

∑
i<j

e2

|ri − rj |
+

1

4πε0

∑
I<J

e2ZIZJ
|RI −RJ |

(2.2)

The indices in upper case (viz I, J) and lower case (viz i, j) represent nuclei and elec-

trons respectively, with the corresponding positions RI and ri. MI and me represent the

nucleus mass and electron mass, Z is the atomic number and ε0 is the vacuum permittiv-

ity. In the above equation, the first two terms of the Hamiltonian consist of the kinetic

energy, first one due to ionic motion and second one due to the motion of electrons, rest

of the terms represent the interaction part where the third term represents electron-ion

attraction followed by electron-electron repulsion and ion-ion repulsion represented in

the fourth and fifth term respectively.

The above Hamiltonian can be rewritten as

Ĥ = −
∑
I=1

~2∇2
I

2MI
−
∑
I=1

~2∇2
i

2me
+ Vn−e(ri, RI) = −

∑
I=1

~2∇2
I

2MI
+ Ĥe(ri, RI) (2.3)

where Vn−e represent the electrostatic interaction term and Ĥe represent the electronic

Hamiltonian when the ionic position (RI) vary parametrically.

Consider that the solution to the time-independent electronic Schrödinger equation,

Ĥ({ri}; {RI})Ψ({ri}; {RI}) = Ek({RI})Ψk({ri}; {RI}), (2.4)

is understood for all possible nuclear configurations, RI . This is the way used to develop

electronic and nuclear DoFs. Thereafter the total wavefunction is expanded in terms of

the orthonormal eigenstates to Ĥe,

Φ({ri}; {RI}; t) =

∞∑
l=0

Ψl({ri}; {RI})χl({RI}; t) (2.5)
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where χl is the time-dependent expansion coefficient. The enormous complications as-

sociated with the quantum many-body problems was well stated by Dirac in 1929 [34] :

“The fundamental laws necessary to the mathematical treatment of large parts of physics

and the whole of chemistry are thus fully known, and the difficulty lies only in the fact

that application of these laws leads to equations that are too complex to be solved.”

Last century, Born [35] introduced this method which separates the dynamics of the light

particle, the electrons, from that of the heavy particle, the nucleus. By inserting equation

(2.1), multiplying the conjugate of wavefunction Ψ∗l (ri; RI) and further integrating over

all electronic coordinates ri we obtain a set of coupled differential equations,

[
−
∑
I

~2

2MI
∇2
I + Ek({RI})

]
χk +

∑
l

Cklχkl = i~
∂

∂t
χk (2.6)

with

Ckl =

∫
Ψ∗k

[
−
∑
I

~2

2MI
∇2
I

]
Ψldr +

1

MI

∑
I

{∫
Ψ∗k [−i~∇I ] Ψldr

}
[−i~∇I ]. (2.7)

The crossing terms between different states are given by matrix elements Ckl. Setting

the coupling elements to zero, following the Born-Oppenheimer (BO) approximation,

leads to a completely decoupled set of equations,

[
−
∑
I

~2

2MI
∇2
I + Ek({RI})

]
χk = i~

∂

∂t
χk (2.8)

Though the interaction between different states has been lifted, still the system will

remain in its initial quantum state throughout the dynamics. In the next step, the

nuclei wavefunctions χk are approximated as classical point particles.

This is done by taking the wave function in terms of an amplitude factor Ak and a phase

factor Sk

χk({RI}; t) = Ak({RI}; t)e
(
iSk({RI};t)

~

)
(2.9)
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Using the following transformation for the momenta of the nuclei,

PI = ∇ISk (2.10)

the Newtonian equations of motion ṖI = −∇IVk({RI}) can be written as

dPI
dt

= −∇IEk (2.11)

or

MIR̈I(t) = −∇IV BO
0 (RIt). (2.12)

In the Born-Oppenheimer approximation the potential, V BO
k , is restricted to the ground

state of the time-independent Schrōdinger equation, Equation (2.3), thus

V BO
0 =

∫
Ψ∗0ĤeΨ0 = E0({RI}) (2.13)

the BO approximation can be motivated mainly by the fact that electrons usually move

much faster than the nuclei, often by 3 orders of magnitude (hence electronic wavefunc-

tion depends parametrically on nucleus position but not velocities of ions).

After Born-Oppenheimer approximation, the effective Hamiltonian can now be rewritten

as

H = −
∑
i

~2

2mi
∇2
i +

∑
i 6=j

e2

2

1

|ri − rj |
−
∑
i,I

eZI
RI − ri

+ Vion (2.14)

where the first term describes the kinetic energy of electrons, followed by electron-

electron interaction and the attractive Coulomb interaction between electrons and static

ions. The last term is the additive energy for the ion-ion interaction calculated using

Born-Oppenheimer approximation. Further simplification of the Hamiltonian requires

decoupling of the electron-electron interactions, regardless in practice this approximation

has proved to accurately describe a large number of interesting systems.

This approximation fails in some instances, for example, when one wishes to explore the

dynamics of the decay of an excited state to a lower state, i.e, at the conical intersection,

and when the nucleus is light such as isotopes of hydrogen.
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In ab initio molecular dynamics the potential V BO
k is calculated directly but since this

is computationally expensive it is often approximated further. In classical molecular

dynamics V BO
k is expanded in a set of many-body interactions.

2.2 Classical Molecular Dynamics

Classical molecular dynamics models the behavior of atoms using classical or Newtonian

mechanics. This approach assumes that the atomic interactions being modeled can be

done reasonably well without explicitly accounting for the electrons and molecular or-

bitals. Fortunately, this can be validated for many systems such as biological molecules,

ions in aqueous media, etc. because their behavior and dynamics are dominantly con-

trolled by the hydration energy, charge and mass. These quantities can be modeled

accurately by treating the atoms as point charges with an assigned mass and describing

their interactions using classical physics.

As we discussed in the previous section, classical molecular dynamics is driven by New-

tonian mechanics and the potential is expanded by many-body interactions which are

discussed below.

2.2.1 Potential functions

The potential energy of a molecular system can be decomposed into bonding and non-

bonding interactions. The bonding interactions comprise of bond, angles, proper and

improper dihedrals while the non-bonding interactions are van der Waals and electro-

static interactions. Therefore, the total potential energy can be written as:

V (rN ) = Vbonding + Vnon−bonding (2.15)

Where Vbonding can be written as
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Vbonding =
1

2

∑
bonds

krij(rij − req)2

+
1

2

∑
angles

kθijk(θij − θeq)2

+
1

2

∑
dihed.

∑
m

kφ,mijkl (1 + cos(φijkl − γm))

(2.16)

The bonds involve the separation rij = ||ri − rj || between adjacent pairs of atoms in a

molecular framework. Similarly, θij and φijkl are the angle and dihedral of the system.

req, θeq, and γm are the equilibrium bond length, angle, and dihedral of the system.

Similarly, Vnon−bonding can be written as

Vnon−bonding = Uab(rij) + Uc(rij) (2.17)

Uab(rij) = 4εab

[(
σab
rij

)6

−
(
σab
rij

)12
]

(2.18)

Uc(rij) =

(
1

4πε0

)
qaqb
rij

(2.19)

where, σij and εij are van der Waals parameters, calculated using an arithmetic aver-

age and geometric average respectively. The ε0 is the permittivity of vacuum, εr is the

relative dielectric constant and qi and qj denotes the partial charges on different atoms.

The mathematical terms in 2.16, 2.18, and 2.19 are called as a force-field, where the

parameters are either obtained from experiments or from fundamental quantum calcu-

lations. It is often difficult to derive a sufficiently accurate force-field for a molecular

system of interest which is based on assumptions, approximations and simplifications

and is thus subjected to the property of interest, methodology, and adapted algorithms.
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2.3 Ab initio Molecular Dynamics

Ab initio molecular dynamics (AIMD) has great advantages over classical molecular dy-

namics in the sense that the former is extremely accurate. Also in AIMD, there is no

need to fit any parameters and all that has to be specified is the atomic positions and

the atomic number of the element, and everything else will be derived from fundamen-

tal laws of physics. It is important to note that at each of the MD step, density of

the system (n(ri)) will be updated accordingly, on other hand classical MD have fixed

information of potential, which is the main drawback. The calculation of the density

of the system (n(ri)) is discussed in section 2.4. AIMD has been extremely expensive

because of the difficulty associated with solving the numerical equations. However, due

to advancements in theory and the exponential growth of computer power, many more

interesting problems are now solvable. Note that in AIMD, electrons are treated as

quantum particles (wavefunction) however ions are treated as classical particles. Path

integral techniques helps to treat both particles (electrons and ions) quantum mechani-

cally, which we have discussed in section 2.5.

2.4 Density Functional Theory (DFT)

In ab initio molecular dynamics there are no empirical potentials, hence the time-

independent Schrödinger equation, Equation (2.1), needs to be solved directly. In the

Schrödinger equations, there are approximately 1024 dependent variables for a real mate-

rial, which makes it impossible to solve this equation directly. Though it can be reduced

by the symmetry of the crystal there are still several hundreds of dependent variables

in the wavefunction to solve. Since the independent one-electron wavefunction is a very

good approximation in many cases, a Slater-determinant of independent one-electron

wavefunctions can help in solving this with less trouble. Density Functional Theory

(DFT) exploits this fact by substituting our system of dependent variables (in a simple

potential) with a system of independent variables (in a complicated potential) while

hiding all the complicated many-body interactions in an effective potential.

Hartree proposed that the many-body electronic wave function can be written as a

product of single electron wave functions φ(r1, r2, ..., rN ) = φ1(r1)φ2(r2)...φN (rN ). Each
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wave function φi(ri) has as independent Schrödinger equation and the effective poten-

tial experienced by an electron as a result of the Coulomb interaction with remaining

electrons and ions given by the second and third terms in the following Schrödinger

equation,

− ~2

2mi
∇2
iφi(r) + e2

∫ ∑
i 6=j |φj(r′)|2

r − r′
dr′ = εiφi(r). (2.20)

The total energy is given by,

E =
∑
i

εi −
e2

2

∫ ∫
ρi(r)ρj(r

′)

|r − r′|
drdr′ (2.21)

where the second term accounts for the double counted electron-electron interaction,

also known as the Hartree energy. Note that ρ(r) = |φ(r)|2 denotes the electron density.

Thus, a self-consistent solution of the Schrödinger equation is obtained by the variational

approach, where the total energy is minimized with respect to either wave function or

electron density. The resultant eigenenergy is the sum of many single-particle energies.

However, the Hartree approach does not take into account the Fermi-Dirac statistics for

electrons. The antisymmetric nature of electronic wave function φ expressed using the

Slater determinant is addressed within the Hartree-Fock approximation. The exchange

interaction between two anti-parallel electrons lowers the Coulomb energy of the sys-

tem due to a reduction in electron-electron repulsion, this energy gain is known as the

exchange energy. The Schrödinger equation for Hartree-Fock approximation is

− ~2

2mi
∇2
i + Vion(ri) +

∫ ∑
i 6=j ρj(r

′)

r − r′
dr′ − e2

∑
i 6=j

∫
φ∗i (r)φj(r

′)

|r − r′|
dr′

 = εiφi(r)0.

(2.22)

While the first two terms represent the Hartree approximation, the last term for the

exchange energy contribution arises from the Pauli exclusion principle. Thus, Hartree-

Fock approximation represents a remarkable simplification of the original many-body

problem. However, electronic energies beyond the exchange interaction (for example,

electronic correlation) are absent. This results in an underestimation of the chemical
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bond strength. Typically the band gaps are overestimated due to the non-local nature

of exchange interaction.

2.4.1 The Hohenberg-Kohn formulation

Around sixty years ago, Hohenberg and Kohn [36, 37] made a phenomenal realization of

a practical solution to the Schrödinger equation. They described the density n(r) as the

basic variable. They were not the first in the field, but perhaps made the most important

contribution. This theorem states that the ground-state density n(r) of a bound system

of interacting electrons in an external potential v(r) determines this potential uniquely.

Theorem 1: For any system of interacting particles in an external potential νext(r),

the potential νext(r) is determined uniquely, except for a constant, by the ground state

particle density n0(r).

Theorem 2: A universal functional for the energy E[n] in terms of the density n(r) can

be defined, valid for any external potential νext(r). For any particular νext(r), the exact

ground state energy of the system is the global minimum value of this functional, and

the density n(r) that minimizes the functional is the exact ground state density no(r).

Hohenberg and Kohn showed that the electronic density ρ(r) uniquely determines

the external potential V (r) of the many-body system within a trivial additive constant

[36, 37]. Since the Schrödinger equation can be solved using ρ(r), one can also obtain the

wave function. Consequently, the identification of ground state electronic density results

in complete information of physical observables of the system, in principle. Simply put,

the electronic properties are a functional of the electronic density. Hohenberg and Kohn

further demonstrated that the electronic density which minimizes the energy functional

is the ground state density. However, in the absence of an exact form of the energy

functional, the density functional approach remains impractical.

The energy functional was successfully computed by Kohn and Sham′s non-interacting

particle approach. [37] They considered an auxiliary system of non interacting particles

with single particle wavefunction φ(r) that behaved in the same manner as the electronic

density of the many-body system. To achieve this, a new Kohn-Sham energy functional is

defined where the kinetic energy of interacting electrons is combined with the correlation
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energy, and the non-interacting kinetic energy contribution is written explicitly. Thus,

the Kohn-Sham functional is

EKS [ρ] = −
∑
i

~2

2m
∇2
i +

1

2

∫ ∫
ρ(r)ρ(r′)

|r − r′
drdr′ + Exc[ρ] + Ec[ρ] (2.23)

where the first term is the kinetic energy functional of the non-interacting electrons,

the second term is the Hartree energy, and the last two terms are the exchange and

correlation energy functionals. Conveniently, these are treated together as Exc[ρ]. Ap-

plying the variational principle, the above energy functional is minimized with respect

to the density ρ(r) and wavefunction φ(r) to obtain the ground state properties in a self-

consistent manner. Note that the single particle wave function in Kohn-Sham equations

do not represent the actual electronic wave function. However these wave functions are

crucial for constructing the electronic density within the self-consistent loops (using the

relation ρ(r) =
∑

i |φ(r)2).

2.4.2 Exchange-correlation functional

The exact functional for exchange and correlation is unknown since these interactions

inherently arise from many-body interactions and can only be approximated up to a cer-

tain limit. Thus, the accuracy of a DFT based calculation depends on the assumptions

in the underlying exchange-correlation functional Exc[ρ]. The Exc[ρ] is split into kinetic

and potential energy terms. The kinetic energy part includes the energy difference be-

tween the non-interacting and correlated system and the potential energy involves energy

difference between many-body and Hartree energies. Since both exchange and correla-

tion effects lower the energy of the system by increasing the distance (or decreasing the

repulsion) between electrons, the exchange part takes into consideration the Pauli exclu-

sion principle as well as corrects for the spurious repulsive interaction of electron with

its density (self-interaction) that is added to the Hartree energy in DFT formalism. The

electronic density for real system is inhomogeneous and various approximations for the

exchange-correlation functional have been proposed to either reduce the computational

complexities or mimic the experimental results.
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2.4.3 Local Density Approximation (LDA)

The LDA is the simplest approximation among all exchange-correlation functional which

treats the electronic density as locally homogeneous. Thus, the density is locally constant

and numerically accurate. The LDA Exc is given as

ELDAxc [ρ] =

∫
ρ(r)Ehomoxc [ρ]dr (2.24)

Ehomoxc is the exchange-correlation energy for homogeneous electron density. The LDA

is successful for ideal metals such as Na, as well for non-homogenous materials where

the exchange-correlation effects are short-range and are thus sufficiently captured within

LDA. The local nature of LDA does not completely cancel the self-interaction energy and

can result in higher energy for obtaining a localized ground state. This can lead to excess

delocalization, reduction in band gap and incorrect magnetization. The self-interaction

error persists in GGA as well.

2.4.4 Generalized gradient approximation (GGA)

The extent of density localization is increased within GGA by considering the gradient

of electronic densities:

EGGAxc [ρ] =

∫
ρ(r)Exc(ρ(r))dr +

∫
Fxc(ρ(r),∇(ρ(r))dr (2.25)

The additional exchange contribution from the enhancement factor Fxc results in higher

exchange energies than LDA for high and moderate electronic densities, which is consis-

tent with the domination of exchange interaction over correlation for the above density

regimes. For low densities, GGA behaves like LDA. In general, GGA improves the bind-

ing energy and overestimates the bond length over LDA. Majority of the calculations in

this thesis are performed using the Perdew- Burke-Enzerhof functional (PBE), which is a

widely used form of GGA [38]. The major drawbacks of the LDA and GGA functionals,

especially for semiconductors and transition-metal doped systems, are overcome by the

following functionals.
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2.4.5 Hybrid functional

The shortcomings of LDA/GGA functional (DFT) and Hartree-Fock method in esti-

mation of band gap can be overcome by hybrid functionals. Typically, the exchange-

correlation functional of DFT is mixed with partial exchange contribution from Hartree-

Fock method. The Becke-3-Lee-Yang-Parr (B3LYP) [39, 40], PBE0 [41], CAM-B3LYP

[42] and Hyde-Scuseria-Ernzerhof [43] hybrid functionals involve separation of the short

range Hartree-Fock exchange and a rapid screening of the long-range Hartree-Fock ex-

change terms. [38, 39, 41–43] Further α, short-range Hartree-Fock exchange is mixed

with the β, short-range DFT exchange.

Ehybridxc = αEHF (short)
x + βEDFT (short)x + EDFT (long)x + EDFTc (2.26)

This α and β are derived from the library of the systems and tabulated in the references

[42–44].

2.4.6 DFT+U

The treatment of the d, f electrons present in strongly correlated materials is grossly de-

localized in LDA/GGA functionals and thus the magnetic moments are underestimated.

A repulsive interaction between the localized d, f electrons forces the system to prefer

localized states with high-spin configuration. Such an approach is synonymous to the

Hubbard model and the repulsive interaction added to DFT is known as Hubbard U.

The repulsive U is applied only for d, f electrons, and the otherwise delocalized s, p

electrons are treated with conventional DFT approach. The total energy for DFT + U

is given by,

EDFT+U [ρ(r), nd] = EDFT [ρ(r)] + EU [nd]− Edouble[nd] (2.27)

where the first term calculates the total DFT energy, the second term is the on-site

Coulomb repulsion based on the occupancy of the d ( or f ) orbital, and the last term

compensates for the double-counting of repulsive interaction in DFT calculation[38].
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2.4.7 Iterative method

As shown in flowchart 2.1, the ground state density is determined by an iterative method.

Firstly, an initial density n0(r) needs to be generated which can be done, for instance, by

simply adding single atom densities. From this density generated an effective potential

Veff (r) is constructed and further the Kohn-Sham equation is solved, giving rise to a

new set of wavefunctions. Through the summation of these wavefunctions, a new density

n(r) will then be to constructed which is compared with the original density to check

convergence. If the difference falls within the criteria initially set then the calculation

ends or else a new input density nk+1(r) is constructed by mixing the output density with

previous densities. By doing the mixing efficiently, the convergence will be as effective

as possible. Using the output density directly as input density will result in very slow

and oscillating convergence if any. When the output density comes sufficiently close to

the input density nk(r), the calculation converges, and the total energy, E[n(r)], forces,

etc., can then be calculated.

2.4.8 Basis set

To solve Kohn-Sham equations, the wavefunction needs to be expanded in a basis. This

expansion can be done using different types of basis sets. For example, it can be Gaussian

functions, plane wave, atomic orbitals or a mixture of two or more types of basis set.

For all the DFT calculations presented in this thesis, the wavefunctions were expanded

using plane wave basis and localized (Gaussian) wave basis set ei(k+G)r (eαx
2
, α is the

coefficient), where k is the wavevector at which Kohn-Sham equations are solved and G

reciprocal lattice vector. The plane wave becomes discrete only when periodic boundary

conditions are used. The energy parameter Ecut, which determines the number of plane

waves or the size of the basis set employed, is given by the equation:

~ |k +G|2

2me
< Ecut. (2.28)

In practice this is determined by checking its convergence with the quantity of interest.

There are several advantages associated with using a plane wave, like: (i) Since there

is the absence of Pulay forces [45], as the basis is independent of atomic position, the

forces can be conveniently calculated using the Hellman-Feynman theorem [46], (ii) A
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Initial guess: n(r)

Calculate effective poten-
tial: Veff (r) = Vext(r)
+ VHartree[n] + Vxc[n]

Solving KS equation:[
−1

2∇
2 + Veff (r)

]
ψi(r) = εiψi(r)

Calculate electron density:
n(r): n(r)=

∑
i fi |ψi(r)|

2

Self-
consistent?

Output quantities: Energy,
forces, stress, eigenstates...

No

Yes

.

Figure 2.1: Schematic representation of the self-consistent loop for the solution of
Kohn-Sham equations.

single parameter controls the quality of the basis set and (iii) it is easy to implement

while coding.

However, a disadvantage associated with using a plane wave basis is that a large number

of plane waves are required to expand the wavefunctions in the core region, since the

core electrons wavefunctions are highly peaked, and valence electron wavefunctions have

several oscillations. This problem is rectified using pseudopotentials as described below.

2.4.9 Pseudopotentials

The effective potential experienced by the valence electrons when the core electrons are

frozen is called the pseudopotential. It is obtained by pseudizing the wavefunction of
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the valence electrons, i.e. removing the oscillations of the wavefunction of the valence

electrons in the core region and replacing it with a smooth function. The pseudo and

all electron wavefunction after a particular value of the radial distance from the center

of the nucleus rc. rc is chosen so that the last node of the all electron wave function lies

within it. If the same pseudopotential can be used in different environments of the atom,

the pseudopotential is said to be transferable. As rc increases, the number of plane waves

required to represent a pseudo wavefunction generally decreases, but the transferability

also decreases. There are many types of pseudopotential like norm-conserving, ultrasoft,

etc.

In norm-conserving pseudopotentials, in the core region, the norm of the pseudo-wavefunction

is equal to the norm of the all electron wavefunction thereby ensuring the transferability

of the pseudopotential. Relaxation of the norm-conservation condition leads to Vander-

bilt’s ultrasoft potential [47] which allows one to use a very low energy cut-off. However,

upon doing so the orthonormality requirements of the atomic orbitals and the norm

conservation is lost. The issue of the orthonormality requirements can be solved by con-

sidering a generalized eigenvalue problem, where a generalized orthogonality constraint

is expressed in terms of an augmentation charge that is localized within the core regions.

2.4.10 Hellman-Feynman Theorem

To determine the ground state structure of a system one needs to minimise the forces

and stresses. Hence it is necessary to calculate the forces acting on the individual atoms

and the stresses acting on the unit cell, so as to optimize the atomic positions and lattice

vectors of the unit cell. When the forces acting on the atoms are zero, it signifies that

the atomic coordinates are relaxed. Zero stress implies that the unit cell lattice vectors

have been optimized.

The forces are calculated using the Hellman-Feynman [46] theorem that is expressed as:

FI = − ∂E

∂RI
(2.29)

Where E = 〈φ|Ĥe|φ〉 + EII . The force can be written as



Chapter 2. Computational Methodologies 23

FI = − ∂E

∂RI
= −〈 ∂φ

∂R
|Ĥe|φ〉 − 〈φ|

∂Ĥe
∂R
|φ〉 − 〈φ|Ĥe|

∂φ

∂R
〉 − ∂EII

∂RI
(2.30)

Since at the exact ground state the energy is at an extreme point with respect to any

variation in the wavefunctions, the second and third terms will vanish.

FI = −〈φ|∂Ĥe
∂R
|φ〉 − ∂EII

∂RI
(2.31)

This is often called the Hellmann-Feynman theorem (2.31) or the force theorem. Further,

it is possible to show that FI only depends on the electron density and the positions of

the nuclei

FI = −
∫
drn(r)

∂Vext(r)

∂RI
− ∂EII
∂RI

. (2.32)

2.4.11 Solving KS equations

The Kohn-Sham secular equation can, of course, be solved directly using standard linear

algebra diagonalization. For large systems, this will be slow and a substantial bottleneck

in the solution of the Kohn-Sham equations, especially for a system with very large basis

sets, like in the case of plane waves, even with the use of pseudo-potentials. Instead of

the direct diagonalization of the problem, an iterative solution method can be used.

A direct diagonalization scales as NeNb where Ne is the number of eigenstates in the

system and Nb is the size of the basis set.
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2.5 Path Integral Molecular Dynamics (PIMD)

Up to now, we discussed how to treat electrons quantum mechanically. However, ions

(nucleus) are still treated as classical point particles. In this section, we will demonstrate

path integral formalism for quantumness of the system (mainly nuclear wavefunction).

Feynman path integrals (FPI): Feynman path integrals turns a quantum mechanical

problem into a series of classical problems. The action is defined as
∫
Ldt , L is the

Lagrangian. Classically, a particle follows a single path from its starting point “x”

to a new position “x′”, corresponding to the path of least action [48, 49]. Using the

path integral representation of quantum mechanics the particle, the particle samples all

paths from “x” to “x′ ” simultaneously, where each path has a given amplitude. The

probability that a particle at position x will later be observed at position “x” is the

square modulus of the sum of these interfering amplitudes.

PIMD: The canonical one particle partition function can be written as,

Z(β) = Tr(e−βH) =

∫
dx〈x|(e−βH)|x〉 (2.33)

The Hamiltonian in the exponent is the sum of two non-commutative operators, the

KE and PE. Therefore, to separate the term into the product of two non-coupled

exponentials, the Trotter expansion must be used

eλ(A+B) = limP−→∞

[
e
λ
2P
Ae

λ
P
Be

λ
2P
A
]

(2.34)

This expression is only exact in the limit P goes to∞. The error in the Trotter expansion

is order τ2 where τ ≡ β
P . With this approximation, one is lead to the following expression

for the partition function,

ZP (β) =

(
mP

zπβ~2

)P
2
∫
dx1dx2...dxP

(
e
−
∑P
i=1

[
mP
2β~2 (xi+1−xi)2+ β

P
φ(xi)

])
xP+1=x1

(2.35)

This expression is known as the discretized path integral. This Hamiltonian looks pre-

cisely like a set of P coupled oscillators in some external potential Ueff where,
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Ueff (x1, x2, ..., xP ) =
P∑
i=1

[
mP

2β~2
(xi+1 − xi)2 +

1

P
φ(xi)

]
xP+1=x1

(2.36)

However, in order to perform a molecular dynamics simulation on this Hamiltonian, we

must add in conjugate momenta. Doing so makes the partition function,

ZP (β) = N

∫
dp1dp2...dpP

∫
dx1dx2...dxP e

−β
[∑P

i=1

P2
i

2mi
+Ueff (x1,x2,...,xP )

]
(2.37)

where N is a constant. Notice that since these additional degrees of freedom are quadratic

and decoupled (Gaussian), and thus merely change the overall normalization factor, not

the overall dynamics. The effective Hamiltonian becomes,

H(p, x) =
P∑
i=1

[
P 2
i

2mi
+

1

2
mω2

p(xi+1 − xi)2 +
1

P
φ(xi)

]
xP+1=x1

(2.38)

We are now ready to perform molecular dynamics simulations. There are now P “beads”

per quantum mechanical particle. Each bead can be treated as a classical particle in a

molecular dynamics simulation with the interaction Ueff . Note that every bead interacts

only with the two beads that are nearest neighbors in imaginary time. Hence the one

particle is represented by a necklace with P beads. The number of beads (P→∞) large

will give the quantum picture. However, this is an impossible situation to compute. Now

thermostat can reduce the number of beads to the finite number (which can compute

within reasonable resources) still maintaining the quantum picture.

2.5.1 Thermostat

As we discussed the introduction of PIMD, MD simulation is in the constant energy

micro-canonical ensemble. A thermostat is usually required to sample the partition

function at a constant temperature canonical ensemble. Note that necessarily this is

unphysical since one is adding degrees of freedom to the system which are not truly

present and changing the conserved quantity (the Hamiltonian). Nevertheless, there has

been much success with correctly reproducing the correct canonical distribution through

thermostatting. We discuss Langevin thermostat and Generalized Langevin thermostat

[50]. The Langevin thermostat makes use of the Langevin Equation to mimic a heat
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bath and it thus stochastic. It employs the Einstein relation between friction and the

random force to set the temperature.

Langevin Thermostat This thermostat consists of a friction term and a thermal noise

term,

∂

∂t
q
(k)
i =

p
(k)
i

mi
(2.39)

∂

∂t
p
(k)
i = −miω

2
kq

(k)
i − γ

(k)p
(k)
i +

√
2miγ(k)

βn
ξ
(k)
i (t) (2.40)

where γ(k) are the friction coefficients and ξ
(k)
i (t) is a normally-distributed random force.

Here our conserved quantity changes from the total energy of the system to the total

energy minus the accumulated heat absorbed by the thermostat. The Langevin thermo-

stat ensures canonical dynamics no matter the value of γ(k), though better values should

lead to faster convergence. The optimal values of γ(k) can be determined recursively [49].

However, for our purposes, this made little difference to the efficiency of the simulation.

Thus we let each γ(k) be unity.

Incorporation of Generalized Langevin Equation (GLE)

Another version of the langevin thermostat is generalised lagevin equation where the

friction term is memory dependent and as a result of fluctuation-dissipation theorem,

the random noise term also becomes memory dependent. But keeping a track of what

happened in the long past is difficult to handle. So, fictitious degrees of freedom are

introduced to make the equation memory independent. This thermostat can be used to

sample the quantum fluctuations to produce the nuclear quantum effect. The system

is in contact with a quantum thermal bath, where the dynamics follow a generalized

Langevin equation (GLE) and the vibrational delocalization is mimicked by a quantum

thermostat. In such an approach, the otherwise white noise spectrum of the Fourier

Transform of the stochastic force correlation function is filtered (colored [50]) in such

a way that it ends up resembling the spectral density of the correlation function for a

quantum harmonic oscillator with ZPE contribution included.

More strictly, in GLE, the particle of unit mass, which position is described by the

generalized coordinate q, with a conjugate momentum p, and is subject to a potential
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V(q), yields the following equations of motion:

q̇ = p(t) (2.41)

q(t) = −V ′(q)−
∫ t

−∞
K(t− s)p(s)ds+ ξ(t) (2.42)

where ξ(t) is a time-correlation function of the random force and K(t), is the memory

kernel, introducing the dependence of the system evolution on its history in terms of a

non-Markovian stochastic differential equation. Such definition, however, requires the

use of differential equations, leading to a serious numerical challenge. Alternatively, one

may map the non-Markovian dynamics onto an equivalent, Markovian dynamics in an

extended space “n”, by introducing auxiliary fictitious momenta “s”, linearly coupled to

the physical momentum p:

q̇ = p(t) (2.43)

 ṗ

ṡ

 =

 −V ′(q)
0

−
 app aTp

ap A

 ṗ

ṡ

+

 bpp bTp

bp B

 (ξ) (2.44)

where s is the vector of n additional degrees of freedom; ξ denotes n+1 dimensional

vector of uncorrelated Gaussian numbers [17]; app stands for a friction coefficient and

bpp denotes the intensity of the random force, both linked by the so-called fluctuation-

dissipation (FD) theorem (b2
pp = 2appmkBT). The matrices in Equation(2.43),(2.44)

are related by the so-called drift matrix C:

ApCp + CpA
T
p = BpB

T
p (2.45)

Where Ap =

 app aTp

ap A

 and Bp =

 bpp bTp

bp B

. This allows one to predict the

response properties analytically.

For a quantum thermostat, it is, however, required to relax the fluctuation-dissipation

theorem, which leads to non-equilibrium GLE dynamics. This may be realized by noting

that the kinetic energy distributions of both classical and quantum harmonic oscillator

take the form of a Gaussian, with the widths differing only in the standard deviation.
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While the effective temperature can be defined as:

T ∗(ω) =
~ω
2kB

coth

(
~ω

2kBT

)
(2.46)

one can take advantage of GLE dynamics by thermostatting the different vibrational

modes present in the system at different effective temperatures T ∗. In such a way, the

kinetic energy distribution with deviation

σ2q =
~

2mω
coth

(
~ω

2kBT

)
(2.47)

can be imposed by using purely classical simulations.

After PIGLET simulations [49], we have collected random snapshots from the trajec-

tories and then computed spectroscopic properties (viz TDDFT). The time-dependent

density functional theory discussed in the next section 2.6.

2.6 TDDFT

Density functional theory has proven to be very useful for the description of ground

state properties of a system. For many applications [51–54], however, the calculation of

the excited states of a system is essential. Time-dependent treatment has taken place

after a few years of the development of K-S equations. Runge and Gross proved a the-

orem stating that the time-dependent density uniquely determines the time-dependent

external potential and vice versa in 1984.

Theorem For every single-particle potential V(r,t) which can be written into a Taylor

series with respect to the time coordinate around t=t0, a map G:V(r,t)→n(r,t) is defined

by solving the time-dependent Schrödinger equation with a fixed initial state φ(t0) =φ0

and calculating the corresponding densities n(r,t). This map can be inverted up to an

additive merely time-dependent function in the potential.

This theorem can be seen as the similar of the Hohenberg-Kohn theorems for the time-

independent case. So again, if the exact time-dependent electron density of a system is

known, all other properties of the system can be calculated. The deviation from “3N”

spatial coordinates to three coordinates is the same as for the time-independent case

[55–57].
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A system, initially in its ground state, subject to a time-dependent perturbation will

lead to a modified effective potential

Veff (r̄, t) = V (r̄, t) +

∫
ρ(r̄′, t)

|r − r̄′|
dr̄′ + Vxc(r̄

′, t) (2.48)

which can be used to derive the time-dependent Kohn-Sham equation

[
−1

2
∇2 + Veff

]
ψi(r̄

′, t) = i
∂

∂t
(r̄′, t) (2.49)

The exchange-correlation potential here is the functional derivative of the time-dependent

exchange-correlation functional Axc [ρ], which is approximated by Exc [ρt] (the exchange-

correlation functional of time-independent Kohn-Sham theory) for the density at fixed

t

Vxc(r̄
′, t) =

δAxc[ρ]

δρ(r̄′, t)
=
δExc[ρt]

δρ(r̄′)
(2.50)

This is known as the adiabatic (low frequency) approximation. The time-dependent

Kohn-Sham orbitals give the true time-dependent charge density

ρ(r̄′, t) =
∑
iσ

fiσ|ψiσ(r, t)|2 (2.51)

The linear response to a perturbation ω(t) is given by

δρσ(r̄′, ω) =
∑
ij

ψiσ(r̄)δPijσ(ω)ψ∗jσ(r̄) (2.52)

where

δPijσ(ω) =
fjσ − fiσ

ω − (εiω − εjω)
×

[
ωijσ(ω) +

∑
klτ

KijσklτδPklτ

]
(2.53)
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is the response of the Kohn-Sham density matrix in the basis of the unperturbed molec-

ular orbitals. The coupling matrix K describes the linear response of the self-consistent

field νSCF (the last two terms in Equation 2.48) to changes in the charge density.

Since the dynamic polarizability, α(ω), describes the response of the dipole moment to

a time-dependent electric field, it may be calculated using the response of the charge

density. For the time-dependent, electric perturbation

ω(r̄′, t) = zεz(t) (2.54)

where εz(t) is the applied field strength, the xz-component of the dynamic polarizability

cab be expressed as

αxz(ω) =
2x̄√

P [Ω− ω21]
√
P
z̄ (2.55)

by using equation 2.53. Here we have defined

Pijσklτ =
δσ,τδi,kδj,l

(fkτ − flτ )(εlτ − εkτ )
> 0 (2.56)

and

Ωijσ,klτ = δσ,τδi,kδj,l(εlτ−εkτ )2+2
√

(fiσ − flτ (εjσ − εiσ)×Kijσ,klτ

√
(fkτ − flτ )(εlτ − εkτ )

(2.57)

According to sum-over-states relation,

ᾱ(ω) =
∑
I

fI
ω2
I − ω2

(2.58)

the poles of the dynamic polarizability determine the excitation energies, ωI , and the

residues, fI , determine the corresponding oscillator strengths. A careful comparison of

Eqs. (2.55) and (2.58) shows that excitation energies and oscillator strengths can be

obtained by solving the matrix eigenvalue problem
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ΩF̄I = ω2
I F̄I (2.59)

where oscillator strengths are obtained from the eigenvectors F̄I .



Chapter 3

Nuclear Quantum Effects in an

HIV/Cancer Inhibitor: The Case

of Ellipticine in water

3.1 Introduction

Ellipticine (5,11-dimethyl-6H-pyrido[4,3-b]carbazole) is a natural plant alkaloid that ex-

hibits both anti-HIV activity [58, 59] and anti-cancer [60–62]. Due to its potential

applications in pharmaceutical, understanding its physical and chemical properties have

been of immense interest in biochemical research [63–66]. Though it is well established

that ellipticine shows high toxicity against tumor cells, there are very few clinical trials

of ellipticine because of its low solubility in both aqueous media and organic solvents

[67, 68]. With the development of new drug delivery techniques, it has been possible to

deliver ellipticine in vitro by covalently linking them with polymers or peptides [69–71].

In order to develop more efficient ways of delivering ellipticine to the tumor cells, it

is important to understand the mechanism through which ellipticine is delivered to its

target. A common way to experimentally understand the mechanism of drug delivery

and to monitor it is to observe the changes in the photophysical properties of the drug

molecule that is sensitive towards its environment. Some recent studies show that el-

lipticine exhibits interesting photophysical properties, particularly in the presence of

different protic solvents [72–74]. In the gas phase, ellipticine exists in its normal form

32
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[73], as shown in Figure 3.1. Depending on the polarity of the solvent and their ability to

exchange protons, ellipticine can either exist in its normal form (only pyrrole N forms an

N-H bond), a protonated form [75](both the pyrrole N and pyridine N forms N-H bonds),

the tautomeric form (only pyridine N forms an N-H bond) or a linear combination of

one or more of these forms [73, 75, 76].

One of the main techniques that have been used to probe the optical properties of ellip-

ticine and to infer the changes in its protonation state is fluorescence studies [73]. Several

different experiments have shown that in polar solvents ellipticine can be characterized

by either dual fluorescence or a single fluorescence peak [75]. Although there is a con-

sensus that the two peaks arise from the presence of two types of species/forms, of which

one of them is the normal one, there is a disagreement on the molecular origin of the

second peak. Moreover, possible mechanism of its formation is not well understood and

also quite contentious [73, 75, 76]. In particular, Miskolczy et al. have argued that the

second peak originates from the protonated form of ellipticine, formed due to an excited

state proton transfer from the solvent. Their conclusion was based on the fact that they

observed dual fluorescence even when they replace the H atom bound to the pyridine

N with a methyl group. On the other hand, Banerjee et al., based on time-resolved

fluorescence studies, have interpreted this peak in the emission spectra as originating

from the tautomeric form of ellipticine formed through solvent mediated excited state

proton transfer from pyrrole N to pyridine N. According to them the formation of the

tautomer involves solvent reorganization around ellipticine resulting in cyclic solvated

species that is followed by rapid proton transfer along the chain. It was also suggested

that in the case of ethylene glycol, both ground state and excited state that are solvent

mediated tautomerization reactions, contribute to the long wavelength emission.

In contrast, there are very few studies of ellipticine’s photophysical properties in water,

which is the most common solvent in a biological membrane. Sureau et al. found that

the fluorescence spectra of ellipticine in water is very sensitive to its pH [77]. From their

pH-dependent study of the fluorescence spectra they showed that at high pH (12.2) and

at low pH (6.0) there is only one fluorescence peak at about 430 and 520 nm, respectively.

On varying the pH in this range, they observed that the intensity of the 520 nm peak

decreases and that of the 430 nm peak increases with increase in pH. At intermediate pH

values (about 7.4) both these peaks coexist. From these measurements, they determined
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the pKa of ellipticine to be around 7.4. It was also hypothesized that the long wavelength

emission peak originated from the protonated form of ellipticine [77].

Polar solvents which form the medium in which ellipticine features interesting photophys-

ical properties are characterized by hydrogen bonding interactions. Hence, the molecular

details of the hydrogen bonding between ellipticine and the surrounding solvent is likely

to play an important role in tuning the optical properties. One rather important aspect

of hydrogen bonding that is receiving growing interest is the role of nuclear quantum

effects (NQE) in hydrogen-bonded systems [10, 19, 78, 79]. In the last two decades,

numerous theoretical, computational and experimental works have elucidated the role

of NQE in organic, inorganic, aqueous systems, and biological systems consisting of light

hydrogen atoms [16, 18, 80].

An aspect of the role of NQE that has been examined much less in biological systems is

their effect on perturbing electronic and optical properties. The effect on these proper-

ties is anticipated given the large changes that NQE induces on structural fluctuations.

Recently, Giberti et al. studied the effect of quantum fluctuations on the electronic

properties of protonated water [81]. Their simulations show that the quantum fluctua-

tions result in the introduction of new electronic states that were previously inaccessible,

thereby altering the band gap of water. The role of quantum effects on optical spectra

have been examined theoretically for nucleobases [82], inorganic clusters [83] and also

some biological model systems [84, 85]. The common feature in all these studies is that

NQE tunes the broadening of the spectra as well as the absorption peaks.

In this work, we examine the role of NQE in a highly relevant biological system, the

HIV and cancer inhibitor ellipticine. Given that this molecule functions in an aqueous

environment in the cell, a deeper understanding of the coupling of its structural and elec-

tronic properties in a hydrogen-bonded environment such as water, is crucial. As a first

step towards this, here, using both classical molecular dynamics (MD) and path-integral

ab initio MD we examine how hydrogen bond interactions and quantum fluctuations

of the nuclei alter the optical properties of ellipticine. Moreover, since isotope effects

(replacing H by D) are an important experimental tool to probe the significance of NQE

[10, 19, 86–88] we also study the changes in spectra induced by isotopic substitution,

hoping to bridge the gap between theory and experiments.
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Figure 3.1: Schematic of ellipticine molecule in its normal form. Also shown are
the proton donation (υ1) and acceptance (υ2) coordinates. dXY in the figure denotes

distance between atoms X and Y .

The rest of the chapter is organized as follows. In Section 3.2 we describe the details

of the different simulation techniques used in this work and describe to calculate time-

averaged absorption spectra. Section 3.3.1 contains the results of NQEs on the structure

of ellipticine and a common biological solvent (water). In Section 3.3.2 we show the

changes in the absorption spectra of hydrated ellipticine due to NQE. We also separate

out the effect of solvation and NQE on the absorption spectra. Finally, in Section 3.4,

we end with some discussion and conclusions of our results.

3.2 Computational details

In order to study the influence of NQE on structure, dynamics and optical properties of

ellipticine in water, we have used different levels of theory. The details of the same are

as follows:

3.2.1 Classical molecular dynamics simulations

We have carried out classical MD simulations using the GROMACS-4.5.5 software (with

double precision). The water molecules are explicitly represented and described by the

TIP3P water model. [89] The MD simulations were based on the general amber force field
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(GAFF) [90] parameters. Ellipticine was optimized followed by Merz-Kolmann charge

calculation [91] using Hartree-Fock theory with 6-31G(d) basis set using Gaussian 09

[92]. Antechamber module of AMBERTools [93] was used for calculating restrained

electrostatic potential charge (RESP) [94] and generation of General Amber Force Field

(GAFF) [90]. Finally, the coordinates and topology were converted to GROMACS

format using amb2gmx.pl program [95].

Ellipticine was placed in a cubic box of length 31.5 Å and solvated with 983 TIP3P water

molecules. For the NVT simulations, a constant temperature of 300 K was maintained

by coupling the system to a thermal bath with the Andersen algorithm and a time

constant of 1 ps, whereas for the NPT simulations a constant pressure of 1 bar was

maintained using the Berendsen barostat [96] with isotropic scaling and a time constant

of 2 ps. All Lennard-Jones interactions were cut off at 10 Å and a particle mesh Ewald

correction to the long-range electrostatic contribution was applied. The integration step

was set to 2 fs and the X-H (X, heavy atom) stretching modes were frozen using LINear

Constraint Solver (LINCS) algorithm [97].

The protocol for the classical simulations was as follows: after 2000 steps of energy

minimization, we performed simulated annealing (annealing time of 100 ps) under NPT

conditions to heat the system to 300 K. This was followed by equilibration at 300 K for

100 ps in the NPT ensemble. Starting from the equilibrated system, MD trajectories

were recorded for 10 ns in the NVT ensemble. The last 8 ns of productions were used

for analysis.

3.2.2 Born-Oppenheimer molecular dynamics (BOMD) and PIGLET

simulations

In the BOMD simulations, the nuclei are treated classically, while the electrons are

treated at the level of density functional theory. Performing these simulations for the

enormously large system mentioned in the previous section is prohibitively expensive.

Hence, we extract a configuration from the end of the classical MD runs and truncated

the solvent molecules till second solvation shell based on where the radial distribution

function plot plateaus (Figure A.1 in Appendix A). The resulting system how consists of

one ellipticine molecule surrounded by 87 water molecules placed in a cubic box length

14.9 Å. Figure A.1 shows that the results of the g(r) between the center of mass of
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ellipticine and O of water obtained from the classical molecular dynamics simulations.

The first and second solvation shells are at 5.4 and 7.45 Å (blue dashed lines, Figure A.1)

respectively. This procedure likely creates some broken hydrogen bonds at the boundary.

However, we found that the system equilibrates rather quickly within a few picoseconds.

Furthermore, as we will see later, in this work, the periodic BOMD simulations, in any

case, are primarily used to extract cluster configurations for computing the absorption

spectra.

These calculations were performed using the Quickstep module of the CP2K package [98].

The electronic exchange and correlation energies were described using the Becke-Lee-

Yang-Parr (BLYP) exchange-correlation functional [40]. The core electrons have been

described using Goedecker-Teter-Hutter (GTH) pseudopotentials [99]. Wave functions

were expanded in the Gaussian polarized triple-zeta split-valence (TZVP) basis set,

whereas the electronic density was represented using an auxiliary plane wave basis,

with a kinetic energy cutoff of 300 Ry. A convergence criteria of 5 × 10−7 a.u. was

used for the optimization of the wavefunction. The D3 Grimme dispersion corrections

for the van der Waals interactions were used [100]. The simulations were performed

within the NVT ensemble at 300 K temperature using the canonical-sampling velocity-

rescaling thermostat (CSVR) [101]. The simulations were run for 55 ps. Integrations

were performed with 0.5 fs time step. The system equilibrated within the first 5 ps of the

run. Snapshots were selected from the remaining 50 ps trajectory for further analysis.

Starting from a random snapshot from the equilibrated BOMD trajectory, we begin

the PIMD simulations with a generalized Langevin equation (GLE) based colored-noise

thermostat for incorporating the quantum effects [15, 50]. The purpose of the coloured

noise thermostat with PIMD (PIGLET) is to enhance the sampling of the kinetic and

potential energy terms and thus reduce the number of beads necessary for the PIMD

simulations. Based on literature reports [17, 84], we have used six beads for the path

integral simulations. The total simulation was run for 8 ps with a time step of 0.5 fs.

The first 2 ps of the run was treated as equilibration and snapshots from the last 5 ps

were used for further analysis. To achieve this we have used a recently released code

i-PI [17]. In the rest of the chapter, we will refer to the classical simulations as BOMD

and the PIMD simulations as PIGLET.
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3.2.3 Excited State Calculations

To understand the effect of NQE on the optical properties of ellipticine in water, we have

computed the time-averaged absorption spectra using snapshots from both the BOMD

and the PIGLET trajectories. In order to compute the absorption spectra from our

BOMD simulations, we randomly select 90 snapshots from the BOMD trajectory, to

compute the absorption spectra of each using time-dependent density functional theory

(TDDFT) and the final spectrum is the average of the spectra of these 120 snapshots.

A convergence test of the absorption spectra as a function of the number of snapshots

showed that one can obtain a well-converged spectra with 90 snapshots (figure A.9 in

Appendix A). The absorption spectra from the PIGLET simulations were constructed

using a formalism previously developed by Marx and co-workers [83]. 20 frames were

selected randomly from the PIGLET run were used to compute the spectra. For each

frame, all 6 beads were used.

Due to the strong interaction between the solvent and solute molecules, the absorption

spectra is sensitive to whether the solvent molecule is explicitly included in the calcula-

tions. Hence to compute the absorption spectra for each snapshot, we cut out geometries

from the ground state molecular dynamics trajectory (“finite cluster” model) and per-

form TDDFT calculations. However, performing TDDFT calculations with ellipticine

and 87 water molecules to obtain a spectrum for an energy window of about 2-6 eV (25

empty electronic states) is very expensive. Hence there is a need to strike a balance

between computational cost and accuracy. A convergence test of the absorption spectra

of an individual snapshot as a function of the number of water molecules showed that

at least 26 explicit water molecules are necessary for accurately computing the spectra.

Details regarding the choice of the number of water molecules and their effect on the

spectra are given in Appendix A.

Moreover, recent studies by Isborn et al. [102] showed that TDDFT calculations for π-π∗

transitions in solvated conjugate molecules using the above mentioned “finite cluster”

model often results in spurious low lying charge transfer (between solvent and molecule)

excitations due to the partial negative charge acquired by the water molecules at the

edge of the solvation shell because of the abrupt breaking of the H-bonds between the

water molecules during the snapshot curving process. Therefore one needs to perform

careful studies of the effect of edge waters on the absorption spectra. We performed
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a thorough study of the above mentioned effect on our system, details of which are

given Appendix A. Our calculations suggest that the spurious effects on the absorption

spectra due to the “finite cluster” can be circumvented by using a PCM model along

with explicit water molecules. Hence the explicit waters were then surrounded by a

polarizable continuum model (PCM) with a dielectric constant of 80.

The TDDFT calculations were performed on each snapshot using the Davidson algorithm

as implemented within Gaussian 09 Revision D.01 software [92]. The wave functions are

expanded in a 6-311++g(d,p) basis set. It is well known that the absorption spectra

is sensitive to the theoretical method chosen to compute it [103] and for TDDFT in

particular, it is sensitive to the choice of the exchange-correlation functional and usually

hybrid functionals are preferred over the most commonly used functionals derived from

generalized gradient approximations [44]. We have used different flavors of hybrid func-

tionals, namely B3LYP [39, 40], PBE0 [41], HSEH1PBE [104], and Coulomb-attenuated

method B3LYP (cam-B3LYP) functional [42] to study the dependence of the spectra on

the type of exchange-correlation functionals used. In this chapter, we present the results

of B3LYP only, while the results obtained with other functionals are given in Appendix

A.

To separate out the role of NQE and solvation on the spectra, we computed the absorp-

tion spectra in three ways: (a) the spectra of the dehydrated ellipticine molecule where

we remove all the water molecules, (b) the spectra of ellipticine molecule with implicit

solvent, i.e. solvent effects are included through a continuous PCM model [105] and (c)

spectra containing ellipticine, 26 water molecules, and the PCM model.

3.3 Results and discussion

3.3.1 Nuclear Quantum effects on structural properties of ellipticine

in water

The normal form of ellipticine contains two nitrogen atoms, namely a pyridine N (labeled

as N2 in Figure 3.1) and a pyrrole N (labeled as N6 in Figure 3.1) bonded to an H

atom. In polar solvents, the former might act as a proton acceptor while the latter as

a proton donor. In order to determine whether proton transfer occurs in the ground
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state, we have defined proton acceptance and donation coordinates and monitored the

same throughout the MD simulations. The proton acceptance coordinate is defined as

υ1 = dN2Hw1 − dOw1Hw1 , where the subscript w denotes that the H/O atom belonging

to the solvent water molecule, dN2Hw1 is the distance between the pyridine N and the

closest H atom of the nearest solvent molecule and dOw1Hw1 is the distance between O

and H bond length in the same solvent molecule (Figure 3.1). On similar ground, the

proton donation coordinate is defined as υ2 = dOw2H6 −dN6H6 . Negative values of υ1/υ2

indicate that ellipticine has accepted/donated a proton from/to the solvent. While υ1 is

related to the fluctuations of the protons in the solvent, υ2 is related to the fluctuation

of the proton attached to the pyrrole N in ellipticine.

Figure 3.2 shows that the probability distribution function (PDF) of the two proton

transfer coordinates in water as traced by the trajectories of classical and quantum nuclei

simulations. For BOMD and PIGLET simulations, the PDF of υ1 is peaked between

0.7 and 0.8 Å, depending on the type of simulation suggesting that most of the time

during our simulations the proton of the water molecule is covalently bonded to the O

and interacts with the pyridine N through H bonding. Likewise, the PDF of υ2 is peaked

around 0.9 and 1.1 Å, suggesting that the proton attached to the pyrrole N is covalently

bonded to ellipticine mostly. Figure 3.3(a) as evidence shows a representative snapshot

of the same taken from the PIGLET trajectory. We see that the typical N-H and N H

bond lengths are 1.08 and 2.01 Å respectively. These values are more or less the same

as those found in other organic molecules solvated in water [106]. When the protons are

treated classically (BOMD simulations), we observe there is zero occurrences of υ1/υ2 of

being negative, i.e. there is no proton transfer to (from) the pyridine N (pyrrole N) from

(to) the solvent (Figure 3.2). Upon inclusion of NQE (PIGLET simulations) we observe

the fluctuations of the quantum protons of both the solvent molecules and ellipticine

increases enormously, which indicates more labile protons and results in a small yet

significant fraction of occurrences (about 1 in 3 × 104 for υ1 and 1 in 1.5 × 104 for υ2)

where the H atom of solvent and solute is close to the pyridine N and the solvent water

molecule nearest to the pyrrole N respectively. This physically points to the situation

where the proton on the solvent molecule (solute molecule) delocalize and transiently

protonates (deprotonates) the ellipticine molecule.

Figure 3.3 (b) and (c) show two representative snapshots, for υ1 and υ2 respectively. In

the snapshot for υ1, we see that the O-H bond of the water molecule is increased by
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Figure 3.2: Probability distribution function of the proton transfer coordinates: (a)
for proton acceptance coordinate (υ1) and (b) for proton donation coordinate (υ2) in
water. The black solid line and the red dashed lines represent the PDFs obtained from

BOMD and PIGLET simulations respectively.

0.60 Å from the conventional O-H bond length 1.05 Å, while the pyridine N H bond

decreases by 1.02 Å (Figure 3.3(b)) from the usually observed 2.01 Å. Likewise for the

case of υ2, while the pyrrole N-H bond increased by 1.42 Å (as opposed to the typical

value of 1.05 Å), the distance between the O of the closest water molecule and the H of

the pyrrole N reduces to 1.07 Å (Figure 3.3(c)), which is similar to the typical O-H bond

length of 1.05 Å in water. A zero value for υ1, υ2 = 0 υ1 and υ2 implies that the H atom

is shared between the solvent molecule and ellipticine. The PDF suggests that pyridine

N will be protonated in 1 in 102 configurations (υ1 = 0). However, for deprotonation

of the pyrrole N, there will be 1 in 103 (υ2 = 0). This indicates that protonating the

pyridine N is simpler compared to deprotonating the pyrrole N.

Amongst the many hypotheses used to rationalize the fluorescence spectra of ellipticine

in different solvents, there is one where it is believed that there is an intramolecular pro-

ton transfer mediated by the solvent [76]. As mentioned in the Introduction, Banerjee et

al. proposed that this proton transfer happens through the formation of cyclic species

involving ellipticine and the solvent molecules. There is also a debate as to whether such

a transfer happens in the ground state or in the excited state. On the time scales of the
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Figure 3.3: Representative snapshots from PIGLET simulations showing the position
of the water molecules near pyrrole and pyridine N when (a) both υ1 and υ2 are positive

(b) when only υ1 < 0 and (c) when only υ2 < 0.

current simulations, we do not observe any successful tautomerization events. If tau-

tomerization was actually occurring as envisaged by previous studies, it could involve a

fast proton transfer from ellipticine to water and vice versa, and would perhaps manifest

itself in some correlation existing between the υ1 and υ2 proton transfer coordinates.

Furthermore, it is also interesting to see how this could change with and without NQEs.

To check whether there are such correlations, we examined that the joint probability

distribution (P(υ1, υ2)) of the proton transfer coordinates (Please refer to Section A.2.0.2

in Appendix A for the definition of joint probability distribution). Figure 3.4 (a) and (b)

show the P (υ1, υ2) obtained from BOMD and PIGLET simulations respectively. The

joint probability distribution obtained from the BOMD simulations (Figure 3.4(a)) show

P(υ1, υ2) is zero both in the third quadrant and at the origin. In contrast, although the

P(υ1, υ2) obtained from the PIGLET simulations (Figure 3.4(b)) is zero in the third

quadrant, it is non-zero at the origin. P(υ1, υ2) = 0 when both υ1, υ2 < 0 suggests

that when there is a transient protonation event occurring at the pyridine N, the H

already present at the pyrrole N remains attached to it. Similarly, during a transient

deprotonation event at the pyrrole N, there is no protonation at pyridine. We also note

that P(υ1, υ2) has a non-zero value when υ1, υ2 = 0 suggesting that there is a small

but finite probability of proton sharing between the ellipticine and the water molecules

simultaneously. However, the largely symmetric shape of P(υ1, υ2) suggests that these

proton sharing events are most probably uncorrelated. Our results show that, for the

present size of the simulation box and the length of the trajectories, even though we

observe transient protonation and deprotonation in the ground state due to quantum

fluctuations of the solvent and the solute protons, ellipticine tautomers are never formed.
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Figure 3.4: Contour plots of joint probability distribution function of the proton
transfer coordinates υ1 and υ2 of water obtained from (a) BOMD and from (b) PIGLET

simulations.

3.3.1.1 HB parameters

Recent studies by McKenzie et al. [88] and Li et al. [87] proved that H bonds strengths

are reflected in the donor acceptor distances, donor-H-acceptor bond angles and the

donor-H covalent bond length and that NQE studies usually ends up in longer (shorter)

H-bonds for weak(strong)-H bonded systems. In order to determine the strength of the

N6-H6 Ow2 (pyrrole-H bond) and the Ow1-Hw1 N2 (pyridine-H bond) and the influence

of NQE on them, we have plotted in Figure 3.5 the PDFs of the acceptor donor distances

(dN6Ow2 for pyrrole-H bond and dOw1N2 for pyridine-H bond), the covalent donor-H bond

lengths and the donor-H-acceptor bond angles extracted from the BOMD and PIGLET

trajectories. We note that unlike the systems considered in Ref.[87] and [88] where the

donor and the acceptor have the same proton affinities, in the present system the proton

affinities of the donors and acceptors are different. Earlier studies of proton affinities of

N and O containing compounds showed that N has a larger proton affinity than O [107].

The average N-O bond distance from BOMD trajectories for the pyridine N is about 2.80

Å (Figure 3.5(a)) while that for the pyrrole N is 3.10 Å (Figure 3.5(d)) suggesting that

the pyridine H bond is stronger than the pyrrole H bond. The inclusion of NQE using

PIGLET simulations we find that the intermolecular distances decrease for both the

cases. While for the former NQE reduces the average N-O distance by about 0.06 Å, for
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Figure 3.5: Probability distribution functions of the donor-acceptor distances ((a)
and (d)), the donor-hydrogen covalent bond lengths (b), acceptor-hydrogen covalent
bond lengths (e), and the donor-hydrogen-acceptor bond angle ((c) and (f)) obtained
from BOMD (solid black lines) and PIGLET (dashed red lines) trajectories. The figures
in the top panel ((a)-(c)) are for the strong pyridine H-bond while those at the bottom
panel are for the weak pyrrole H-bonds. The average values of the above quantities
for the BOMD and PIGLET trajectories are shown in black and red dashed lines,

respectively.

the latter the N-O distance is reduced by 0.08 Å. Though the difference in the magnitude

of reduction of the N-O distance due to NQE is small for the two types of H-bonds, in

contrast to what has been observed for donors with same proton affinity, we find that

in our case (donor and acceptors with different proton affinities) the NQE strengthens

the relatively weaker H bond more than that of the stronger one. In accordance to the

changes in the donor-acceptor distances, the donor-H covalent bonds become longer in

the quantum simulations compared to the classical (Figure 3.5 (b) and (e)). Moreover

for the stronger pyridine-H bond the elongation of the above mentioned covalent bond

by the NQE (0.05 Å) is more pronounced compared to that of the weaker pyrrole-H bond

(0.02 Å). The strengthening of the weak H bond due to NQEs is further reflected in the

angle distribution (Figure 3.5(f)) where including the NQEs makes the hydrogen bond

more linear. On the other hand, for the stronger hydrogen bond, its angular flexibility

does not change significantly (Figure 3.5(c)).
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3.3.1.2 Quantum effects on covalent bond

In addition to its effects on the protons of water and ellipticine, we find that the quan-

tum nature of the nuclei also affects the heavy nuclei (namely C and N) in the molecule.

Comparing the PDFs of the different C-C i.e, single and double bond lengths and C-N

bond lengths of the ellipticine molecule obtained from the PIGLET and BOMD trajecto-

ries (Figure 3.6) we find that (a) there is significant broadening of the PDF, originating

from the fluctuations induced by the quantum nature of the nuclei and (b) there is a

slight increase in the average bond lengths. For most of the bonds, including the strong

CN and C=C bonds, the full-width half maxima of the PDF almost doubles on the

inclusion of NQE. This suggests that NQE not only affect the light protons but it is

also important even for the heavier nuclei. The PDFs for the other bond lengths, av-

erage bond length values and the spread in the bond lengths are given in Table A.1

and Figure A.6 (Appendix A). We note that similar effects of NQE on the heavy nuclei

have also been observed in inorganic systems like graphene [108], carbon tunneling in

the rearrangement of carbene to cyclopentene [14], and complex biomolecules [79].
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Figure 3.6: Probability distribution function of (a) 〈C − N〉 (b) 〈C − C〉 and (c)
〈C = C〉 bond lengths. The black solid line and red dashed lines represent the PDFs

of the bond length obtained from BOMD and PIGLET simulations respectively.

3.3.2 Electronic absorption spectra of ellipticine in water

After investigating the effects of the quantum nature of the nuclei on the structure of

the solute (ellipticine) and the solvent (water), in this section, we will now shed light on

the effect of the NQE affect the electronic properties ellipticine in water.
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3.3.3 Effect of quantum nuclei and solvent:

Figure 3.7 shows that the comparison of the experimental absorption spectra of ellip-

ticine in water with that of the computed time-averaged spectra derived using snapshots

from the trajectories obtained from PIGLET and BOMD simulations. We find good

agreement between the computed spectra where NQE is included and the experimental

spectra over the entire energy range considered in this study. Not only the peak posi-

tions are predicted reasonably accurately but also the overall shape and broadening of

the peaks are nicely reproduced. The experimental spectrum (solid black line in Figure

3.7) displays two low-intensity broad peaks at (A) 420 nm and (B) 353 nm and dom-

inant peak at (C) 300 nm. The latter is characterized by an asymmetric broadening.

The computed PIGLET spectrum has two broad peaks at about 411.1 nm and 358.0 nm

corresponding to peaks A and B respectively. The third dominant peak (corresponding

to peak C in the experimental spectra) is at about 307.5 nm. We note that though the

position of the peaks are sensitive to the type of exchange-correlation functionals used,

the overall shape of the spectra is relatively independent of the choice of functionals.

A detailed discussion on the effect of the functionals on the absorption spectra can be

found in Appendix A. By inspecting the absorption spectra of the individual snapshots

we find that peak A is primarily due to transitions from HOMO −→ LUMO of the

molecule, though we find a very small weight on the water molecule. Peak B and C

arises primarily from excitation of electrons from HOMO −→ LUMO+1, HOMO-1 −→

LUMO. For certain snapshots there are also transitions with relatively less contributions

from HOMO −→ LUMO+3, HOMO −→ LUMO+2 and HOMO-2 −→ LUMO.

In order to understand the role of NQE, we have also plotted the absorption spectrum

computed using the snapshots collected from our BOMD runs. A comparison of the

two spectra shows that NQE results in dramatic changes in the computed spectra in the

following ways: (a) an overall red shift of the spectra and (b) significant broadening of

the peaks. If we compare the positions of the peaks A, B, and C, these are red shifted by

3.3, 11.3 and 8.7 nm respectively due to the incorporation of the NQE. To understand

the origin of these shifts we have plotted the PDFs of the energy differences between

LUMO and HOMO, LUMO+1 and HOMO, and LUMO and HOMO-1, for the different

snapshots obtained from BOMD and PIGLET simulations. We note that the main

contributions to the peaks in the absorption spectra results due to transitions between
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Figure 3.7: Comparison of the experimental absorption spectra [5] with the computed
time averaged absorption spectra. The solid black line indicates the experimental spec-
tra, solid red line denotes the computed spectra from PIGLET simulations, the dashed
blue line indicates the computed spectrum from BOMD simulations, black open circles
denote the computed absorption spectra of the dehydrated ellipticine molecule (from
PIGLET) and the open red squares show the computed absorption spectrum of the
dehydrated molecule with an implicit PCM model (from PIGLET). The inset shows

that the zoomed in the region showing the two low-intensity peaks A and B.

these states. These distributions are shown in Figure 3.8. Like other properties, we find

that the snapshots obtained from PIGLET simulations show a broader distribution of the

energy eigenvalues differences compared to those obtained from the BOMD simulation.

Furthermore, there is also an overall redshift of the energy differences for the snapshots

from PIGLET, particularly for those between the LUMO+1 and HOMO and LUMO

and HOMO-1. We note that these are the states involved in the transitions that give

rise to peaks B and C. This explains a larger redshift observed for peaks B and C in the

spectra on the inclusion of NQEs.

In order to filter out the effect of the solvent and NQEs, we have also plotted the time-

averaged absorption spectra of the dehydrated molecule and that of the dehydrated

molecule with PCM model. We find that the spectra of the dehydrated molecule is sig-

nificantly blue-shifted with respect to the ones obtained using the PCM model and the



Chapter 3. Nuclear Quantum Effects in an HIV/Cancer Inhibitor 48

3 3.2 3.4 3.6 3.8 4
Energy (eV)

0

4

8

12

P
D

F

(a)

LUMO-HOMO

3.6 3.8 4 4.2 4.4 4.6
Energy (eV)

0

4

8

12

(b)Classical
Quantum

(LUMO+1) - HOMO

3.8 4 4.24.44.64.8 5
Energy (eV)

0

4

8

12

(c)

LUMO- (HOMO-1)

Figure 3.8: Probability distribution of energy eigenvalue differences of the different
snapshots obtained from BOMD (black) and PIGLET (red) simulations.

explicit water molecules. This corresponds to the bathochromic effect on the spectra in-

duced by the solvent. Furthermore, peak B is absent in the spectra of the dehydrated one.

One also observe the hyperchromicity (enhancement of absorbance) in the presence of

the solvent. On including the solvents effects through the polarizable continuum model,

we see that the overall spectra shifts towards the longer wavelength side. However,

to reproduce the broad features of the experimental spectrum, one needs to explicitly

include water molecules in the calculation of the absorption spectra. This can be un-

derstood if one looks into the arrangement of the water molecules around the ellipticine

and the wavefunctions corresponding to the states involved in the transitions. Water

molecules interact with ellipticine either through the OH—π interactions or through the

hydrogen bond. Plotting the spatial distribution of the frontier orbitals of the solvated

ellipticine molecule (HOMO-1, HOMO, LUMO, LUMO-1) we find that in most of the

snapshots there is a significant weight of these states on the water molecules. Figure

3.9 shows that these wave functions for a representative snapshot which show that these

include significant contributions coming from water molecules hydrogen bonding with

ellipticine. Hence a continuum PCM model cannot give a very accurate estimation of

the oscillator strengths which depends on the expectation value of the transition dipole

moment operator.

3.4 Conclusions

In conclusion, we have studied the nuclear quantum effects on the structure, dynamics,

and spectroscopic properties such as optical properties of normal ellipticine in water
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Figure 3.9: Isosurfaces of HOMO-1 (a) HOMO (b) LUMO (c) and LUMO+1(d) of
a typical snapshot from PIGLET simulations. The green and red surfaces indicate the

negative and positive part of the wave function.

using path integral molecular dynamics along with a recently proposed colored noise

thermostat based on the generalized Langevin equation. We find that NQE increases

the fluctuations, not only in the light protons of the hydrogen-bonded network of water

and ellipticine molecule but also affects different ellipticine bond lengths formed from

the relatively heavier C and N nuclei. For the total duration of our simulations, we find

that there are small but significant instances of proton transfer to and from the solvent

resulting in the protonated and deprotonated form of ellipticine. Our studies suggest

that protonation or tautomerization of ellipticine in water is kinetically unfavorable and

most probably occurs in the excited state. In contrast to the cases where the H bond

donors and acceptors have same proton affinity, we find that for our case where the

proton affinities of the donor and acceptor are different the NQE strengthens both the

weak and the strong H bonds with the former being significantly more strengthened

than the latter.

Further, the quantum nuclear fluctuations make the atoms quite labile, thereby in-

fluencing the electronic structure of the ellipticine-water complexes. This results in a

significant redshift and broadening of the spectra. Our results show that in order to

reproduce the experimental absorption spectra or to predict absorption spectra of sol-

vated molecules, it is important to include nuclear quantum effects in the simulations.

Both experimentally and computationally the role of nuclear quantum effects in these
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systems can be further elucidated by studying the change in the absorption spectra in-

duced by isotopic substitution of (a) the proton bound to the pyrrole N of ellipticine

and (b) using D2O as a solvent instead of water. While the former will elucidate the role

NQE on the absorption spectra due to the weak pyrrole H bond, the latter will throw

light on the effect of NQE on the absorption spectra due to the strong H bond at the

pyridine N. Since our study shows that NQE strengthens both the H bond, we expect

a blue shift of the adsorption spectra along with a reduction in the broadening of the

peaks. Considering the fact that the transfer, release, and uptake of drugs are typically

monitored by monitoring the changes in their optical properties and our studies show

that NQE affects both qualitatively and quantitatively the drug’s optical properties, we

believe that our results should motivate future experimental and theoretical studies to

correctly unravel the role of NQE on the microscopic mechanisms responsible for the

optical response of drug molecules in biologically important hydrogen-bonded systems.



Chapter 4

Role of Nuclear Quantum Effects

on solute-solvent and

solvent-solvent Hydrogen

bonding: The case of Ellipticine

in protic solvents

4.1 Introduction

In the previous chapter, we have shown how NQEs affect the structural and electronic

properties of ellipticine in water. Ellipticine has a pyrrole and a pyridine N. While the

former has a H attached to it and acts as a proton donor, the latter acts as a proton

acceptor. The attractive interaction of ellipticine is primarily due to the formation of

H-bonds with the solvent through these two N atoms. Since the proton affinities of these

N atoms are different from that of O in water, the solute (ellipticine)-solvent (water)

H-bond belongs to the class of asymmetric H bonds. In contrast to H bonds involving

symmetric donor-acceptor pairs [109, 110] we have found that for this specific case,

both the weak and strong H bonds are strengthened when NQEs are considered in the

simulations. However, it is not clear whether this effect is true for all other solvents.

51
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Table 4.1: Properties of protic solvents. PA is the proton affinity, α is the hydrogen
bond donating capacity, β is the hydrogen bond accepting capacity, π is the polariz-
ability, ε is the dielectric constant, r is the refractive index, ρ is the dipole moment

[7].

Solvent PA α β π ε r ρ
(kJ/mol) Cm2V−1 Debye

H2O 697 1.17 0.47 1.09 80.4 1.33 1.85
Met 761 0.98 0.66 0.60 32.7 1.33 1.69
EGL 816 0.90 0.52 0.92 37.0 1.43 2.36

In an effort to elucidate the generality of the conclusions made in the previous chapter,

in this chapter we extend this study to two more protic solvents, namely, methanol and

ethylene glycol. A comparison of the properties of water, methanol and ethylene glycol

is given in Table 4.1. We find that as we move from water to methanol to ethylene

glycol, the H-bond donor capacity of the solvent reduces suggesting that for the H-

bonds will be weaker (stronger) where the solvent molecule acts as a donor (acceptor).

Moreover, in the previous chapter, we had focussed primarily on the importance of NQEs

on solute-solvent H-bond. In this chapter, in addition to the above-mentioned H-bonds,

we will also discuss how the NQEs and the solute-solvent (asymmetric) H-bonds affect

the solvent-solvent (symmetric) H bonds.

The rest of the chapter is divided as follows. In Section 4.2 we describe the details of the

different simulation techniques used in this work. Section 4.3.1 contains the results of the

change in the nature of H-bond between ellipticine and solvent molecules. Further, we

have also discussed how NQEs affect these H-bonds. In Section 4.3.2 we have discussed

how the H-bonds between the solvent molecules are affected due to ellipticine solvent

H-bonding. In Section 4.3.3 we elucidate the role of NQEs in the absorption spectra of

ellipticine in different solvents. Finally, we summarize and conclude in Section 4.4.

4.2 Computational details

4.2.1 Classical molecular dynamics simulations

We have carried out classical MD simulations using the GROMACS-4.5.5 software (with

double precision). The protic solvent molecules are explicitly represented and described

by the amber force fields [89, 111–113]. The MD simulations were based on the general
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amber force field (GAFF) [90] parameters. Ellipticine was optimized followed by Merz-

Kolmann charge calculation [91] using Hartree-Fock theory with 6-31G(d) basis set using

Gaussian 09 [92]. Antechamber module of AMBERTools [93] was used for a restrained

electrostatic potential charge (RESP) [94] calculation and generation of the general

amber force field (GAFF) [90]. Finally, the coordinates and topology were converted to

GROMACS format using amb2gmx.pl program [95].

Table 4.2: Force field parameters of the protic solvents with equilibrated cubic box
length.

Solvent No. of atoms Cubic box length Force field
in the box length (Å)

including EP molecule

Water 2979 31.55 TIP3P [89]
Methanol 2409 29.81 OPLS-AA [112, 113]

Ethylene glycol 3753 32.08 AMBER [111]

Ellipticine (EP) was placed in a cubic box and solvated with protic solvents. Table 4.2

shows the information of the equilibrated box of the EP in protic solvents. For the NVT

simulations, a constant temperature of 300 K was maintained by coupling the system to

a thermal bath with the Andersen algorithm and a time constant of 1 ps, whereas for

the NPT simulations a constant pressure of 1 bar was maintained using the Berendsen

barostat [96] with isotropic scaling and a time constant of 2 ps. All Lennard-Jones

interactions were cut off at 10 Å and a particle mesh Ewald correction to the long-range

electrostatic contribution was applied. The integration step was set to 2 fs and the X-H

stretching modes were frozen with the LINear Constraint Solver (LINCS) algorithm [97].

The simulation protocol for the classical simulations was as follows: after 2000 steps

of energy minimization, we performed simulated annealing (annealing time of 100 ps)

under NPT conditions to heat the system to 300 K. This was followed by equilibration

at 300 K for 100 ps in the NPT ensemble. Starting from the equilibrated system, MD

trajectories were recorded for 10 ns in the NVT ensemble. The data sampled every 1 ps

during the last 7 ns were used for analysis.
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4.2.2 Born-Oppenheimer molecular dynamics (BOMD) and PIGLET

simulations

In the BOMD simulations, the nuclei are treated classically, while the electrons are

treated at the level of density functional theory. Performing these simulations for the

enormously large system mentioned in the previous section is prohibitively expensive.

Hence we extracted a configuration from the end of the classical MD runs and truncated

the solvent molecules to its second solvation shell based on where the radial distribution

function plot plateaus. The simulated system consists of one EP molecule surrounded by

62 (70) methanol (ethylene glycol) molecules placed in a cubic box of side 16.3 (18.96)

Å.

These calculations were performed using the Quickstep module of the CP2K package [98].

The electronic exchange and correlation energies were described using the Becke-Lee-

Yang-Parr (BLYP) exchange-correlation functional [40]. The core electrons have been

described using Goedecker-Teter-Hutter (GTH) pseudopotentials [99]. Wave functions

were expanded in the Gaussian polarized triple-zeta split-valence (TZVP) basis set,

whereas the electronic density was represented using an auxiliary plane wave basis, with

a kinetic energy cutoff of 300 Rydberg. A convergence criteria of 5 × 10−7 a.u. was used

for the optimization of the wavefunction. The D3 Grimme dispersion corrections for the

van der Waals interactions were used. [100] The simulations were performed within the

NVT ensemble at 300 K temperature using the canonical-sampling velocity-rescaling

thermostat. [101] The simulations were run for 55 ps. Integrations were performed with

0.5 fs time step. The system equilibrated within the first 5 ps of the run. Snapshots

were selected from the remaining 50 ps trajectory for further analysis.

Starting from a snapshot chosen randomly from the equilibrated BOMD trajectory,

we start the PIGLET simulations with a generalized Langevin equation based colored-

noise thermostat to incorporate quantum effects [15, 50]. Based on literature reports[17,

84], we have used six beads for the path integral simulations. The total simulation of

methanol (ethylene glycol) solvent was run for 10 (7) ps for with a time step of 0.5 fs.

The first 2 ps of the run was treated as equilibration and snapshots from the remaining

part of the trajectory were used for further analysis. To achieve this we have used a

recently released code i-PI. [17] In the rest of the chapter, we will refer to the classical

simulations as BOMD and the PIGLET simulations as PIGLET.
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4.2.3 Excited State Calculations

To understand the effect of NQE on the optical properties of EP in solvents, we have

computed the time-averaged absorption spectra using snapshots from both the BOMD

and the PIGLET trajectories. In order to compute the absorption spectra from our

BOMD simulations, we have randomly selected 120 snapshots from the BOMD trajec-

tory, computed the absorption spectra of each using time-dependent density functional

theory (TDDFT) and the final spectrum is the average of the spectra of these 120 snap-

shots. A convergence test of the absorption spectra as a function of the number of

snapshots showed that one can obtain well-converged spectra with 120 snapshots. The

absorption spectra from the PIGLET simulations were constructed using a formalism

previously developed by Marx and co-workers[83]. 20 frames selected randomly from

the PIGLET run were used to compute the spectra. For each frame, all 6 beads were

used.

Due to the strong interaction between the solvent and solute molecules, the absorption

spectra are sensitive to whether the solvent molecule is explicitly included in the calcula-

tions. Hence to compute the absorption spectra for each snapshot, we cut out geometries

from the ground state molecular dynamics trajectory (“finite cluster” model) and per-

form TDDFT calculations. However, performing TDDFT calculations with ellipticine

and entire solvated box to obtain a spectrum for an energy window of about 2.2-6 eV

(25 empty electronic states, includes both bright and dark states) is very expensive.

Hence there is a need to strike a balance between computational cost and accuracy. A

convergence test of the absorption spectra of an individual snapshot as a function of

number of methanol (ethylene glycol) molecules showed that at least 20 (13) explicit

water molecules are necessary for accurately computing the spectra. Details regarding

the choice of the number of solvent molecules and their effect on the spectra are given

in Figure A.11, A.12, A.13 in section A.4 of Appendix A.

Since the computed absorption spectra are sensitive on the choice of the exchange-

correlation functionals, to decide a suitable choice of functionals we have computed

the transition energies for ellipticine molecule in the gas phase from TDDFT calcula-

tions with different hybrid functionals and compared them with more accurate equations

of motion coupled-cluster-singles-doubles (EOMCCSD) based calculations. Figure 4.1
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Figure 4.1: Comparison of excitation positions obtained from TDDFT calculations
using hybrid functional with EOMCCSD calculations. The horizontal lines indicate the

oscillator strength. These calculations are done in the gas phase.

shows the comparison of the TDDFT calculations with hybrid functional with EOM-

CCSD calculations. We found that cam-B3LYP hybrid functional gives energies that

are closest to those obtained with EOMCCSD calculations. Hence to compare absorp-

tion spectra of ellipticine across different solvents we have used results obtained from

calculations performed with cam-B3LYP functional.

4.3 Results and Discussion

4.3.1 Effect of NQEs on ellipticine-solvent H-bond

In order to understand the effect of the quantum nature of the nuclei on the H-bonding

between ellipticine and solvent molecules we have defined the proton acceptance and

donation coordinates υ1 and υ2 respectively and monitored the same throughout our

simulation trajectories. As mentioned in the previous chapter, a negative value of υ1

and υ2 implies the occurrence of proton transfer events. Figure 4.3 shows the probabil-

ity distribution function (PDF) of the proton transfer coordinates (PTC) for the three
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Figure 4.2: Schematic of ellipticine molecule in its normal form. Also shown are the
proton acceptance (υ1, υ3) and donation (υ2, υ4) coordinates. α1, β1, α2, and β2 are
HB angles at υ1, υ2, υ3, and υ4 respectively. dAD in the figure denotes the distance
between atoms A and D. Here, red colored labels denotes proton donating coordinates

and blue colored labels denote proton accepting coordinates.

solvents. Those in the top panel of Figure 4.3 have been computed from the BOMD tra-

jectories while those in the bottom panel are computed using the PIGLET trajectories.

Similar to what we observed for water, we find that in the BOMD simulations where the

nuclei are treated classically, not only there are no protonation and deprotonation events

for both the proton transfer coordinates but also the protons remain strongly bound to

the donor atoms through covalent bond (υ1,2 always greater than zero). In contrast, as
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the NQE is turned on, we find that though most of the time there are no protonation/de-

protonation events (the PDFs are peaked at positive values of υ1 and υ2), there are a

few instances where one observes the occurrence of protonation/deprotonation events.

We note that though these instances are small, they are not negligible. Moreover, we

also find that there are a significantly large number of configurations where the protons

are shared between the heavy atoms, υ1,2 = 0. This is true for all the υ’s in all the three

solvents except for υ2 in ethylene glycol. In ethylene glycol (EG) we do not observe any

occurrence of deprotonation of the pyrrole (N) of ellipticine. This can be attributed to

the steric repulsion that the bulky methyl group of EG face due to the presence of the -

CH3 group in ellipticine close to pyrrole N when EG tries to approach ellipticine. Hence

our calculations show that the quantum nature exhibited by the light protons makes

the H atoms more labile, thereby weakening the covalent donor-H bond. Moreover, as

we move from water to methanol to ethylene glycol we find that the magnitude of the

negative value of υ1 decreases. This implies that the transferred proton from water to

pyridine N is most strongly bound to the acceptor pyridine N for water and weakest

for ethylene glycol. Additionally, we also find that the number of configurations where

the proton is shared between pyridine N and the nearest solvent molecule also decreases

from water to ethylene glycol. This shows that as we move from water to ethylene glycol

the strength of the solute-solvent H bond weakens.
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Figure 4.3: Probability distribution function of the different proton transfer coordi-
nates (as described in Section 3.3.1 and 4.3.2) of ellipticine in water ((a) and (d)), in
methanol ((b) and (e)), and in ethylene glycol ((c) and (d)). The PDFs in the top
(bottom) panel are computed using data obtained from BOMD (PIGLET) simulations.

For the definition of υ1−4, the readers are referred to Figure 4.2.
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Table 4.3: The values of the PDFs when υ1 and υ2 are zero.

Solvent Water Methanol EGL

υ1 = 0 2.8 × 10−2 1.2 × 10−2 6.61 × 10−3

υ2 = 0 1.5 × 10−3 2.2 × 10−3 No event

Figure 4.4: Contour plot of the joint probability distribution of the proton transfer
coordinate υ1 and υ2 of a) water, b) methanol, and c) ethylene glycol obtained from

PIGLET simulations

Similar to the case of water, ellipticine in methanol or ethylene glycol also shows dual

fluorescence. The reason for the same has been attributed to either formation of pro-

tonated or tautomeric ellipticine in the solvents. Further, there is also a debate as to

whether this forms in the ground or in the excited state. For the formation of tautomer,

the pyridine N must be protonated while the pyrrole N must be in deprotonated. Hence

for tautomeric configurations, both υ1,2 should be negative implying that there should

be a correlation between υ1 and υ2. In order to determine whether there is any such

correlation, we have plotted the joint PDF (JPDF) of υ1 and υ2. The contour plots of

the same are shown in Figure 4.4. We find that similar to water, both for methanol and

ethylene glycol the protonation and deprotonation events are not correlated. This tells

us that while in the ground state it is possible to have a protonated form of ellipticine,

however, it is unlikely that tautomers are also formed.

Now we proceed to study the effect of NQE′s on the H-bonds as a function of the solvent.

Based on the distance between the donor (D) and acceptor (A), N and O respectively in

our case, there are two types of H bonds between ellipticine and the solvent molecules.

A weak H-bond between the pyrrole N and solvent and a relatively stronger one between

pyridine N and solvent. An H-bond is typically characterized by the D-A distance, the

covalent D-H bond length, and the D-H-A bond angle. For the pyridine N (pyrrole N)

and solvent the donor is an O (N) atom while the acceptor is an N (O) atom. The
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Figure 4.5: EP in methanol: Probability distribution functions of the donor-acceptor
distances ((a) and (d)), the donor-hydrogen covalent bond lengths (b), acceptor-
hydrogen covalent bond lengths (e), and the donor-hydrogen-acceptor bond angle ((c)
and (f)) obtained from BOMD (solid black lines) and from PIGLET (dashed red lines)
trajectories. The figures in the top panel ((a)-(c)) are for the strong H-bond while
those at the bottom panel are for the weak H-bonds. The average values of the above
quantities for the BOMD and PIGLET trajectories are shown in black and red dashed

lines, respectively.

PDF plots of the heavy atom distances, the H-donor covalent bond, and the donor-H-

acceptor bond angle for methanol and ethylene glycol are shown in Figure 4.5 and Figure

4.6 respectively. In contrast to what we have observed in water, we find that when the

solvent is methanol, the NQEs weaken the strong H bond while it strengthens the weak

one. The average N-O distance for the strong (weak) H-bond increase (decrease) from

2.79 Å (3.01 Å) to 2.83 Å (2.92 Å) on turning on the NQE′s in our simulations. (from

PIGLET) (Figure 4.5). On the other hand for ethylene glycol, NQE weakens both the

strong and weak H bonds (Figure 4.6). However, the effects are more dominant for the

weak bond than the strong one. For example, the D-A distances for the strong H-bond

obtained from our PIGLET simulations is 0.01 Å larger than that obtained from BOMD

simulations. In contrast for the weak H-bond, the D-A distance is increased by about

0.15 Å. Such a large increase in the D-A distance is due to the dual effect, namely, the

NQE and the steric repulsion faced by ethylene glycol when it approaches the pyrrole N

of ellipticine. Further we find that the magnitude of the difference between the average

donor-acceptor distances obtained from the BOMD and PIGLET for the strong H-bond,

which is a measure of how strong the NQE′s are, decreases as we move from water to
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Figure 4.6: EP in ethylene glycol: Probability distribution functions of the donor-
acceptor distances ((a) and (d)), the donor-hydrogen covalent bond lengths (b),
acceptor-hydrogen covalent bond lengths (e), and the donor-hydrogen-acceptor bond
angle ((c) and (f)) obtained from BOMD (solid black lines) and from PIGLET (dashed
red lines) trajectories. The figures in the top panel ((a)-(c)) are for the strong pyridine
H-bond while those at the bottom panel are for the weak H-bonds. The average values
of the above quantities for the BOMD and PIGLET trajectories are shown in black and

red dashed lines, respectively.

methanol to ethylene glycol. This implies that the importance of NQEs on the solute-

solvent H-bond decreases as one goes from water to methanol to ethylene glycol.

To understand which property of the solvent correlates well with the decreasing impor-

tance of NQEs we looked into the variation of proton affinity (PA) and H bond donation

ability (α) of the solvents. We note that these two are inversely related. We find that as

one moves from water to methanol to ethylene glycol the PA increases while α decreases.

It is expected that as the PA (α) of the solvent increases (decreases) it will act like a

bad proton donor and hence will have a reduced propensity to form the H bond and for

such cases the effect of NQEs decrease. For our system, for the case of the strong H

bond, i.e., between pyridine N and solvent where the latter acts as a proton donor we

find the importance of NQEs diminish.
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4.3.2 Effect of NQE on H-bonding in explicit solvent environment

In this section, we elucidate how the H bond between two solvent molecules (one that

is interacting with the solute and the second one that is closest to the previous one) are

affected due to the H-bond between the solute and the solvent molecule. Further, we

also discuss the role of NQEs for such H-bonds. To do so, in addition to υ1 and υ2, we

have introduced two more proton transfer coordinates that will be useful to quantify the

fluctuations in the H bonds within the solvent molecules. These are shown in Figure

4.2 where υ3 = dOs1Hs1 - dOs3Hs3 , the subscript 1 denotes the solvent molecule that is

forming a H-bond with the pyridine N and the subscript 3 denotes the solvent molecule

that is closest to the solvent molecule 1 and forming H bond with it. A negative value

of υ3 denotes that a proton from solvent molecule 3 is transferred to solvent molecule 1.

Analogous to υ3 we have defined υ4 = dOs4Hs4 - dOs2Hs2 . We note that υ3 and υ4 will

provide information on the fluctuations in the H-bonding between the solvent molecules

due to the fluctuations in the solvent-solute H bonding. In addition to υ1 and υ2, we

also monitored υ3 and υ4 throughout the BOMD and PIGLET trajectories. Similar

to υ1, we find that for all the three solvents there are low but finite probabilities of a

proton being transferred from solvent molecule 3 to solvent molecule 1 (interacts with

ellipticine), which is corroborated by the fact that the PDF plots of υ3 shows that there

are low probabilities that υ3 can have negative values. Additionally, we find that there

is a significant fraction of configurations where the proton is shared between two solvent

molecules. Moreover, the PDF plots for υ3 and υ4 are almost similar for methanol and

ethylene glycol while they are significantly different for water.

Figure 4.7: Contour plot of the joint probability distribution of the proton transfer
coordinate υ1 and υ3 of a) water, b) methanol, and c) ethylene glycol obtained from

PIGLET simulations
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Figure 4.8: Contour plot of the joint probability distribution of the proton transfer
coordinate υ2 and υ4 of a) water, b) methanol, and c) ethylene glycol obtained from

PIGLET simulations

Figures 4.9, 4.10, 4.11 show some representative snapshots from our PIGLET simula-

tions where υ3,4 are positive, zero and negative for water, methanol and ethylene glycol

respectively. Figure 4.9(a) shows a representative snapshot of the ellipticine along with

the water molecules that are used to define the proton transfer coordinates for the case

where υ3 and υ4 are zero while Figure 4.9 (b) and (c) are representative snapshots where

υ3 and υ4 are negative respectively. For υ3 < 0 we see that the water molecule (labeled

as red in Figure 4.9 (b)) is converted to a hydronium ion (H3O
+) with each of the -OH

bond length being 1.07 Å. Moreover, the water molecule labeled as purple is converted

to an OH− ion. The hydrogen bond length between this H3O
+ and OH− ion is about

1.53 Å. In contrast, when υ4 < 0 we find that the H that is transferred from water

molecule 2 (Figure 4.9 (c)) forms a relatively weaker bond with water molecule 4, to

which the proton is transferred (1.33 Å). In contrast with water, for methanol and ethy-

lene glycol we find that for both υ3 and υ4 the bond between the solvent molecule and

the transferred proton is much weaker than a conventional -OH bond.

Additionally, we have also investigated if there is any occurrence of concerted proton

transfer, analogous to Gröthus mechanism, i.e. when solvent molecule 1 accepts (do-

nates) proton from (to) ellipticine it donates (accepts) another proton to (from) solvent

molecule 2. To do so we have plotted the JPDF between υ1 (υ2) and υ3 (υ4). These are

shown in Figure 4.7 and 4.8 (for classical analogous, See Figure Figure A.14 and Figure

A.15). If the two events are correlated then we would expect non-zero probability when

both υ1 and υ3 (or υ2 and υ4) are zero. However, for all the solvents, we find that the

PDF to be zero in the third quadrant of the JPDF plots suggesting that these events

are uncorrelated.
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Figure 4.9: Representative snapshots for a) both υ3 and υ4 are positive, b) υ3 <
0, and c) υ4 < 0 for ellipticine in water. Red colored solvent is closest to ellipticine
molecule and Purple (green) are the next closest water molecules. The molecule “1”
is the first nearest H-bonded solvent molecule to the ellipticine. Further molecule “2”
and “3” are next H-bonded solvents to the molecule “1”. The bond lengths are given

in Å.

Figure 4.10: Representative snapshots for a) both υ3 and υ4 are positive, b) υ3 < 0,
and c) υ4 < 0 for ellipticine in methanol. The red colored solvent is closest to ellipticine
molecule and Purple (green) colored solvent is the next closest methanol molecules. The
molecule “1” is the first nearest H-bonded solvent molecule to the ellipticine. Further
molecule “2” and “3” are next H-bonded solvents to the molecule “1”. The bond lengths

are given in Å.

Now we proceed to understand how the strength of the H-bonds within the solvent

molecules are affected due to the H bond between the solute and the solvent. If the

solute-solvent H-bonds do not perturb the solvent H bonds, then the H bond formed

between solvent molecules 1 and 3 and 2 and 4 should exhibit similar properties. As

we had done in the previous section, we have plotted the PDF for the heavy atom

distances, the O-H covalent bond distances and the ∠O-H-O bond angles for the solvent

molecules near the two solute-solvent H bond. These are shown in Figure 4.12, 4.13,

4.14 for water, methanol and ethylene glycol respectively. For methanol, we find that for

both the H bonds, the average D-A distances are similar and NQE slightly strengthens

both the bonds (4.13). Similar behavior was also observed for ethylene glycol (4.14).
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Figure 4.11: Representative snapshots for a) both υ3 and υ4 are positive, b) υ3 <
0, and c) υ4 < 0 for ellipticine in ethylene glycol. The red colored solvent is closest
to ellipticine molecule and Purple is the next closest ethylene glycol molecules. The
molecule “1” is the first nearest H-bonded solvent molecule to the ellipticine. Further
molecule “2” is the next H-bonded solvents to the molecule “1”. The bond lengths are

given in Å.

However when water is the solvent we observe different behavior. For water, we find

that average the D-A distance for the solvent H-bond close to the strong H-bond of

ellipticine-water is about 2.73 Å, while for the other one it is about 2.89 Å. While the

latter D-A bond distances are similar to that observed in bulk water [114] suggesting

that the weak H bond between ellipticine and water is not affecting the H-bond strength

within the solvent, the shorter D-A distance between two water molecules near the strong

ellipticine-water H bond suggests that the solvent H-bonds are strengthened due to the

strong ellipticine-water H-bond.
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Figure 4.12: EP in water: Probability distribution functions of the donor-acceptor dis-
tances ((a) and (d)), the donor-hydrogen covalent bond lengths (b), acceptor-hydrogen
covalent bond lengths (e), and the donor-hydrogen-acceptor bond angle ((c) and (f))
obtained from BOMD (solid black lines) and PIGLET (dashed red lines) trajectories.
The figures in the top panel ((a)-(c)) are for the strong H-bond while those at the bot-
tom panel are for the weak H-bonds. The average values of the above quantities for the
BOMD and PIGLET trajectories are shown in black and red dashed lines, respectively.
(Top panel: between solvent molecule 1 and molecule 3 and bottom panel: between

solvent molecule 2 and molecule 4 as labeled in Schematic representation 4.2)
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Figure 4.13: EP in methanol: Probability distribution functions of the donor-acceptor
distances ((a) and (d)), the donor-hydrogen covalent bond lengths (b), acceptor-
hydrogen covalent bond lengths (e), and the donor-hydrogen-acceptor bond angle ((c)
and (f)) obtained from BOMD (solid black lines) and PIGLET (dashed red lines) tra-
jectories. The figures in the top panel ((a)-(c)) are for the strong H-bond while those at
the bottom panel are for the weak H-bonds. The average values of the above quantities
for the BOMD and PIGLET trajectories are shown in black and red dashed lines, re-
spectively. (Top panel: between solvent molecule 1 and molecule 3 and bottom panel:
between solvent molecule 2 and molecule 4 as labeled in Schematic representation 4.2)
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Figure 4.14: EP in ethylene glycol: Probability distribution functions of the donor-
acceptor distances ((a) and (d)), the donor-hydrogen covalent bond lengths (b),
acceptor-hydrogen covalent bond lengths (e), and the donor-hydrogen-acceptor bond
angle ((c) and (f)) obtained from BOMD (solid black lines) and PIGLET (dashed red
lines) trajectories. The figures in the top panel ((a)-(c)) are for the strong H-bond
while those at the bottom panel are for the weak H-bonds. The average values of the
above quantities for the BOMD and PIGLET trajectories are shown in black and red
dashed lines, respectively. (Top panel: between solvent molecule 1 and molecule 3
and bottom panel: between solvent molecule 2 and molecule 4 as labeled in Schematic

representation 4.2)
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4.3.3 Electronic absorption spectra of EP in protic solvents

Figure 4.15 shows the experimental spectra of ellipticine in the presence of the three

solvents. Also shown are the computed spectra obtained from BOMD and PIGLET

trajectories. We find that compared to the experimental spectra, the computed ones are

blue-shifted. However, within the computed spectra we find a stark difference between

that obtained from PIGLET and BOMD simulations. We find that the PIGLET spectra

are much broader compared to the BOMD ones and qualitatively reproduces the exper-

imental ones. It even reproduces well the very broad features in the long wavelength

regime of the experimental spectra. Further, we have also listed the λmax in Table 4.4 for

the absorption spectra of ellipticine in the three solvents. According to the experimental

reports, we observe that λmax is red-shifted as one goes from methanol to ethylene glycol

to water. We note that our computed spectra from PIGLET simulations give the correct

trend as observed in the experiments. In contrast, we find that the spectra obtained

from the BOMD simulations were unable to capture correctly the qualitative behavior

of the absorption spectra. This highlights the importance of incorporating the NQEs

in the simulations where H-bonding is important to correctly describe the trends in the

optical properties of the solvent.

Table 4.4: Comparison in the λmax position for absorption spectra of ellipticine in
different solvents computed using BOMD and PIGLET with the experimental results.
These computed wavelengths are obtained from CAM-B3LYP exchange functional and

6-311++g(d,p) basis set.

Solvents Experimental Classical Quantum
(λmax,nm) (λmax,nm) (λmax,nm)

Methanol 285 [73, 76] 273 277
Ethylene glycol 295 [75] 277 279

Water 300 [115] 272 284

4.4 Conclusions

In summary, in this chapter, we have studied how the NQEs are manifested in different

protic solvents. In addition to the NQEs on the solvent-solute H-bonding we also dis-

cussed the effects on the H-bonding within the solvent molecules. From our simulations

we show that as the proton donation capability of the solvent molecules decreases, the

strength of the H bond decreases and the NQEs also reduces. Further we find that if the
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Figure 4.15: Comparison of experimental absorption spectra with computed spectra
of ellipticine (with CAM-B3LYP exchange functional and 6-311++g(d,p) basis set) in
(a) water, (b) methanol, and (c) ethylene glycol. The inset shows that the zoomed part

of absorption spectra from 300 nm to 500 nm.

solvent-solute H bond is stronger, the H bonds between solvent molecules in the vicinity

of the strong solvent-solute H-bond is strengthened. We find that the broadening of the

absorption spectra can be attributed to both the presence of solvents and the impor-

tance of nuclear quantum effects in these systems. Finally, we also find that for this case,

where H-bonding is important, it is crucial to incorporate the NQEs while computing

the absorption spectra in order to reproduce the experimental results qualitatively.



Chapter 5

Descriptors to predict

dye-sensitized semiconductor

based photocatalyst for hydrogen

evolution reaction

5.1 Introduction

As mentioned in the introduction of the thesis, H2 produced from photocatalytic water

splitting is one of the “green” ways to harness and store solar energy by converting it

to chemical energy [116–120]. Moreover, H2 is also used as a raw material for several

important chemical reactions [121, 122]. Till date, to the best of our knowledge, the

majority of the hydrogen used for the industrial purpose is produced from steam re-

forming, which is not environment-friendly. Hence it is desirable to produce H2 from

photocatalytic water splitting. However, production of hydrogen from (photo)catalytic

water splitting is an endothermic process, requiring about 2.46 eV of energy. Therefore,

there is a need for a suitable photocatalyst to speed up the reaction.

Typically semiconductors are used for this purpose. However, the most commonly avail-

able, cheap semiconductors like ZnO, TiO2, etc. have a large band gap (about 3 eV) and

hence can absorb only in the ultra-violet (UV) region [123–128]. Further, these have a

large amount of defects (primarily in the form of O vacancies) that act as an electron-hole
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recombination center, thereby reducing the efficiency of the process. For these reasons,

there are efforts to modify these semiconductors such that the effective band gap is

reduced (enabling it to absorb in the visible region) and the defects are passivated. Sen-

sitizing semiconductors with dyes is one such way that has been used quite successfully

in photovoltaics [31–33]. One of the first reports of using dye-sensitized semiconductors

(DSS) is the use of Ru(bpy)2+3 -sensitized Pt/TiO2/RuO2 by Grätzel and co-workers

[30, 129]. Following this, there have been several other reports [126, 130–134]. However,

the desired synergism for H2 and O2 production in a single dye-sensitized system is still

far from the desirable solar-to-hydrogen conversion efficiency (30% in terms of quan-

tum yield at 600 nm). For example excitation between NKX-2677-Pt/H4Nb6O17 and

Pt/WO3/IrO2 results in quantum yield (QY) of about 0.05% for H2 production under

400 nm light irradiation [129] (NKX-series are derivatives of coumarin dyes with basic

C-343 moiety). However, the quantum yield of NKX-2697 is increased by the increase

of thiophene rings on NKX-2677 [135]. On the other hand, the rate of H2 evolution

using NKX-2587 (which has no thiophene ring) decreased drastically with increasing

irradiation time [129, 135]. In contrast, it has been shown that only photocatalytic

H2 production, rather than the complete water splitting, using dye-sensitized semicon-

ductor suspensions containing sacrificial agents exhibited a higher apparent quantum

yield (AQY) [136–141]. For example Pal et al. reported about 50% AQY with 10%

triethanolamine as the electron donor under 400 nm light irradiation [142]. Hence DSSs

with sacrificial agents for H2 production are widely investigated. Further, there are also

a lot of efforts to design novel DSSs with improved efficiency.

Computational material science can help in rational designing of materials for DSSs.

Using high throughput screening of semiconductor-dye combinations one can identify

possible candidates for DSSs. However, to achieve so it is necessary to have “descriptors”

that depends on material properties, correlate with the amount of H2 production and is

computationally inexpensive. Therefore, in this thesis, we have tried to propose some

novel descriptors that are easy to compute and can be used to identify novel DSSs. In

order to do so it is pertinent to understand the components that are necessary and the

associated processes.

For photocatalytic H2 production from the water reduction half-reaction, the main com-

ponents are a semiconductor, dye molecules (adsorbed on the semiconductor), an H2

production cocatalyst and an electron donor. In addition to the fact that the dye should
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Figure 5.1: Typical principle of a dye-sensitized semiconductor for visible light-
induced photocatalytic H2 production from the water reduction half-reaction. Figure

reproduced from [6] Copyright© RSC 2016

absorb in the visible region, the DSS composite should have the following properties:

(a) the HOMO of the dye should lie in the gap region of the semiconductor and (b)

the bottom of the conduction band should be more negative compared to the reduction

potential. Further the relevant processes are (i) excitation of dye molecules and transfer

of photoexcited electrons from HOMO to LUMO of the molecule, (ii) injection of pho-

togenerated electrons from the dye to the semiconductor’s CB, (iii) migration of the CB

electrons to the semiconductor surface and H2 production and (iv) regeneration of the

dye molecule for cyclic utilization. In addition to this, there is a detrimental step, i.e.,

the recombination of the excited electron-hole. These processes are schematically shown

in Figure 5.1.

Typically the band alignment is used as a descriptor for identifying possible candidates

for DSS. However, to narrow down the material space we propose two novel descriptors,

which can be used along with the band alignments of the composite with respect to the

oxidation and reduction potentials. To do so we have focused on the injection proba-

bility (ease with which photoexcited electron are transferred) of injecting the excited

electron from dye to semiconductor and recombination. For electron transfer, we note

that the relevant parameters are the coupling strength between dye and semiconductor

empty states and the lifetime of the coupled dye state. We also note that electron-

hole recombination can be prevented if the electron and hole are spatially separated.

Hence we have also taken the electron-hole separation (EHS) as our descriptor. To

find the relationship between these three factors with the amount of H2 evolution, we
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have considered composites of ZnO nanoparticles and three azo-based dyes that have

been synthesized by Nandini Devi’s group at the National Chemical Laboratory, Pune,

India. We note that these dyes are not only cheap and easy to synthesize but are also

photo-stable. Further, the above mentioned experimental group have performed pho-

tocatalytic H2 production experiments using these composites under similar conditions.

Hence the amount of H2 evolved from each of the samples are comparable. Using this

experimental data and our computed value of the descriptors, we have found out the

correlation between the descriptor and the amount of H2 produced. This correlation

was used to predict the amount of hydrogen production for another dye that has been

experimentally synthesized. The predicted result was compared with the experimental

one.

The rest of the chapter is divided as follows. In Section 5.2 we describe the details of

computational methods that have been used to determine the lowest energy configuration

of the dye and dye-ZnO composite. Section 5.3.1 contains results of the strucure and the

electronic structure of the ZnO-Azo dye composite. The methodology to compute the

descriptors and their correlation with the amount of hydrogen production for ZnO-azo

dye are described in Section 5.3.2. Finally, we summarize our results in Section 5.4.

5.2 Computational details

5.2.1 Lowest energy structure of the dye

In order to determine the ground state of the dye molecules in gas phase we have

performed DFT based calculations using the Gaussian Software (G09-rev-D) [92]. We

have used PBE exchange-correlation functional [38] and 6-311++G(d,p) basis set. For

each of the dyes, we started with the planar configuration and optimized the geometry.

Further, we also scanned the potential energy surface (PES) by rotating the β-naphthol

group about the ∠C1C2N1N2 and ∠N1N2C3C4, which are marked in Figure 5.2 (a). The

results of the dihedral scan are shown in Figure B.1, and Figure B.2 in Appendix B,

while the lowest energy configurations are shown in Figure 5.2. We find that the planar

configuration is lowest in energy for 4ABBN. Further, we find that the ground state

of the molecule is stabilized by the formation of an H bond between the -OH group in

β-naphthol moiety and the N1 atom of the azo group (see Figure 5.2 (a)). In the case of
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3AB8HQ and 4AB8HQ, we find that in their lowest energy configuration the molecules

are slightly that distorted from the planar structure with ∠C3N2N1C2 dihedral angles

of 4◦ and 5◦ respectively (see figure 5.2 (b) and (c) for optimized structures). This can

be attributed to lone pair (n) of a nitrogen atom (labeled as N2 in Figure 5.2 (b) and

(c)) repelled by nearest C-H of the quinoline moiety.

Similarly, in the case of oligothiophenes, we scanned PES by rotating the two dihedral

angles ∠S1C1C2S2 and ∠S2C3C3S4, which are marked in Figure 5.2 (d). The potential

energy surface as a function of ∠S1C1C2S2 and ∠S2C3C3S4 dihedral angles are shown

in Figure B.3 in Appendix B. We found that the sulphur atoms are arranged in a trans-

conformation. Moreover, derivatives of oligothiophenes deviates from the planar shape

about 10-15◦ dihedral angle. This can be attributed to lone pair - lone pair repulsion

on the sulphur and C-H bond.

Figure 5.2: Lowest energy structure of a) 4ABBN, b) 4AB8HQ, c) 3AB8HQ, and d)
oligothiophenes (T3-X, where X is the substituting group discussed briefly in the text)
in the gas phase. The red, black, cyan, dark green, purple, and blue spheres represent
O, C, H, S, X, and N atoms respectively. X is the substituted atom such as halogen,

electron withdrawing (donating) groups.

Since for the composites we have used Quantum ESPRESSO (QE) software [143], which

is a plane wave based code, in order to compute the binding energies of the dye on

ZnO, we have recomputed the optimized geometry and total energies of the dyes in

gas phase using PBE exchange-correlation functional with QE. For this, we have placed

the molecule in a big box such that separation between the periodic images along the

three different directions are 8 Å, 6 Å, and 16 Å along x, y, and z-axis respectively (the

molecular plane is placed along XZ plane). We find that this is sufficient to avoid the

spurious interactions between them. Further, we have used kinetic energy cutoff of 35

Ry and 400 Ry for the plane wave and charge density respectively. We find that the
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bond lengths and bond angles for most stable configurations obtained from both the

calculations are similar.

5.2.2 ZnO nanoparticle and composite

The calculations were done using the Quantum ESPRESSO software [143], which is

a plane wave based implementation of density functional theory (DFT). The electron-

ion interactions were described using ultrasoft pseudopotentials [47]. The exchange-

correlation potential had been described by the Purdew, Burke and Ernzenhof (PBE)

parametrization within the generalized gradient approximation [38, 144]. We have used

kinetic energy cut offs of 35 Ry and 400 Ry for the wavefunction and charge density

respectively. To test the accuracy of the pseudopotentials used in the calculations,

lattice parameters of bulk ZnO in its wurtzite structure and the bond length of an

oxygen molecule in the gas phase were determined. The wurtzite structure of ZnO has

a hexagonal unit cell. For bulk ZnO, the lattice parameter was found to be 3.29 Å

and the c/a ratio to be 1.61. This is in excellent agreement with previously reported

experimental values and calculations [145].

Within DFT, the band gap (Eg) of ZnO is severely underestimated (Eg DFT =0.78

eV and Eg experimental =3.3 eV). The wrong positions of the Zn 3d orbitals result in

spurious interaction with the sp states of O, which is responsible for this severe underes-

timation. This can be corrected by many-body techniques, which are almost impossible

to use for these large systems due to the enormous computational cost involved in these

calculations. Hence we used an alternative technique, which was suggested by Janotti

and coworkers [146] and later successfully used by Calzolari et al. [145]. We have used

an ad hoc Hubbard U potential within the DFT+U scheme to correct for this band gap

underestimation We note that the Hubbard U values included in our calculations are

just empirical parameters to correct the gap. Following ref. [145], we have used Hubbard

potentials of U = 12.0 eV on the 3d orbitals of Zn and U = 6.5 eV on the 2p orbitals of

O. These values of U are obtained by fitting the experimental ZnO bulk band structure.

The ZnO nanoparticles used in the experiment are of diameters 3.5 and 30 nm, which is

larger than the Bohr exciton radius of 2.87 nm in ZnO. Hence we expect that quantum

confinement effects will not be significant. Therefore we have used the most stable non-

polar ZnO (101̄0) surface to model the ZnO-4ABBN composites. The ZnO (101̄0) surface
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was modelled with an asymmetric slab having six Zn-O bilayers. The slab is oriented

such that the surface is normal to the z-axis. The 4ABBN molecule was placed on one

side of the slab. To remove the spurious surface effects from the bottom of the slab,

it was passivated with pseudo hydrogens [147, 148]. We have used a vacuum of about

20 Å after the molecule is adsorbed on the surface to minimize the interaction between

the periodic images perpendicular to the slab. Additionally, to cancel the effects of the

spurious dipole moment generated by the presence of the molecule on one side of the slab

and pseudo-hydrogen atoms on the other side, we have also applied an external electric

field in the direction opposite to that of the dipole moment. Since we are interested

in the interaction of the molecule with the substrate, we have used a (5×2) supercell

resulting in a minimum separation of about 8 Å between the periodic images of the

molecules in the x-y plane. The Brillouin zone integrations had been done using the

Gamma point only.

5.3 Results and Discussion

5.3.1 Structure, electronic structure and band alignment of ZnO-azo

dye composites

The clean ZnO (101̄0) surface contains ordered rows of buckled Zn-O dimers along the

polar [0001] direction with a net electron accumulation on the O atoms. Our calculations

show that 4ABBN binds vertically to the ZnO surface forming a bidentate Zn-O bond

through the -COOH group. Further, we observe that, during the relaxation process, the

dye molecule spontaneously deprotonates, releasing an H+ ion from the -COOH group;

the latter gets attached to the neighboring electron rich O of the ZnO surface. The

newly formed Zn-O bond lengths are about 1.96 and 1.97 Å. We do not observe any

distortion of the surface except at the adsorption site where the buckling of the Zn-O

dimers are reduced to 0.19 and 0.07 Å compared to that of 0.33 Å on the clean surface.

The binding energy of the dye molecule obtained from our calculations is about 1.95 eV,

suggesting that 4ABBN is strongly anchored to ZnO.

For the other two azo-dyes, namely, 4AB8HQ and 3AB8HQ, we note that there are two

possible ways in which the dyes can anchor to ZnO; either through the -COOH group in

the benzoic moiety or through the -OH and N group in the hydroxyquinoline moiety. We
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performed calculations for both the anchoring configurations and found that the dyes

prefer to bind to ZnO through -COOH group. Similar to 4ABBN, for these two cases

also we find that the dye gets deprotonated and form bidentate Zn-O bonds. The Zn-O

bond lengths are similar (±0.03 Å variations compared to 4ABBN) to that observed

for 4ABBN. However, the binding energy is about 0.5 eV lower than that observed for

4ABBN.

The density of states (DOS) of the ZnO-4ABBN is shown in Figure 5.3(a). The electronic

states are aligned with respect to the energy at vacuum. We find that upon modifying the

surface of the ZnO nanoparticles with 4ABBN, the effective band gap of the interface

is reduced to 1.47 eV compared to that of 3.77 eV for the clean slab. Figure 5.3(a)

also shows the contribution of the ZnO (red circles) and dye (blue) states to the total

DOS. Our calculations show that the valence band maximum (VBM) of the interface

is localized on the dye molecule (Figure 5.3(c)) and the conduction band minimum

(CBM) is localized on the slab (Figure 5.3(d)). Additionally, there is a weight of the

wavefunction on the O atoms of the azo-dye through which it binds to the ZnO slab

indicating that there is a possibility of fast electron transfer from the dye to the ZnO. The

interface is thus converted to a staggered type II interface, which facilitates absorption

in the visible region as observed in the experimental absorption spectra of ZnO-4ABBN

[149].

To explore the possibility of using the composites as photocatalysts for water splitting,

we looked into the positions of the oxidation potential (OP) of oxidizing H2O to O2 and

the reduction potential (RP) of reducing H+ to H2 with respect to the positions of VBM

and CBM of the ZnO-4ABBN composite. The absolute values of the OP/RP are given

by

E
OP/RP
abs = −4.5− EOP/RPNHE , (5.1)

where E
OP/RP
abs is the absolute value of the OP/RP and E

OP/RP
NHE is the OP/RP potential

in V vs. the NHE at pH 0. EOPNHE is 1.23 eV and ERPNHE is 0.00 eV. From our calculations

we find that the absolute values of OP and RP are -5.73 eV and -4.5 eV respectively.

Thus the OP is about 0.06 eV above the VBM (Figure 5.3) and the RP is 0.18 eV below
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Figure 5.3: (a) DOS of the ZnO-4ABBN composite. Dot-dashed violet and magenta
vertical lines mark the VBM and CBM respectively. The dashed brown and green lines
mark the OP and RP. (b) Optimized structure of 4ABBN on ZnO( 101̄0 ). The grey,
red, black, cyan and blue spheres represent Zn, O, C, H and N atoms respectively. The
bond lengths are given in Å. (c) The wavefunction corresponding to the VBM. (d) The

wavefunction corresponding to CBM. (e) The wavefunction of a coupled state.

the CBM (Figure 5.3). These results suggest that thermodynamically water splitting

reaction will be catalysed by the ZnO-4ABBN composite.

Similarly, Figure 5.4 and Figure 5.5 show the density of states (DOS) and the wavefunc-

tions of the frontier orbitals of 3AB8HQ and 4AB8HQ composites respectively. These

two composites are iso-electronic with 4ABBN dye where the β-naphthol moiety of

4ABBN has replaced with the hydroxyquinoline (HQ) moiety. For 4AB8HQ the HQ

moiety with N=N is placed at the ortho position of benzoic acid, while for 3AB8HQ it is

placed at the meta position. The wavefunction corresponding to VBM of both compos-

ites are localized on the azide forming a “n” type state and VBM-1 is a “π” state that is

delocalized over the dye molecules. We note that this is in contrast to what we observed

for 4ABBN where the HOMO is a π-state delocalized over the molecule. Further we

also looked into the position of VBM and CBM w.r.t. the OP and the RP for these two

composites. For both the dyes we find that the position of VBM (CBM) is above the

OP (RP) of water (H+). This suggests that while oxygen evolution is thermodynam-

ically unfavourable for these composites, hydrogen evolution is possible provided one

uses some hole scavengers, eg. methanol, to remove the holes that can be accumulated

in the dye during the reaction.

The positions of the important bands (CBM, VBM and the coupled empty state) for the

three composites are summarized in Table 5.1. Additionally we also list the difference
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Figure 5.4: (a) DOS of the ZnO-3AB8HQ with -COOH anchoring. Dot-dashed vi-
olet and magenta vertical lines mark the VBM and CBM respectively. The dashed
brown and green lines mark the OP and RP. (b) The wavefunction corresponding to
the VBM-1. (c) The wavefunction corresponding to the VBM. (d) The wavefunction
corresponding to CBM. (e) The wavefunction of a mixed state. The grey, red, black,
cyan and blue spheres represent Zn, O, C, H and N atoms respectively. The bond

lengths are given in Å.

between positions of RP and CBM.

Table 5.1: Important energy levels of 4ABBN, 4AB8HQ, and 3AB8HQ composites.
All values are in eV. These dyes are arranged in decreasing order of resonance. All

these dyes are iso-electronic.

Dye VBM CBM Coupled RP-CBM Band gap

4ABBN -5.79 -4.32 -2.11 0.18 1.47
4AB8HQ -5.32 -3.98 -1.76 0.41 1.34
3AB8HQ -5.16 -3.86 -2.60 0.57 1.30

5.3.2 Computation of descriptors

As discussed in the introduction, apart from the correct band-alignment, there are three

more important aspects concerning the use of dye-sensitized semiconductors as photo-

catalysts for hydrogen evolution. They are (i) strength of coupling between the dye and

the semiconductor states, (ii) lifetime of the coupled state when dye is excited and (iii)

the separation between the electron and the hole in the coupled state. A rigorous com-

putation of these quantities involves performing many body excited state calculations

that are expensive [1, 2]. Rather, based on the recipe provided in Ref [150], we have used

single particle ground state picture to have estimates of the above mentioned quantities.
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(c)(b)

(d) (e)

(

Figure 5.5: (a) DOS of the ZnO-4AB8HQ with -COOH anchoring. Dot-dashed vi-
olet and magenta vertical lines mark the VBM and CBM respectively. The dashed
brown and green lines mark the OP and RP. (b) The wavefunction corresponding to
the VBM-1. (c) The wavefunction corresponding to the VBM. (d) The wavefunction
corresponding to CBM. (e) The wavefunction of a mixed state. The grey, red, black,
cyan and blue spheres represent Zn, O, C, H and N atoms respectively. The bond

lengths are given in Å.

The efficiency of the electron injection from the dye excited state to ZnO depends on

the strength of the matrix elements coupling the dye empty states with the ZnO CB,

the lifetime of the electron in the excited state within the dye and the availability of the

density of the states in the CB of ZnO for the transfer to happen. A reasonably good

estimate of the lifetime is given by the full-width at half maxima (FWHM , σ) of the

peak of the empty states of the dye molecule in the projected DOS of the composite.

The combined effect of the coupling strength and the availability of the density of states

(DOS) can be incorporated in a single quantity called the coefficient of injection (Cinj)

and is given as:

Cinj =

∫
σ
gdye(E )gZnO(E )dE , (5.2)

where g denotes the density of states (DOS) and E, the electronic energy. The integral

is carried out over an energy interval equal to σ, centered about the empty state of the

molecule.

If the electron is excited to a dye state that is long-lived and strongly coupled to the CB

of ZnO, the probability of injecting the electron to ZnO will be easier. Moreover, for this

state it is also desirable that the spatial separation of the electron and hole (EHS) is
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large so that the probability of recombination can be reduced. The EHS of the electron

and hole in the jth state is approximated by:

EHS =

∫
rρj(r)dr∫
ρj(r)dr

−
∫
rρV BM (r)dr∫
ρV BM (r)dr

(5.3)

where r is the position coordinate and ρ corresponds to the charge densities of the

VBM and the empty coupled states. The first (second) term in equation 5.3 is an

approximation of the center of mass of the electron (hole). We note that here we have

implicitly assumed that the electron is always excited from the HOMO of the dye (VBM

of the composite) to the empty state.

Figure 5.3 and Table 5.2 give that the values of the above-mentioned parameters for

the first 15 empty states above the CBM of ZnO-4ABBN. We computed only up to

CBM+15 because this particular state is the lowest energy one in the conduction band

of the composite where one can observe a strong coupling. Additionally to incorporate

all the effects together, we have also computed and reported the product of Cinj and

EHS. We find that for the low-lying empty states the EHS are quite large because for

these empty states the wavefunctions are localized on ZnO while the HOMO is localized

on the molecule. Hence upon allowed excitation the holes will be spatially localized

on the molecule and electrons on ZnO. For the state that has the strongest coupling

(CBM+15, for the wavefunction please refer to Fig 5.3 (e) we also find that EHS is

reasonably large suggesting that the electron excited to this state of the dye will be

easily injected to ZnO.

We have performed a similar analysis for 3AB8HQ and 4AB8HQ composites. The

different parameters related to charge injection for the most strongly coupled states is

given in Table 5.3. Additionally we have also quoted the experimental values of the

amount of hydrogen evolved when the three composites are used for hydrogen evolution

reaction. The experiments are performed in presence of 35 v/v% methanol as hole

scavenger for each of the composites. Other experimental details can be found in Ref

[149, 151]. The amount of H2 (AMH) evolved for these dyes as a function of the different

parameters, namely Cinj , EHS, and Cinj×EHS are plotted in Figure 5.6. We find that

while Cinj and Cinj × EHS are linearly correlated with the amount of H2 production
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Table 5.2: Descriptors for 4ABBN-ZnO composite for all the 16 states of CBM to
CBM+15

jth coupled σ Cinj EHS Cinj × EHS
state (eV) (Å)

CBM 0.012 0.390899 1.724 0.67391
CBM+1 0.012 0.269202 15.221 4.09752
CBM+2 0.013 0.542891 15.245 8.27637
CBM+3 0.013 0.292074 15.841 4.62674
CBM+4 0.013 0.258176 14.679 3.78977
CBM+5 0.013 0.428301 15.261 6.5363
CBM+6 0.013 0.55075 13.962 7.68957
CBM+7 0.013 15.8351 3.245 51.3849
CBM+8 0.012 17.1248 2.681 45.9116
CBM+9 0.013 12.242 12.125 148.434
CBM+10 0.012 10.3373 14.123 145.994
CBM+11 0.013 0.519549 13.740 7.1386
CBM+12 0.012 0.348069 13.428 4.67387
CBM+13 0.012 1.1404 4.963 5.65981
CBM+14 0.013 59.9047 6.784 406.393
CBM+15 0.013 161.237 10.547 1700.57

(R= 0.998 for Cinj and R= 0.999 for the product), EHS shows a linear anticorrelation

(R=0.995). The equations of the straight line obtained from the linear fit are given by:

AMH = 0.03764(Cinj)− 2.43964

AMH = −0.631836(EHS) + 10.2043

AMH = 0.0071446(EHS × Cinj)− 8.55841

(5.4)

The anti-correlation behavior for EHS can be understood as follows. For a given com-

posite the largest possible EHS is obtained when the electron is completely localized on

ZnO and the hole on the dye. However, this also implies that to achieve this the coupling

between the empty state of ZnO and dye has to be negligible or zero and as explained

earlier a weak coupling results in less efficient electron injection. Therefore one observes

anti-correlation between EHS and the amount of H2 evolved. This also implies that for

the composite it is necessary to have an optimal value of EHS maintaining the subtle

balance between prevention of carrier recombination and electron injection.
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Figure 5.6: Amount of hydrogen evolution (AMH) in the reaction plotted against a)
Cinj , b) EHS (Å), c) product of Cinj and EHS. Red dashed lines represents the fitted
curve from azo dye composites. Blue dashed lines represent an experimental AMH of

T3
′-Br.

Table 5.3: Descriptors of the coupled state of photosensitizers (azo dyes).

Sensitizers Cinj EHS EHS × Cinj σ Band gap Amount of
(Å) (eV) (eV) HER (mmol/g/8h)

4ABBN 161.237 10.547 1700.57 0.012 1.62 3.60
4AB8HQ 126.315 12.165 1536.56 0.013 1.34 2.40
3AB8HQ 106.89 13.821 1410.48 0.013 1.16 1.53

5.3.3 Testing the descriptors

In this section, we test how efficiently the descriptors can predict H2 evolution for a

different ZnO-dye composite. For this purpose, first, we have performed several calcula-

tions on composites of ZnO and oligothiophenes. Thiophene, which is a basic monomer

unit of oligothiophene, is an aromatic heterocyclic compound having 6π-e− cyclic system

with two lone pairs of electrons on sulphur. One of the lone pair on sulphur atom in

the thiophene moiety is involved in the aromatic sextet and the other is located in an

sp2 hybridized orbital in the plane of the ring. In our study we have considered par-

ent oligothiophenes (up to a maximum of three thiophene rings) and their derivatives

that are obtained by substituting the H in the “′” and “′′” positions of the thiophene

unit farthest from the -COOH anchoring group with halogens (viz Cl and Br) and elec-

tron withdrawing groups (-CN, -NO2). These are schematically shown in Fig 5.7 and

corresponding VBM and CBM of the composites are shown in Fig 5.9
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Figure 5.7: Sketch of oligothiophene-2-carboxylic acids, Tn, n ranges from 1 to 3
thiophene units. X - halogens (Cl and Br) and Y - electron withdrawing groups (-CN,
-NO2). X′ (Y′) and X′′ (Y′′) are substituting groups on first nearest carbon atom to
sulphur atom and second position nearest carbon atom to sulphur atom of thiophene

respectively.

Upon interacting with ZnO, we find that the molecules prefer to bind vertically to ZnO

through the -COOH group. The molecules are distorted by 10 to 12◦ at dihedral angles

∠C1S1C2S2 and ∠C3S2C4S3. These distortions are due to the lone pair (n) on sulphur

atom and nearest C-H bond of thiophene ring. Further these distortions change on

introducing “X” group by ±3-4◦. The binding energies of the different molecules are

shown in Figure 5.8. The details of the DOS for each of the composites are given in

Section B.3 in Appendix B.

To identify the most suitable candidates for H2 evolution photocatalyst, we begin by

computing the band structure and looking at the level alignment of the VBM and CBM

with respect to the oxidation and reduction potentials. The band alignment is shown

in Figure 5.9. For all the composites we find that the VBM is localized on the dye and

the CBM is on ZnO slab. Further, we also find that most of the composites, except

-C=N and -NO2 substitutions on oligothiophenes are suitable for H2 evolution. For the
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Figure 5.8: Binding energy of oligothiophene-2-carboxylic acid derivatives. X is the
substitution group.
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considered oligothiophene molecules in the gas phase with electron withdrawing groups
on ortho and meta position of thiophene molecule, shifted with respect to the vacuum
level. The blue and cyan dashed lines are OP and RP of water splitting respectively.

cases where we observe the desirable band alignment, we computed σ, EHS, Cinj and

EHS × Cinj . These are listed in Table 5.4.

From our calculations, we find that the halogen-substituted oligothiophenes with three

thiophene rings have largest value of Cinj . Amongst these, we have experimental results

for T3
′-Br. Using the values of EHS, Cinj and EHS × Cinj from Table 5.4 for T3

′-Br

composite in Equations 5.4, we have predicted the amount of H2 that can be produced

using T3
′-Br-ZnO composite and compared with the experimental results. The predicted

values are plotted in Figure 5.6 (green filled circle). The experimental value for the

same is indicated by the horizontal blue dashed line. We find that using EHS and

Cinj individually as descriptors, the predicted and measured values are significantly

different. In contrast, using the product of the two, i.e., EHS × Cinj , as a descriptor,
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Table 5.4: Descriptors of the coupled state of photosensitizers Oligothiophenes and
their derivatives.

Sensitizers Cinj EHS EHS × Cinj σ
(Å) (eV)

T1 26.818 7.8900 211.590 0.013
T2 33.255 12.356 410.904 0.012
T2 54.673 11.028 602.934 0.038
T3 30.259 12.216 369.643 0.012

T2
′′-Br 89.695 15.570 1396.81 0.013

T2
′′-Cl 43.626 12.180 531.448 0.013

T2
′-Br 35.111 11.750 412.523 0.012

T2
′-Cl 26.816 11.710 313.935 0.012

T2
′-CN 30.228 11.320 342.146 0.012

T2
′-NO2 19.019 6.3050 119.914 0.013

T3
′-Br 145.58 10.269 1494.96 0.012

T3
′-Cl 112.96 10.108 1141.81 0.013

T3
′-CN 16.737 8.2950 138.833 0.012

T3
′′-Br 114.31 12.666 1447.83 0.015

T3
′′-Cl 129.49 12.745 1650.39 0.016

we find that the predicted and measured values are in excellent agreement. The failure

of the individual quantities to predict the amount of H2 evolution can be understood

from the fact that both these processes are interconnected and it is necessary to have a

subtle balance between the two.

5.4 Summary

In summary, using a combination of computational tools and controlled experimental

measurements we have proposed that the product of separation between the electron

and hole and the electron injection efficiency of the composite can be used as descriptors

to predict novel dye-sensitized-semiconductor composites as photocatalysts for H2 evo-

lution. We note that at present in our calculations we have neglected the solvent effect.

Moreover, the data points are too few and more studies need to be done to validate this

proposal.
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Summary and outlook

6.1 Part I

In this part, we have studied the nuclear quantum effects on the structural, dynamical,

and spectroscopic properties of the normal form of ellipticine in protic solvents such as

water, methanol, and ethylene glycol. We have used path integral molecular dynam-

ics along with a recently proposed colored noise thermostat based on the generalized

Langevin equation for nuclear quantum effects. From the results of our calculations on

ellipticine in water, that are presented in Chapter 3 of this thesis we find that NQE in-

creases the fluctuations, not only in the light protons of the H-bonded network of solvent

and ellipticine molecule but also affects different ellipticine bond lengths formed from

the relatively heavier C and N nuclei. For the total duration of our simulations, we find

that there are small but significant instances of proton transfer to and from the solvent

resulting in a protonated and deprotonated form of ellipticine. Our studies suggest that

protonation or tautomerization of ellipticine in water is kinetically unfavourable and

most probably occurs in the excited state. In contrast to the cases where the H-bond

donors and acceptors have same proton affinity, we find that for ellipticine in water case,

where the proton affinities of the donor and acceptor are different the NQE strength-

ens both the weak and the strong H bonds with the former being significantly more

strengthened than the latter.

Further, to test whether this is a general phenomenon or not we extended our study to

two more solvents, namely, methanol and ethylene glycol. As we move from water to

88
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methanol to ethylene glycol, the H-bond donating capability of the solvent molecules de-

crease. Our results presented in Chapter 4 show that as the proton donation capability

of the solvent molecules decreases, the strength of the H bond decreases and the impor-

tance of NQEs also reduces. Further, we also investigated how the H-bond between the

solvent molecules are affected in presence of solute-solvent H-bonding. We find that if

the solvent-solute H bond is strong, the H bonds between solvent molecules in the vicin-

ity of the strong solvent solute H-bond is strengthened while the weak solute-solvent H

bond does not perturb the H-bonding between solvent molecules.

Another important outcome of our simulations is the effect of the quantum nature of

the nuclei on the optical properties of the solvated molecules. Our simulations show

that even to qualitatively reproduce the experimental results, for example broadening

of the absorption spectra and trends in the shift of the absorption spectra maxima, it

is crucial to incorporate the NQEs in the simulations. Moreover, from the comparison

of the absorption spectra obtained from BOMD and PIMD simulations, we could also

separate out the contributions in the shift in the absorption maxima due to the effect

of the solvent and delocalization of the light nuclei because of their quantum nature.

We propose that our predictions can be verified experimentally by (a) the proton bound

to the pyrrole N of ellipticine and (b) using D2O as a solvent instead of water. While the

former will elucidate the role NQE on the absorption spectra due to the weak pyrrole H

bond, the latter will throw light on the effect of NQE on the absorption spectra due to

the strong H bond at the pyridine N. Since our study shows that NQE strengthens both

the H bond, we expect a blue shift of the adsorption spectra along with a reduction in

the broadening of the peaks.

6.2 Part II

In the second part of the thesis, we have proposed novel descriptors that can be used

for screening semiconductors photosensitized with dyes to identify probable candidates

as a photocatalyst for the photocatalytic hydrogen evolution reaction. To propose the

descriptors we have used ZnO-azo based dyes. From our calculations and careful con-

trolled experiments using these composites, we have shown that the product of the
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computed electron injection probability from dye to ZnO and the electron-hole separa-

tion correlates linearly with the amount of H2 gas evolved when these composites are

used as a catalyst. To test this hypothesis we have scanned through a family of ZnO-

oligothiophenes (both parent and substituted) composites, computed the descriptors for

them, identified the best candidate and predicted the amount of H2 that will be evolved

when this will be used as a photocatalyst. Our predicted results were found to be in

excellent agreement with the experimental performed on the same photocatalyst, thus

suggesting that our proposed descriptor works reasonably well for this particular family

of ZnO-dye composites.

Though the initial results are promising, we note that for both classes of dyes, the

semiconductor is the same. To test the generality of the proposed descriptor we need

to perform several calculations using a different class of semiconductor-dye systems.

Moreover, we have done these calculations considering that the composite is in vacuum.

However, in realistic scenario solvents are present. Therefore it will be interesting to

study how these descriptors will behave in the presence of solvents.
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Appendix A

A.1 Radial distribution function

Figure A.1 shows the results of the g(r) between the center of mass of ellipticine and O of

water obtained from the classical molecular dynamics simulations. The first and second

solvation shells are at 5.4 Å and 7.45 Å (blue dashed lines, Figure A.1) respectively.

This has been computed from the trajectory of a classical molecular dynamics run with

a larger system, we find that water around the EP is structured only till the second

solvation shell. Hence, we extracted a smaller cubic system for BOMD and PIGLET

simulations, which comprising of one ellipticine and 87 water molecules in a cubic box

with sides 14.9 Å each. Therefore, we envisage that the results are not affected by the

system size in ground state.

Figure A.2 and A.3 shows the g(r) plots of the O atoms of a water molecule and center of

mass of ellipticine and oxygen in water respectively obtained from the BOMD trajectory.

A.2 NQE on structural properties of ellipticine:

Probability distribution functions of different bond lengths in ellipticine: We

observe that the nuclear quantum effects (NQE) result in a significant broadening of

N6-H6, aromatic C-H, and aliphatic C-H bonds. Though the average bond lengths for

these three type of bonds increases by about 0.01-0.02 Å, is noteworthy is that the width

of the PDFs of these bonds increases enormously because of the nuclear quantum effects.
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Figure A.1: The radial distribution function of the center of mass of ellipticine and
oxygen of water molecule. The blue dashed lines indicate solvation shells. This RDF is

obtained from classical MD simulations.
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Figure A.2: The radial distribution function of the oxygen atoms of water molecule
obtained from the BOMD simulations. The coordination number of oxygen atoms in

the first solvation shell (at 3.42 Å) is 4.2 and the first peak position at 2.72 Å.

Figure A.3: The radial distribution function of the center of mass of ellipticine and
oxygen in water molecule obtained from the trajectories of BOMD simulations.
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A.2.0.1 Quantum effects on covalent bond

Inclusion of quantum nature of the nuclei not only changes the H-bond strengths in-

volving the light protons of water and ellipticine, but also the bonds between the heavy

nuclei (namely C and N) in the molecule. Comparing the PDFs of the different C-C

i.e, single and double bond lengths and C-N bond lengths of the ellipticine molecule

obtained from the BOMD and PIGLET trajectories we find that (a) there is significant

broadening of the PDF, originating from the fluctuations induced by the quantum nature

of the nuclei and (b) there is a slight increase in the average bond lengths. For most of

the bonds, including the strong C=N and C=C bonds, the full-width half maxima of the

PDF almost doubles on the inclusion of NQE. This suggests that NQE not only affect

the light protons but it is also important even for the heavier nuclei. The PDFs for the

other bond lengths, average bond length values and the spread in the bond lengths are

given in Table A.1 and Figure A.6. We note that similar effects of NQE on the heavy

nuclei have also been observed in complex biomolecules [79] and other inorganic systems

like graphene [108].

Figure A.4: Probability distribution function of methyl C-H bond length. The black
solid line and red dashed line represent the PDFs of the bond length obtained from

BOMD and PIGLET simulations respectively.
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Figure A.5: Probability distribution function of 〈C−N〉 bond length. The black solid
line and red dashed line represent the PDFs of the bond length obtained from BOMD
and PIGLET simulations respectively.The vertical line represents the equilibrium bond

length in gas phase geometry of EP.

Table A.1: Average bond lengths and full-width at half maxima (FWHM) of the
PDF of the different C-C, C=C, C-N, C-H and N-H bonds are obtained from BOMD
and PIGLET simulations of the normal form of ellipticine in water. Also given are the

corresponding bond lengths of ellipticine in the gas phase.

Bond length Average bond length/ Broadening/
Bond BLYP/TZVP Peak maxima, (Å) FWHM, (Å)

(Å) BOMD PIGLET BOMD PIGLET

N6-H6 1.01 1.03 1.05 0.061 0.174
Methyl C-H 1.09-1.10 1.10 1.12 0.073 0.185

Aromatic C-H 1.09 1.09 1.10 0.065 0.183
N2=C1 1.33 1.34 1.34 0.058 0.109
N2=C3 1.37 1.38 1.38 0.078 0.117
N6=C17 1.40 1.40 1.41 0.072 0.116
N6=C18 1.39 1.40 1.41 0.072 0.117

C-C 1.52 1.52 1.53 0.077 0.120
C8=C9 1.41 1.42 1.42 0.063 0.117
C7=C8 1.40 1.41 1.42 0.060 0.113
C7=C18 1.41 1.42 1.42 0.061 0.115
C3=C4 1.38 1.39 1.39 0.062 0.113

C19=C18 1.43 1.44 1.44 0.065 0.117
C16=C17 1.46 1.48 1.48 0.070 0.118

A.2.0.2 The joint probability distribution function (JPDF):

Definition: Given random variables X,Y that are defined on a probability space, the

joint probability distribution for X,Y is a probability distribution that gives the prob-

ability that each of X,Y falls in any particular range or discrete set of values specified

for that variable. This is also known as bivariate normal distribution.
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The bivariate normal distribution is the statistical distribution with probability density

function

P (x1, x2) =
1

2πσ1σ2
√

1− ρ2
exp

[
− z

2(1− ρ2)

]
, (A.1)

where

z ≡ (x1 − µ1)2

σ21
− 2ρ(x1 − µ1)(x2 − µ2)

σ1σ2
+

(x2 − µ2)2

σ22
, (A.2)

and

ρ ≡ cor(x1, x2) =
V12
σ1σ2

(A.3)

is the correlation of x1 and x2 and V12 is the covariance. µ is the mean or expectation

of the distribution, σ is the standard deviation, and σ2 is the variance.
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A.3 Convergence of absorption spectra with respect to the

number of explicit water molecules

Before we compare our computed spectra with the experimental one we would like the

highlight the importance of performing careful convergence test of the computed spectra

as a function of number of explicit water molecules, particularly in case of PIGLET

trajectory. Figure A.7 (a) and (b) show how the position of the main peak and the

lowest energy peak evolves as a function of the number of water molecules for three

randomly chosen snapshots from the BOMD and the PIGLET trajectories respectively.

The water molecules are chosen based on the distance between the center of mass of

ellipticine and water. We start from the one that has the smallest distance and keep

on adding more water molecules. We find that at least 45 water molecules (∼ the

first solvation shell) are required to get converged spectra. A careful look at the plots

of both the BOMD and PIGLET snapshots show that the fluctuations in the peak

positions seem to saturate when about 25 water molecules are added. However, as we

keep on adding more water molecules, we find that there is a sudden red shift in the

peak positions after which the peak positions do not change. These are highlighted by

the blue circles in Figure A.7 (a) and (b). Interestingly we find that these are the points

where the water molecule that is close to the pyrrole N of ellipticine is explicitly included

in the calculation of the absorption spectra. This tells us that it is important to include

this particular water molecule explicitly, the reason being this water molecule interacts

strongly with ellipticine through H-bond formation while the other water molecules

interact with the ellipticine through OH-π interactions. This motivated us to check

whether we can reproduce the time-averaged ellipticine spectra using 45 explicit water

molecules with a lesser number of water molecules.

In Figure A.7 (c) and (d) we show the time-averaged spectra of ellipticine obtained

from the BOMD and PIGLET trajectories respectively. The time-averaged spectra is

computed in four different ways: (a) taking the dehydrated ellipticine obtained from

the MD trajectories, (b) adding two explicit water molecules, one near the pyridine N

that we found to be crucial from the analysis described in the previous paragraph and

the second one near the pyrrole N, (c) 26 explicit water molecule, of which 25 water

molecules are those whose center of mass is closest to that of the ellipticine and the 26th

one is the one forming H-bond with ellipticine and (d) with 45 explicit water molecules
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as found from the convergence test above. In each of these cases we have included the

implicit solvent effect through the PCM model. For the spectra obtained from BOMD

trajectory (Figure A.8(c)), we find that the inclusion of explicit water primarily produces

an overall redshift in the spectra compared to the one with implicit PCM model and

the spectra with 26 and 45 water molecules overlap with each other. In contrast, we

see large changes in the spectra obtained from PIGLET trajectory; upon inclusion of

explicit water, there is not only a red shift in the spectra when explicit molecules are

added but also a significant change in the broadening and the shape of the spectra is

observed. Analogous to the BOMD spectra, here also we find the spectra computed

with 45 and 26 water molecules are almost identical. This analysis suggests that one

needs to do a careful convergence test of the number of explicit solvent molecules one

should use when computing the absorption spectra of a molecule in solvent to correctly

account for the hyperchromicity and bathochromic shifts observed in the experiments.

We would also like to emphasize that these tests are particularly crucial when one wants

to understand the NQE on the spectra.

A.3.0.3 Effect of “finite cluster” model on the absorption spectra

To compute the absorption spectra for each snapshot, we cut out geometries from

the ground state molecular dynamics trajectory (“finite cluster” model) and perform

TDDFT calculations. Recent studies by Isborn et al. (Reference [102]) showed that

TDDFT calculations for solvated molecules using the above mentioned “finite cluster”

model often results in spurious low lying charge transfer (between solvent and molecule)

excitations due to the partial negative charge acquired by the water molecules at the

edge of the solvation shell because of the abrupt breaking of the bonds between the

water molecules during the snapshot curving process.

To understand this we have plotted the lowest energy excitation with respect to the num-

ber of water molecules using the B3LYP hybrid functional and the long-range corrected

CAM-B3LYP functional as shown in Figure A.8. For the B3LYP functional (red dashed

curve in Figure A.8 top panel) we find that the first excitation energy decreases rapidly

with the addition of explicit water molecules. While with no water molecules the first

excitation energy is about 3.24 eV, upon adding 50 water molecules it reduces by about

0.80 eV. A careful inspection of the wavefunctions of the electronic states involved in this
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transition (i.e. HOMO and LUMO) shows that while the HOMO is localized on ellip-

ticine, the LUMO is primarily localized on the outermost water molecules surrounding

ellipticine resulting in spurious charge transfer excitations. This observation is similar

to what is reported in Reference [102].

In contrast, with CAM-B3LYP we find that the shift in the lowest excitation peak

position as a function of the number of water molecules is relatively small (about 0.09

eV, red dashed curve in Figure A.8(b)) compared to that with B3LYP. Inspection of the

HOMO and LUMO of the “cluster” shows that while the former is localized on ellipticine,

the later is on the water molecules at the edge. However, the electronic states involved

in this transition are from HOMO to LUMO+1 or LUMO+2 or a combination of these

(depending on the number of water molecules) are localized on ellipticine. Hence Cam-

B3LYP is seen to correct the spurious low energy charge transfer excitation that is

observed with B3LYP.

Isborne et al. (Ref. [102]) showed that this spurious charge transfer excitations can be

related to the partial negative charge acquired by the water molecules at the edge of

the solvation shell due to the abrupt breaking of the bonds between the water molecules

during the snapshot curving process. To overcome this problem we have computed the

absorption spectra including the PCM model in addition to the explicit water molecules.

We find that on the inclusion of the PCM model, the LUMO is localized on the ellipticine

for both the functionals and the TDDFT calculations show that the electronic states

involved in the lowest energy excitation (π-π∗ transition) is between the HOMO and

the LUMO. For the B3LYP functional with the PCM model, we find that the lowest

excitation energy changes only by about 0.07 eV upon adding 50 water molecules (black

curve in Figure A.8 upper panel). Similarly, with Cam-B3LYP, the shift is about 0.06

eV upon adding the PCM model (black curve in Figure A.8 lower panel). Thus, our

calculations suggest that the problem of spurious low energy charge transfer excitations

can be circumvented by the inclusion of the PCM model. Hence we to compute the

absorption spectra we have used the PCM model along with the explicit water molecules.
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A.3.1 Results of the convergence test of the time-averaged spectra as

a function of the number of snapshots

Figure A.9 shows the results of the convergence test of the time-averaged spectra of

ellipticine in water as a function of the number of snapshots included. Each of the

individual spectra is calculated with B3LYP functional. We find that we need to include

at least 90 snapshots from our MD trajectory to get well-converged spectra. However,

we have used 120 snapshots for consistency with other solvent molecules.

A.3.2 Effect of different exchange-correlation functionals on the ab-

sorption spectra:

Figure A.10 shows the dependence of the absorption spectra of ellipticine on the choice

of exchange-correlation functionals. Among the different functionals considered in this

study, we find that the spectra computed with CAM-B3LYP are blue-shifted compared

to the ones computed with B3LYP, PBE0, and HSEH1PBE functionals. We find that

though the absolute values of the peak positions depend on the choice of exchange-

correlation functional, the overall shape of the spectra obtained from different exchange-

correlation functionals are similar. Since the spectra calculated using B3LYP is in better

agreement with the experimental one, we have used these spectra for all the discussions

in Chapter 3.
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Figure A.6: The probability distribution function of N6-H6 and aromatic C-H bond
lengths (quantum fluctuations causes asymmetric feature in PDF of PIGLET with light
nuclei). FWHM is presented in brackets. The black solid line and black dashed line
represent the PDFs of the bond length obtained from BOMD and PIGLET simulations
respectively.The vertical line represents the equilibrium bond length in the gas phase

geometry of EP.
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Figure A.7: Convergence of the peak positions as a function of a number of explicit
water molecules of the absorption maxima and the lowest energy absorption peak for
three randomly chosen snapshots from the BOMD trajectory (a) and PIGLET trajec-
tory (b). (c) and (d) denote the time-averaged absorption spectra as a function of
explicit water molecules with snapshots obtained from BOMD and PIGLET trajecto-
ries respectively. In (a) and (b), the red dashed lines and black solid lines denote the
two absorption peaks while the filled circle, filled square and filled diamond denotes

three different snapshots.

Figure A.8: Plot of lowest energy excitation as a function of the number of water
molecules for a snapshot taken from the PIMD trajectory with the upper (lower) panel
is B3LYP (long-range corrected CAM-B3LYP) exchange functional. The black solid

curve is with PCM and the red dashed curve is without PCM.
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Figure A.9: The calculated time-averaged absorption spectrum as a function of the
number of configurations. These random configurations are taken from the BOMD

trajectory.
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Figure A.10: The calculated time-averaged absorption spectrum as a function of
exchange-functional.
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A.4 Ellipticine in protic solvents

Figure A.11, A.12, A.13 shows convergence test for the number of explicit solvent

molecules for methanol and ethylene glycol.
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Figure A.11: Plot of lowest energy and maximum intensity excitation as a function
of the number of methanol molecules for a snapshot taken from the PIMD trajectory
with the upper (lower) panel is B3LYP (long-range corrected CAM-B3LYP) exchange

functional.
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Figure A.12: Plot of lowest energy excitation as a function of the number of ethylene
glycol molecules for a snapshot taken from the PIMD trajectory with the upper (lower)

panel is B3LYP (long-range corrected CAM-B3LYP) exchange functional.
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Figure A.13: Plot of maximum intensity excitation as a function of the number of
ethylene glycol molecules for a snapshot taken from the PIMD trajectory with the upper

(lower) panel is B3LYP (long-range corrected CAM-B3LYP) exchange functional.

Figure A.14 (Figure A.15) shows the contour plot of the joint probability distribution of

the proton transfer coordinate υ1 and υ2 (υ3) of a) water, b) methanol, and c) ethylene

glycol obtained BOMD simulations. Similarly, figure A.16 shows the contour plot of the

joint probability distribution of the proton transfer coordinate υ2 and υ4.

Figure A.14: Contour plot of the joint probability distribution of the proton transfer
coordinate υ1 and υ2 of a) water, b) methanol, and c) ethylene glycol obtained from

BOMD simulations
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Figure A.15: Contour plot of the joint probability distribution of the proton transfer
coordinate υ1 and υ3 of a) water, b) methanol, and c) ethylene glycol obtained from

BOMD simulations

Figure A.16: Contour plot of the joint probability distribution of the proton transfer
coordinate υ2 and υ4 of a) water, b) methanol, and c) ethylene glycol obtained from

BOMD simulations
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Appendix B

B.1 Lowest energy structure of the dye

The calculations of the different configurations of the dye in gas phase were done using

the Gaussian Software [92]. We have used the PBE exchange-correlation functional and

6-311++G(d,p) basis set. Taking the lowest energy configuration obtained from this

scan, we optimized it further with the Quantum ESPRESSO software [143] using the

same exchange-correlation functional. For this, we have placed the molecule in a big box

such that separation between the periodic images along the three different directions are

8 Å, 6 Å, and 16 Å along x, y, and z-axis respectively (the molecular plane is placed

along XZ plane). We find that this is sufficient to avoid the spurious interactions between

them. Further, we have used KE cutoff of 30 Ry and 350 Ry for the PW and charge

density respectively. In order to determine the lowest energy structure of the 4ABBN

in the gas phase we started with the planar structure and optimized its geometry. The

optimized configuration is shown in Fig. 5.2 a). In this structure, the H of the -OH group

forms an H bond with the N of the azo group, which stabilizes this molecule. However,

the molecule can rotate about the dihedral angles ∠C1C2N1N2 and ∠N1N2C3C4, which

are marked in figure 5.2 a).

For all the cases, we find that the planar starting configuration shown in Fig. 5.2 a) to

be the lowest in energy. This gives us confidence that indeed the planar configuration

shown in Fig. 5.2 a) corresponds to the global minima of 4ABBN in the gas phase.

106
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Figure B.1: Potential energy profile as a function of the ∠C1C2N1N2 dihedral angle
as marked with magenta lines in the figure.

Figure B.2: Potential energy profile as a function of the ∠N1N2C3C4 dihedral angle
as marked with magenta lines in the figure.

Figure B.3: Potential energy surface as a function of the ∠S1C1C2S2 and ∠S2C3C4S3

dihedral angles as marked with magenta lines in the figure.
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Figure B.4: Alignment of the redox potentials with respect to the valence band
maximum (VBM) and the conduction band minimum (CBM) for (5×2) and (6×3)

supercell of the composite system.

B.2 Test for convergence of supercell size

We have checked that using a (6×3) supercell, where the minimum distance between

the periodic images of the molecule is about 15.5 Å, the results remain unchanged (See

Figure B.4).
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Figure B.5: Possible local minima dye orientations on ZnO (101̄0) surface. The grey,
red, black, cyan and dark green spheres represent Zn, O, C, H, and S atoms respectively.

B.3 Oligothiophenes
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Figure B.6: a) HOMO and b) LUMO of thiophene-2-carboxylic acid (T1) on ZnO
(101̄0) slab.

Figure B.7: DOS of the composite a) monomer (T1), b) dimer (T2), and c) trimer
(T3) unit on ZnO(101̄0) surface. Projected contributions of ZnO substrate (red shaded
area), and molecule (black line) are aligned with vacuum energy. Hm is the HOMO of
the molecular level and VBM of ZnO is marked in the figure. The dashed brown and

magenta lines mark the OP and RP.
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Figure B.8: DOS of the composite a) T3, b) T3-Cl, and c) T3-Br unit on ZnO(101̄0)
surface. Projected contributions of ZnO substrate (red shaded area), and molecule
(black line) are aligned with vacuum energy. Hm is the HOMO of the molecular level
and VBM of ZnO is marked in the figure. The dashed brown and magenta lines mark

the OP and RP.

Figure B.9: Schematic diagram of relaxed oligo-thiophene-2-carboxylic acid (T3)
molecules with substitution group a) H, b) Br, c) Cl, d) CN, and e) NO2. The grey,
red, black, cyan, blue, brown, green, and dark green spheres represent Zn, O, C, H, N,

Br, Cl, and S atoms respectively.

Figure B.10: Projected density of states (PDOS) of the ZnO (101̄0) in red and
molecule a) T3 , b) T3-Cl, c) T3-Br, d) T3-CN, and e) T3-NO2 unit (in black line).
Projected contributions of ZnO substrate (red shaded area), and molecule (black line)
are aligned with vacuum energy. Hm is the HOMO of the molecular level and VBM of
ZnO is marked in the figure. The dashed brown and magenta lines mark the OP and

RP.
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Figure B.11: Schematic diagram of relaxed oligo-thiophene (T2) molecules with sub-
stitution group a) H, b) Br, c) Cl, d) CN, and e) NO2.The grey, red, black, cyan, blue,
brown, green, and dark green spheres represent Zn, O, C, H, N, Br, Cl, and S atoms

respectively.

Figure B.12: PDOS of the ZnO (101̄0) in red and molecule a) T2 , b) T2-Cl, c)
T2-Br, d) T2-CN, and e) T2-NO2 unit (in black line). Projected contributions of ZnO
substrate (red shaded area), and molecule (black line) are aligned with vacuum energy.
Hm is the HOMO of the molecular level and VBM of ZnO is marked in the figure. The

dashed brown and magenta lines mark the OP and RP.
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[18] Michele Ceriotti, Jérôme Cuny, Michele Parrinello, and David E. Manolopoulos.

Nuclear quantum effects and hydrogen bond fluctuations in water. Proceedings of

the National Academy of Sciences, 110(39):15591–15596, 2013. doi: 10.1073/pnas.

1308560110.

[19] Michele Ceriotti, Wei Fang, Peter G. Kusalik, Ross H. McKenzie, Angelos

Michaelides, Miguel A. Morales, and Thomas E. Markland. Nuclear quantum

effects in water and aqueous systems: Experiment, theory, and current challenges.

Chemical Reviews, 116(13):7529–7550, 2016. doi: 10.1021/acs.chemrev.5b00674.

[20] Oscar Khaselev and John A. Turner. A monolithic photovoltaic-

photoelectrochemical device for hydrogen production via water splitting. Science,

280(5362):425–427, 1998. ISSN 0036-8075. doi: 10.1126/science.280.5362.425.

URL http://science.sciencemag.org/content/280/5362/425.

[21] Takashi Hisatomi, Jun Kubota, and Kazunari Domen. Recent advances in semi-

conductors for photocatalytic and photoelectrochemical water splitting. Chem.

Soc. Rev., 43:7520–7535, 2014. doi: 10.1039/C3CS60378D. URL http://dx.doi.

org/10.1039/C3CS60378D.

http://science.sciencemag.org/content/299/5608/867
http://science.sciencemag.org/content/280/5362/425
http://dx.doi.org/10.1039/C3CS60378D
http://dx.doi.org/10.1039/C3CS60378D


Bibliography 116

[22] Jin Mao, Kan Li, and Tianyou Peng. Recent advances in the photocatalytic co2

reduction over semiconductors. Catal. Sci. Technol., 3:2481–2498, 2013. doi: 10.

1039/C3CY00345K. URL http://dx.doi.org/10.1039/C3CY00345K.

[23] Damien Voiry, Hisato Yamaguchi, Junwen Li, Rafael Silva, Diego C. B. Alves,

Takeshi Fujita, Mingwei Chen, Tewodros Asefa, Vivek B. Shenoy, Goki Eda, and

Manish Chhowalla. Enhanced catalytic activity in strained chemically exfoliated

ws2 nanosheets for hydrogen evolution. Nature Materials, 12:850 EP –, Jul 2013.

URL https://doi.org/10.1038/nmat3700. Article.

[24] Jin-Xian Feng, Jin-Qi Wu, Ye-Xiang Tong, and Gao-Ren Li. Efficient hydrogen

evolution on cu nanodots-decorated ni3s2 nanotubes by optimizing atomic hydro-

gen adsorption and desorption. Journal of the American Chemical Society, 140

(2):610–617, 2018. doi: 10.1021/jacs.7b08521. URL https://doi.org/10.1021/

jacs.7b08521. PMID: 29058435.

[25] An-Liang Wang, Jing Lin, Han Xu, Ye-Xiang Tong, and Gao-Ren Li. Ni2p–cop

hybrid nanosheet arrays supported on carbon cloth as an efficient flexible cathode

for hydrogen evolution. J. Mater. Chem. A, 4:16992–16999, 2016. doi: 10.1039/

C6TA07704H. URL http://dx.doi.org/10.1039/C6TA07704H.

[26] Zhe Zhang, Baoping Lu, Jinhui Hao, Wenshu Yang, and Jilin Tang. Fep nanoparti-

cles grown on graphene sheets as highly active non-precious-metal electrocatalysts

for hydrogen evolution reaction. Chem. Commun., 50:11554–11557, 2014. doi:

10.1039/C4CC05285D. URL http://dx.doi.org/10.1039/C4CC05285D.

[27] Cheng Wan, Yagya N. Regmi, and Brian M. Leonard. Multiple phases of molyb-

denum carbide as electrocatalysts for the hydrogen evolution reaction. Ange-

wandte Chemie, 126(25):6525–6528, 2014. doi: 10.1002/ange.201402998. URL

https://onlinelibrary.wiley.com/doi/abs/10.1002/ange.201402998.

[28] Xiaodong Yan, Lihong Tian, Min He, and Xiaobo Chen. Three-dimensional crys-

talline/amorphous co/co3o4 core/shell nanosheets as efficient electrocatalysts for

the hydrogen evolution reaction. Nano Letters, 15(9):6015–6021, Sep 2015. ISSN

1530-6984. doi: 10.1021/acs.nanolett.5b02205. URL https://doi.org/10.1021/

acs.nanolett.5b02205.

http://dx.doi.org/10.1039/C3CY00345K
https://doi.org/10.1038/nmat3700
https://doi.org/10.1021/jacs.7b08521
https://doi.org/10.1021/jacs.7b08521
http://dx.doi.org/10.1039/C6TA07704H
http://dx.doi.org/10.1039/C4CC05285D
https://onlinelibrary.wiley.com/doi/abs/10.1002/ange.201402998
https://doi.org/10.1021/acs.nanolett.5b02205
https://doi.org/10.1021/acs.nanolett.5b02205


Bibliography 117

[29] M. M. Ottakam Thotiyl, T. Ravikumar, and S. Sampath. Platinum particles

supported on titanium nitride: an efficient electrode material for the oxidation

of methanol in alkaline media. J. Mater. Chem., 20:10643–10651, 2010. doi:

10.1039/C0JM01600D. URL http://dx.doi.org/10.1039/C0JM01600D.

[30] Brian O’Regan and Michael Grätzel. A low-cost, high-efficiency solar cell based

on dye-sensitized colloidal tio2 films. Nature, 353:737 EP –, Oct 1991. URL

http://dx.doi.org/10.1038/353737a0.

[31] U. Bach, D. Lupo, P. Comte, J. E. Moser, F. Weissörtel, J. Salbeck, H. Spreitzer,
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[58] G Mathé, E Chenu, C Bourut, and S Orbach-Arbouys. The in vivo effect of el-

lipticine analogues on the blood concentration of friend virus: a murine model for

studying anti-hiv drugs. Biomedicine pharmacotherapy and Biomedecine pharma-

cotherapie, 47(10):457–460, 1993. ISSN 0753-3322.

[59] Li Ding, Jan Balzarini, Dominique Schols, Bernard Meunier, and Erik De Clercq.

Anti-human immunodeficiency virus effects of cationic metalloporphyrin-ellipticine

complexes. Biochemical Pharmacology, 44(8):1675 – 1679, 1992. ISSN 0006-2952.

doi: http://dx.doi.org/10.1016/0006-2952(92)90486-3.

[60] Marie Stiborova and Eva Frei. Ellipticines as dna-targeted chemotherapeutics.

Current Medicinal Chemistry, 21(5):575–591, 2014.

[61] Nichola C. Garbett and David E. Graves. Extending natures leads: The anticancer

agent ellipticine. Current Medicinal Chemistry-Anti-Cancer Agents, 4(2):149–172,

2004. ISSN 1568-0118.

[62] Leslie M. Werbel, Mario Angelo, David W. Fry, and Donald F. Worth. Basically

substituted ellipticine analogs as potential antitumor agents. Journal of Medicinal

Chemistry, 29(7):1321–1322, 1986. doi: 10.1021/jm00157a040.
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