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## Abstract

Dark matter has been one of the most elusive puzzles in our understanding of the cosmos for over seventy years now. In this document, we explore the effects of the pair production of certain exotic particle states called millimagnetically charged particles (mmCPs) on the gravitational waves generated by a magnetar. We explicitly calculate the difference in the time evolution of the gravitational wave (GW) amplitude which, when the waves are detected in the future, could serve as a signature of the presence of said mmCPs.

In this enterprise, we first present the necessary background on gravitational waves and then look at the existing literature on the gravitational waves in the context of isolated neutron stars. Due to the presence of multiple ideas on neutron star magnetic fields, we choose the ideas which we believe are the closest to reality and proceed to calculate the deformation to the star which generates a non-zero quadrupolar ellipticity and thus, gravitational waves. The amplitude of the gravitational waves is directly affected by the strength of the magnetic field. We compare the GW amplitude by evolving the magnetic field with and without the presence of mmCPs and find that there is a difference.

In the last chapter, we explore the application of an interesting idea regarding worldline instantons that recently appeared in the literature. We wish to see the potential arenas this new idea may open up in this subfield. We also apply the technique to two different situations and find that the solution matches the known solution.
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## Chapter 1

## Introduction

In this chapter, we introduce the main players in our work, the elusive dark matter and the ever intriguing neutron stars.

## Dark Matter

The extensive presence of dark matter is an intriguing puzzle with a large number of ideas in the literature [1]. The first evidence of dark matter was pointed out by Zwicky in 1933 [2]. He saw that the nebulae in the Coma cluster had unexpectedly high velocities. Further evidence was provided by the observations of Rubin et al [3]. They observed that the rotation velocities of the stars at the edge of the galaxy was not agreeing with the values predicted by Newtonian gravity. In fact, the rotation curves increase linearly up to a certain distance and then flat out. According to Newtonian gravity, however, if our galaxy was the only mass in the surrounding area, the velocities should fall off as the square root of the distance after the linear increase. A resolution to this conundrum was provided by Ostriker and Peebles' [4] proposal of the presence of a dark matter halo, which they had used to account for instabilities in the galactic disc models. The presence of dark matter also plays an important role in large scale structure structure formation in cosmology, as it the density perturbations generated by dark matter that are believed to have lead to the large scale structures we see today [5]. In addition, it is of incredible interest to understand the particle nature of dark matter due to it's role in big bang nucleosynthesis [6]. Among the possible candidates for dark matter are exotic states called millicharged particles ( mCPs ) [7] and millimagnetically charged particles (mmCPs) [8].


Figure 1.1: A schematic of a neutron star [14]

## Neutron Stars and Magnetars

Neutron stars are one of the end stages of stellar evolution, along with black holes and white dwarfs. They form due the gravitational collapse of a massive star under their own mass. Historically, they were thought to have a mass between the Chandrasekhar limit of 1.4 solar masses and 3 solar masses. However, the GW170817 event where the result of a binary neutron star merger collapsed into a black hole [9], suggests a limit closer to the final mass of the merger, $\simeq 2.17$ solar masses $[10,11,12,13]$. A schematic of a typical neutron star is given in Fig. 1.1 [14].

Magnetars are neutron stars with extremely high magnetic fields [15]. On an average, their magnetic fields are as high as $10^{15} \mathrm{G}[16,15]$, making them the most magnetic objects in the
universe. Originally, they were proposed as likely candidates for soft gamma repeaters (SGRs) and anomalous X-ray pulsars (AXPs) [17]. Our interest in magnetars stems from the fact that due to the presence of such high magnetic fields, we can expect the non-perturbative quantum field theoretic process of Schwinger pair production of mmCPs which can potentially affect the amplitude of the gravitational waves from the star. Note that this type of gravitational wave is called a "continuous" gravitational wave in contrast to a "burst" type gravitational wave that are generated by binary neutron star mergers or binary black hole mergers that the Laser Interferometer Gravitational-Wave Observatory (LIGO) is already observing [18, 19, 20]. These type of GWs are expected to be detected once the LIGO sensitivity becomes better and future telescopes like the Einstein Telescope begin operations.

The outline of this thesis is as follows. In Chapter 2, we will understand the basic theory behind the generation of gravitational waves and rederive important results that will be indispensable in later exercises. In Chapter 3 we will look specifically at our system of neutron stars and rederive the important formulae, gain intuition and calculate a few quantities that will be directly applicable in the meat of the thesis, which is Chapter 4. In this chapter, we shall motivate mmCPs and look at them in the context of neutron stars. We will use the results obtained in the previous chapters to obtain the effect of the Schwinger pair production (SPP) of mmCPs on the gravitational waves from the star. Following this, in Chapter 5, we endeavour on a different enterprise of trying to calculate the SPP formula for different field configurations. In this context, we look at a few recent papers and lay down a path for a future project.

## Chapter 2

## Gravitational Waves

In this chapter, we will understand the general theory behind the generation and propagation of gravitational waves (GWs). At the end of the chapter, we will see how pulsars, which are rapidly rotating neutron stars can act as a source of GWs.

### 2.1 Linearized gravity

To begin discussing gravitational waves, we start with linearized gravity, i.e., there exists a coordinate system in which the metric is given by $g_{\mu \nu}=\bar{g}_{\mu \nu}+h_{\mu \nu}$, where $\bar{g}_{\mu \nu}$ is the background and $h_{\mu \nu}$ is considered fluctuation over the background. This notion will be made much clearer later. For now, we take $\bar{g}_{\mu \nu}=\eta_{\mu \nu}$. We are going to follow the discussion in [18] and [20] The action for the theory is given by

$$
\begin{equation*}
S_{g}=\frac{c^{3}}{16 \pi G} \int d^{4} x \sqrt{-g} \mathcal{R} \tag{2.1}
\end{equation*}
$$

where $\mathcal{R}$ is the Ricci scalar. Working upto $\mathcal{O}\left(h^{2}\right)$, we get expressions for the Riemann tensor, Ricci tensor and the Ricci scalar. Note that the Einstein field equations, $G_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu}$ are 10 in number(symmetric tensors), constrained by the Bianchi identities $G^{\mu \nu}=0$ which are 4 in number, so we solve for 6 equations in total. Note also that GR is invariant under $x^{\mu} \rightarrow$ $x^{\prime \mu}(x)$, under which $g_{\mu \nu} \rightarrow g_{\mu \nu}^{\prime}=\frac{\partial x^{\rho}}{\partial x^{\prime \mu}} \frac{\partial x^{\sigma}}{\partial x^{\prime \nu}} g_{\rho \sigma}$. By choosing a particular coordinate system in which $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, we are using up this freedom. We still have a residual gauge freedom $x^{\mu} \rightarrow x^{\mu}(x)=x^{\mu}+\xi^{\mu}$, with $\left|\partial_{\mu} \xi_{\nu}\right| \ll\left|h_{\mu \nu}\right|$, under which the metric transforms as $g_{\mu \nu} \rightarrow g_{\mu \nu}^{\prime}=$ $\eta_{\mu \nu}-\partial_{\mu} \xi_{\nu}-\partial_{\nu} \xi_{\mu}+h_{\mu \nu}+\mathcal{O}\left(\partial \xi^{2}\right)$. Renaming $-\partial_{\mu} \xi_{\nu}-\partial_{\nu} \xi_{\mu}+h_{\mu \nu}$ as $h_{\mu \nu}^{\prime}$, we get $g_{\mu \nu}^{\prime}=\eta_{\mu \nu}+h_{\mu \nu}^{\prime}$
with $\left|h_{\mu \nu}\right| \ll 1$, i.e., this is indeed a symmetry of the (linearized) theory. Under finite global Lorentz transformations, $x^{\mu}=\Lambda^{\mu}{ }_{\nu} x^{\nu}$, the metric transforms as $g_{\mu \nu} \rightarrow g_{\mu \nu}^{\prime}=\Lambda^{\rho}{ }_{\mu} \Lambda^{\sigma}{ }_{\nu} g_{\rho \sigma}$ which reduces to

$$
\begin{aligned}
g_{\mu \nu}^{\prime} & =\eta_{\mu \nu}+\Lambda^{\rho}{ }_{\mu} \Lambda_{\nu}^{\sigma} h_{\rho \sigma} \\
& =\eta_{\mu \nu}+h_{\mu \nu}^{\prime}
\end{aligned}
$$

therefore, $h_{\mu \nu}$ is a tensor under Lorentz transformations. Similarly, under global space-time translations, $x^{\prime \mu}=x^{\mu}-a^{\mu}, g_{\mu \nu}^{\prime}=\delta_{\mu}^{\rho} \delta_{\nu}^{\sigma} g_{\rho \sigma}=g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$. Therefore, $h_{\mu \nu}$ is invariant under translations. Thus, we conclude that $h_{\mu \nu}$ is invariant under the Poincare group. In the next subsection, we shall see the form the field equations take in the linear regime.

### 2.1.1 Einstein's equations in the linear regime

For the metric $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, the Riemann tensor turns out to be [18]:

$$
R_{\mu \nu \rho \sigma}=\frac{1}{2}\left(\partial_{\rho \nu} h_{\sigma \mu}+\partial_{\sigma \mu} h_{\rho \nu}-\partial_{\rho \mu} h_{\nu \sigma}-\partial_{\sigma \nu} h_{\rho \mu}\right)
$$

and it is clearly invariant under $h_{\mu \nu} \rightarrow h_{\mu \nu}^{\prime}=-\partial_{\mu} \xi_{\nu}-\partial_{\nu} \xi_{\mu}+h_{\mu \nu}$, as expected since this transformation is a symmetry of the theory. We now introduce the trace-reversed metric tensor, $\bar{h}_{\mu \nu}=h_{\mu \nu}-\frac{1}{2} \eta_{\mu \nu} h$ (so called since $h_{\mu}^{\mu}=$ trace of $h_{\mu \nu}=-\bar{h}_{\mu}^{\mu}$ ), and putting this back in Einstein's equations gives

$$
\square \bar{h}_{\nu \sigma}+\eta_{\nu \sigma} \partial^{\rho \lambda} \bar{h}_{\rho \lambda}-\partial_{\nu}^{\rho} \bar{h}_{\rho \sigma}-\partial_{\sigma}^{\rho} \bar{h}_{\rho \nu}+\mathcal{O}\left(h^{2}\right)=-\frac{16 \pi G}{c^{4}} T_{\nu \sigma}
$$

which, analogous to electromagnetism, using the Lorentz gauge $\partial_{\mu} \bar{h}^{\mu \nu}=0$ and neglecting higher order terms reduces to

$$
\begin{equation*}
\square \bar{h}_{\nu \sigma}=-\frac{16 \pi G}{c^{4}} T_{\nu \sigma} \tag{2.2}
\end{equation*}
$$

where the $T_{\mu \nu}$ is the energy momentum tensor and is a conserved current of space time translations, which amounts to saying $\partial_{\mu} T^{\mu \nu}=0$ in the linear theory (in the full theory, this becomes $\left.\nabla_{\mu} T^{\mu \nu}=0\right)$. Setting the condition that $T^{\mu \nu}=0$,

$$
\begin{equation*}
\square \bar{h}_{\nu \sigma}=0 \tag{2.3}
\end{equation*}
$$

we obtain the wave equation for vacuum propagation.

Our metric is a symmetric rank 2 tensor and thus has 10 independent components. Using the Lorentz gauge, we have 4 constraints, thus $10-4=6$ independent components. Observing that Eq.(2.3) is invariant under $\bar{h}_{\mu \nu} \rightarrow \bar{h}_{\mu \nu}+\xi_{\mu \nu}$ with $\xi_{\mu \nu}=\eta_{\mu \nu} \partial_{\rho} \xi^{\rho}-\xi_{\mu, \nu}-\xi_{\nu, \mu}$ with $\square \xi_{\mu}=0$, we have 4 further constraints for a total of 2 independent components. We can make use of this gauge freedom by choosing $\xi_{0}$ such that the trace of $\bar{h}_{\mu \nu}$ becomes 0 . Then, we can choose $\xi_{i}$ such that $\bar{h}_{0 i}=0$. Also, once trace becomes $0, \bar{h}_{\mu \nu}=h_{\mu \nu}$. Therefore, until now, we have used up 4 degrees of freedom, $h_{\mu}^{\mu}=0$ and $h_{0 i}=0$. Now, using Lorentz gauge's $\nu=0$ equation, we get $\partial_{0} h^{00}+\partial_{i} h^{0 i}=\partial_{0} h^{00}=0$ meaning that $h_{00}$ is time independent. We can thus choose it to be 0 such that we now have $h_{0 \mu}=0$. Including the trace condition, we have used up 5 degrees of freedom. The Lorentz condition now reads $\partial_{i} h^{i j}=0$ (these are called transverse conditions analogous to electromagnetism's polarization condition). Thus, this gauge is called transverse traceless gauge or TT gauge [20]. To summarize, the components are given by

$$
\begin{equation*}
\square h_{\mu \nu}=0 \tag{2.4}
\end{equation*}
$$

with the gauge conditions

$$
\begin{equation*}
h_{0 \mu}=0, \quad h_{\mu}^{\mu}=h_{i}^{i}=0 \quad \text { and } \quad \partial_{i} h^{i j}=0 \tag{2.5}
\end{equation*}
$$

We call this metric $h_{i j}^{T T}$. For a single plane wave, with direction of propagation along $\hat{n}$, the gauge condition reduces to $n^{i} h_{i j}^{T T}=0$. Assuming $\hat{n}=\hat{z}$, the solution of the wave equation can be written as

$$
h_{i j}^{T T}=\left(\begin{array}{ccc}
h_{+} & h_{\times} & 0  \tag{2.6}\\
h_{\times} & -h_{+} & 0 \\
0 & 0 & 0
\end{array}\right) \cos \omega(t-z / c)
$$

where $h_{+}$and $h_{\times}$are the polarization states, the two independent components in the metric.

Now, let us define two operators called projection operator and $\Lambda$ - operator as:

$$
\begin{gather*}
P_{i j}(\hat{n})=\delta_{i j}-n_{i} n_{j} \text {, i.e., } P_{i j}=P_{j i}, n^{i} P_{i j}=0, P_{i j} P^{j k}=P_{i}^{k} \text {, and } P^{i i}=2  \tag{2.7}\\
\Lambda_{i j ; k l}=P_{i k} P_{j l}-\frac{1}{2} P_{i j} P_{k l} \tag{2.8}
\end{gather*}
$$

and observing that $\Lambda_{i i ; k l}=0$, we say $h_{i j}^{T T}=\Lambda_{i j ; k l} h_{k l}$, where $h_{i j}$ is in the Lorentz gauge. This above relation will be very useful in later obtaining a solution to the full wave equation with a source term.

Graviton On a side note, we can connect some important properties about gravity and semi classical physics by obtaining the spin of "graviton". For this, we rotate the $2 \times 2$ matrix of the metric in the plane perpendicular to $\hat{n}$ by an angle $\phi$ about $\hat{n}$. This is mathematically achieved by multiplying with rotation matrix $R$ from one side and $R^{T}$, the transpose, from the other to obtain the new $h_{+}^{\prime}$ and $h_{\times}^{\prime}$ as:

$$
\begin{align*}
& h_{+}^{\prime}=\cos \phi h_{+}-\sin \phi h_{\times}  \tag{2.9}\\
& h_{\times}^{\prime}=\sin \phi h_{+}+\cos \phi h_{\times} \tag{2.10}
\end{align*}
$$

Looking at $h_{\times} \pm i h_{+}$, after rotation, it becomes:

$$
\begin{equation*}
h_{\times} \pm i h_{+} \rightarrow h_{\times}^{\prime} \pm i h_{+}^{\prime}=e^{\mp 2 i \phi}\left(h_{\times} \pm i h_{+}\right) \tag{2.11}
\end{equation*}
$$

which can be interpreted, from helicity concepts of particle physics, as graviton having spin 2. This conclusion is discussed below

Helicity and Group Theory Helicity, $h$, in particle physics is defined the eigenvalue of the operator defined as:

$$
\mathcal{H}=\mathbf{S} \cdot \hat{p}
$$

where $\mathbf{S}$ is the spin operator and $\hat{p}$ is the momentum direction. A helicity state is an eigenstate of $\mathcal{H}$. Noting, in addition, that $R(\hat{p}, \phi)=e^{i \mathbf{S} \cdot \hat{p} \phi}=e^{i \mathcal{H} \phi}$, we have:

$$
\mathcal{H}|\psi\rangle=h|\psi\rangle \Longrightarrow e^{\mathcal{H} \phi}|\psi\rangle=e^{h \phi}|\psi\rangle .
$$

Using this argument above with $h_{\times} \pm i h_{+}$as the helicity state, we have the helicity $h=2$. This means that the value of $|\mathbf{S}|=2$, i.e., spin is 2 .

### 2.2 Effective Energy Momentum tensor

In this section, we generalize gravitational wave propagation to the case when the background is not necessarily flat, following the discussion from [18]. The metric is given by $g_{\mu \nu}=\bar{g}_{\mu \nu}+h_{\mu \nu}$ with $\left|h_{\mu \nu}\right| \ll 1$. If we think of GW's as plane waves, we have a scale for comparison. This scale is frequency when talking about GW propagation in time, idea coming from $e^{i \omega t}$. Similarly, the scale is wave vector when talking about GW propagation in space, as in $e^{i k x}$. The background varies much slower than the fluctuations, by definition and hence the values $k_{B}$ and $\omega_{B}$ for the
background are much smaller than those of the fluctuation

$$
k_{B} \ll k \quad \text { and } \quad \omega_{B} \ll \omega .
$$

We choose one of the above conditions to Taylor expand the relevant quantities and though the mathematics is the same, there is a subtlety of time and space. Thus, expanding $\mathcal{R}_{\mu \nu}$ to $\mathcal{O}\left(h^{2}\right)$, we get

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}=\overline{\mathcal{R}}_{\mu \nu}+\mathcal{R}_{\mu \nu}{ }^{(1)}+\mathcal{R}_{\mu \nu}{ }^{(2)}+\mathcal{O}\left(h^{3}\right) \tag{2.12}
\end{equation*}
$$

where the superscript 1 and 2 represent the order of $h$ and $\overline{\mathcal{R}}_{\mu \nu}$ is calculated purely from the background, i.e., 0th order in $h$. We will now integrate out the higher frequency modes. In order to identify them, note that $\overline{\mathcal{R}}_{\mu \nu}$ is low frequency, by default, and $\mathcal{R}_{\mu \nu}{ }^{(1)}$ is high frequency (since Ricci tensor contains derivatives of $h \sim e^{i k x}$ and $k$ is high here as previously discussed), and $\mathcal{R}_{\mu \nu}{ }^{(2)}$ has both high and low (since $h \cdot h \sim e^{i\left(k_{1}+k_{2}\right) x}$ and $h \cdot h \sim e^{i\left(k_{1}-k_{2}\right) x}$ are both possible, the first term gives the high frequency term, the second gives the low frequency term) [20]. Putting this $\mathcal{R}_{\mu \nu}$ in the trace reversed Einstein equations, and taking only the low frequency modes, we get

$$
\begin{equation*}
\overline{\mathcal{R}}_{\mu \nu}=-\left[\mathcal{R}_{\mu \nu}{ }^{(2)}\right]^{\text {lowfreq. }}+\frac{8 \pi G}{c^{4}}\left[T_{\mu \nu}-\frac{1}{2} g_{\mu \nu} T\right]^{\text {lowfreq. }} \tag{2.13}
\end{equation*}
$$

introducing a length scale $\frac{1}{k} \ll l \ll \frac{1}{k_{B}}$ and averaging, we get

$$
\begin{equation*}
\overline{\mathcal{R}}_{\mu \nu}=-\left\langle\mathcal{R}_{\mu \nu}{ }^{(2)}\right\rangle+\frac{8 \pi G}{c^{4}}\left[\left\langle T_{\mu \nu}\right\rangle-\frac{1}{2} g_{\mu \nu}\langle T\rangle\right] \equiv-\left\langle\mathcal{R}_{\mu \nu}{ }^{(2)}\right\rangle+\frac{8 \pi G}{c^{4}}\left[\bar{T}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{T}\right] \tag{2.14}
\end{equation*}
$$

where $\langle\cdot\rangle$ represents an average over a spatial volume $l^{3}$ and thus, the high frequency modes average out to 0 . Taking the trace of this equation, we get

$$
\begin{align*}
\overline{\mathcal{R}} & =-\left\langle\mathcal{R}^{(2)}\right\rangle+\frac{8 \pi G}{c^{4}}\left[\bar{T}-\frac{1}{2} 4 \bar{T}\right] \\
& =-\left\langle\mathcal{R}^{(2)}\right\rangle-\frac{8 \pi G}{c^{4}} \bar{T} \tag{2.15}
\end{align*}
$$

Multiplying (12) by $\frac{1}{2} \bar{g}_{\mu \nu}$ and subtracting from (11), we get

$$
\begin{align*}
\overline{\mathcal{R}}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \overline{\mathcal{R}} & =-\left\langle\mathcal{R}_{\mu \nu}^{(2)}-\frac{1}{2} \bar{g}_{\mu \nu} \mathcal{R}^{(2)}\right\rangle+\frac{8 \pi G}{c^{4}} \bar{T}_{\mu \nu} \\
& =\frac{8 \pi G}{c^{4}}\left(\bar{T}_{\mu \nu}+t_{\mu \nu}\right), \tag{2.16}
\end{align*}
$$

where we have defined $t_{\mu \nu}=-\frac{c^{4}}{8 \pi G}\left\langle\mathcal{R}_{\mu \nu}{ }^{(2)}-\frac{1}{2} \bar{g}_{\mu \nu} \mathcal{R}^{(2)}\right\rangle$ as the effective energy momentum tensor. Explicit calculation gives $t_{\mu \nu}=\frac{c^{4}}{32 \pi G}\left\langle\partial_{\mu} h_{\alpha \beta} \partial_{\nu} h^{\alpha \beta}\right\rangle$.

The 00th component of the energy momentum tensor gives the energy density. Writing the metric in the TT gauge, we have

$$
\begin{equation*}
t_{00}=\frac{c^{4}}{32 \pi G}\left\langle\partial_{0} h_{i j} \partial_{0} h^{i j}\right\rangle=\frac{c^{4}}{16 \pi G}\left\langle\dot{{h_{+}}^{2}}+\dot{{h_{\times}}^{2}}\right\rangle \tag{2.17}
\end{equation*}
$$

Now, we can write energy density $t_{00}$ as $\frac{d E}{d V}=\frac{d E}{d l d A}$ and thus the energy flux per unit area as

$$
\begin{equation*}
\frac{d E}{d t d A}=\frac{c^{3}}{16 \pi G}\left\langle{\dot{h_{+}}}^{2}+{\dot{h_{x}}}^{2}\right\rangle \tag{2.18}
\end{equation*}
$$

### 2.2.1 Solving the linearized Einstein equations

In this section, we will solve the Einstein equations given by,

$$
\begin{equation*}
\square \bar{h}_{\mu \nu}=-\frac{16 \pi G}{c^{4}} T_{\mu \nu}, \quad \partial_{\mu} \bar{h}^{\mu \nu}=0, \quad \text { and } \quad \partial_{\mu} T^{\mu \nu}=0 \tag{2.19}
\end{equation*}
$$

in the following limits:

1. In weak field (obviously, since we are using the wave equation which is valid only in weak field)
2. Slow internal motion(that is, the internal motions of the object are non-relativistic), and
3. Negligible self-gravity(i.e., the dynamics are determined by non-gravitational forces)

Expanding a bit more on point no. 3, for self gravitational systems, we can use the virial theorem, $K . E .=-\frac{1}{2} P . E$. , to get [20]

$$
\begin{equation*}
\frac{1}{2} m v^{2}=\frac{1}{2} \frac{G M m}{r} \tag{2.20}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\frac{v^{2}}{c^{2}}=\frac{2 G M}{c^{2}} \frac{1}{2 r}=\frac{R_{S}}{2 r} \tag{2.21}
\end{equation*}
$$

where $m$ is the reduced mass of the system, $M$ is the total mass of the system, $R_{S}$ is the Schwarzschild radius of a mass M. For self-gravitational systems, weak field (i.e., $\frac{R_{S}}{2 r} \ll 1$ ) implies,
through Eq.(2.21) that internal motions are non-relativistic. For systems with negligible selfgravity though, the weak field expansion and the internal velocity $\frac{v}{c}$ can be treated independently. We are going to use this in the following discussion. Using the Green's function method to solve the PDE, introduce

$$
\begin{equation*}
G\left(x-x^{\prime}\right)=-\frac{1}{4 \pi} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \delta\left(t-\frac{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}{c}-t^{\prime}\right) \tag{2.22}
\end{equation*}
$$

which satisfies $\square_{x} G\left(x-x^{\prime}\right)=\delta^{(4)}\left(x-x^{\prime}\right)$ and the solution can thus be written as:

$$
\bar{h}_{\mu \nu}(x)=-\frac{16 \pi G}{c^{4}} \int d^{4} x^{\prime} G\left(x-x^{\prime}\right) T_{\mu \nu}\left(x^{\prime}\right)
$$

Using the $\Lambda$-operator (with $\hat{n}=\frac{\mathbf{x}}{|\mathbf{x}|}$ ), we can go into the TT-gauge and substituting for the Green's function, we get:

$$
\begin{aligned}
h_{i j}^{T T} & =\Lambda_{i j ; k l}(\hat{n}) \frac{4 G}{c^{4}} \int d^{4} x^{\prime} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \delta\left(t-\frac{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}{c}-t^{\prime}\right) T_{k l}\left(t^{\prime}, \mathbf{x}^{\prime}\right) \\
& =\Lambda_{i j ; k l}(\hat{n}) \frac{4 G}{c^{4}} \int d^{3} x^{\prime} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} T_{k l}\left(t-\frac{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}{c}, \mathbf{x}^{\prime}\right) \\
& \simeq \Lambda_{i j ; k l}(\hat{n}) \frac{4 G}{c^{4}} \int d^{3} x^{\prime} \frac{1}{r} T_{k l}\left(t-\frac{r}{c}+\frac{\mathbf{x}^{\prime} \cdot \hat{n}}{c}, \mathbf{x}^{\prime}\right)
\end{aligned}
$$

where in the last line, the approximation $\left|\mathbf{x}-\mathbf{x}^{\prime}\right| \simeq|\mathbf{x}|\left(1-\frac{\mathbf{x} \cdot \mathbf{x}^{\prime}}{\mid \mathbf{x}^{2}}\right)=r-\mathbf{x}^{\prime} \cdot \hat{n}$, where $|\mathbf{x}|=r \gg d($ the typical size of the object), is used. Next, using Fourier transform of $T_{k l}\left(t-\frac{r}{c}+\frac{\mathbf{x}^{\prime} \cdot \hat{n}}{c}, \mathbf{x}^{\prime}\right)$, to get

$$
T_{k l}\left(t-\frac{r}{c}+\frac{\mathbf{x}^{\prime} \cdot \hat{n}}{c}, \mathbf{x}^{\prime}\right)=\int \frac{d^{4} k}{(2 \pi)^{4}} \tilde{T}_{k l}(\omega, \mathbf{k}) e^{-i \omega\left(t-\frac{r}{c}+\frac{\mathbf{x}^{\prime} \cdot \hat{n}}{c}\right)+i \mathbf{k} \cdot \mathbf{x}^{\prime}}
$$

and using $\omega \frac{\mathrm{x}^{\prime} \cdot \hat{n}}{c} \sim \frac{\omega d}{c} \sim \frac{v}{c}$ and assuming $\frac{v}{c} \ll 1$, we can expand the exponential in a power series as follows

$$
\begin{align*}
T_{k l}\left(t-\frac{r}{c}+\frac{\mathbf{x}^{\prime} \cdot \hat{n}}{c}, \mathbf{x}^{\prime}\right)= & \int \frac{d^{4} k}{(2 \pi)^{4}} \tilde{T}_{k l}(\omega, \mathbf{k}) e^{-i \omega\left(t-\frac{r}{c}\right)+i \mathbf{k} \cdot \mathbf{x}^{\prime}}\left(1-i \omega \frac{\mathbf{x}^{\prime} \cdot \hat{n}}{c}-\omega^{2} \frac{\mathbf{x}^{\prime} \cdot \hat{n}^{2}}{c^{2}}+\ldots\right) \\
= & T_{k l}\left(t-\frac{r}{c}, \mathbf{x}^{\prime}\right)+\frac{n_{a}}{c} \frac{\partial}{\partial t} T_{k l}\left(t-\frac{r}{c}, \mathbf{x}^{\prime}\right) x_{a}^{\prime}+ \\
& \frac{n_{a} n_{b}}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} T_{k l}\left(t-\frac{r}{c}, \mathbf{x}^{\prime}\right) x_{a}^{\prime} x_{b}^{\prime}+\ldots \tag{2.23}
\end{align*}
$$

where the derivatives are all evaluated at retarded time $t-\frac{r}{c}$. We can recast the above expressions using the mass moments. They are defined as follows:

$$
\begin{equation*}
M=\frac{1}{c^{2}} \int d^{3} x T_{00}(t, \mathbf{x}) \tag{2.24}
\end{equation*}
$$

$$
\begin{align*}
M_{i} & =\frac{1}{c^{2}} \int d^{3} x T_{00}(t, \mathbf{x}) x_{i}  \tag{2.25}\\
M_{i j} & =\frac{1}{c^{2}} \int d^{3} x T_{00}(t, \mathbf{x}) x_{i} x_{j} \tag{2.26}
\end{align*}
$$

and using $\partial_{\mu} T^{\mu \nu}=0$, we can prove that $\dot{M}=\ddot{M}=0, \ddot{M}_{i}=0$ and that $\ddot{M}_{i j}=2 \int d^{3} x T_{i j}$, i.e., we can rewrite the leading order contribution to the amplitude $h_{i j}^{T T}$ in terms of $\ddot{M}_{i j}$ as

$$
\begin{equation*}
h_{i j}^{T T}=\frac{1}{r} \Lambda_{i j ; k l}(\hat{n}) \frac{2 G}{c^{4}} \ddot{M}_{k l}\left(t-\frac{r}{c}\right) \text {. } \tag{2.27}
\end{equation*}
$$

### 2.2.2 The self-gravity issue

In the above derivation, we neglected self-gravity and this point is reflected in the treatment of the weak field and $\frac{v}{c}$ expansions and also in the Green's function $\left(T_{\mu \nu}\right.$ is only the matter part of energy momentum). Once the self-gravity becomes significant, we need to consider the contribution of the gravitational field itself to the energy and momentum on the RHS of Einstein's equations. This discussion is followed from the sections on energy-momentum pseudo-tensor from Landau and Lifshitz [21] and Maggiore [20]. We start by deriving the relaxed Einstein equations. Define

$$
\begin{equation*}
\mathrm{h}^{\mu \nu}=-\eta^{\mu \nu}+(-g)^{1 / 2} g^{\mu \nu} \tag{2.28}
\end{equation*}
$$

This definition is exact. $h^{\mu \nu}$ is not a small quantity, Eq.(2.28) gives the precise definition of this quantity. In the limit of weak field, we have $g_{\mu \nu} \simeq \eta_{\mu \nu}+h_{\mu \nu}$ and thus, the determinant $g=-1-h\left(h\right.$ being the trace of the perturbation) and $g^{\mu \nu} \simeq \eta^{\mu \nu}-h^{\mu \nu}$. Thus, Eq.(2.28) becomes

$$
\begin{aligned}
\mathrm{h}^{\mu \nu} & =-\eta^{\mu \nu}+(1+h)^{1 / 2}\left(\eta^{\mu \nu}-h^{\mu \nu}\right) \\
& =-\left(h^{\mu \nu}-\frac{1}{2} \eta^{\mu \nu} h\right) \\
& =-\left(\bar{h}^{\mu \nu}\right)
\end{aligned}
$$

Thus, in the limit of weak field, h becomes our familiar $\bar{h}$. Now, imposing the harmonic gauge or the de Donder gauge, $\partial_{\mu} \mathrm{h}^{\mu \nu}=0$, we get the Einstein equations in the form:

$$
\begin{equation*}
\square \mathrm{h}^{\mu \nu}=\frac{16 \pi G}{c^{4}}\left((-g) T^{\mu \nu}+\tau^{\mu \nu}\right) \tag{2.29}
\end{equation*}
$$

where $\tau^{\mu \nu}$ is a pseudo-tensor with no matter contribution whatsoever. This pseudo-tensor is completely written in terms of the metric. Note that the $\square=-\partial_{0}^{2}+\nabla^{2}$ is the d'Alembertian in flat space. This $\tau^{\mu \nu}$ can be further split into a Landau-Lifshitz part and a divergence as follows:

$$
\begin{align*}
\tau^{\mu \nu} & =(-g) t_{L L}^{\mu \nu}+\frac{c^{4}}{16 \pi G}\left(\partial_{\beta} \mathrm{h}^{\mu \alpha} \partial_{\alpha} \mathrm{h}^{\nu \beta}-\mathrm{h}^{\alpha \beta} \partial_{\alpha} \partial_{\beta} \mathrm{h}^{\mu \nu}\right) \\
& =(-g) t_{L L}^{\mu \nu}+\frac{c^{4}}{16 \pi G} \partial_{\alpha} \partial_{\beta}\left(\mathrm{h}^{\mu \alpha} \mathrm{h}^{\nu \beta}-\mathrm{h}^{\mu \nu} \mathrm{h}^{\alpha \beta}\right) \quad \text { (using the gauge condition) } \\
& =(-g) t_{L L}^{\mu \nu}+\partial_{\alpha} \partial_{\beta} \chi^{\mu \nu \alpha \beta} \tag{2.30}
\end{align*}
$$

where $\chi^{\mu \nu \alpha \beta}=\frac{c^{4}}{16 \pi G}\left(\mathrm{~h}^{\mu \alpha} \mathrm{h}^{\nu \beta}-\mathrm{h}^{\mu \nu} \mathrm{h}^{\alpha \beta}\right)$ and thus write the Einstein equations as:

$$
\begin{equation*}
\square \mathrm{h}^{\mu \nu}=\frac{16 \pi G}{c^{4}}\left((-g)\left(T^{\mu \nu}+t_{L L}^{\mu \nu}\right)+\partial_{\alpha} \partial_{\beta} \chi^{\mu \nu \alpha \beta}\right) \tag{2.31}
\end{equation*}
$$

From Eq.(2.29), we can see that the gauge condition imposed force that

$$
\begin{equation*}
\partial_{\mu}\left(\left((-g) T^{\mu \nu}+\tau^{\mu \nu}\right)\right)=0 \tag{2.32}
\end{equation*}
$$

Thus, this is the energy-momentum conservation equation in this formulation.

### 2.3 Pulsars as a source of gravity waves

Pulsars are fast rotating neutron stars, one of the end stages of stellar evolution that result when the leftover mass is above the Chandrasekhar limit, but less than 2-3 solar masses. We will deal with the quadrupolar ellipticity of these objects as discussed in the Introduction. Quadrupolar ellipticity results from the time varying quadrupole moment of the neutron star. We consider the moment of inertia in two frames associated with a rigid, rotating body, the body-fixed frame and inertial frame. Let the axes of the body frame lie along the principal axes of inertia, labelled as $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ and the axes of the inertial frame labelled as $(x, y, z)$ with $z$ coinciding with $z^{\prime}$. In this scenario, the inertia tensor in the body frame is diagonal and is related to the inertial frame by a time-dependent rotation matrix $R_{i j}$. The relation goes as $I_{i j}^{\prime}=R_{i k} R_{j l} I_{k l}=R_{i k} I_{k l} R_{l j}^{T} \Rightarrow$ $I^{\prime}=R I R^{T}$, multiplying from the left by $R^{T}$ and from the right by $R$, we get $I=R^{T} I^{\prime} R$. The explicit form of the rotation matrix is, assuming angular velocity $\omega$,

$$
R=\left[\begin{array}{ccc}
\cos \omega t & \sin \omega t & 0 \\
-\sin \omega t & \cos \omega t & 0 \\
0 & 0 & 1
\end{array}\right]
$$

and thus, obtain

$$
I(t)=\left[\begin{array}{ccc}
\frac{I_{1}+I_{2}}{2}+\frac{1}{2}\left(I_{1}-I_{2}\right) \cos 2 \omega t & \frac{1}{2}\left(I_{1}-I_{2}\right) \sin 2 \omega t & 0  \tag{2.33}\\
\frac{1}{2}\left(I_{1}-I_{2}\right) \sin 2 \omega t & \frac{I_{1}+I_{2}}{2}-\frac{1}{2}\left(I_{1}-I_{2}\right) \cos 2 \omega t & 0 \\
0 & 0 & I_{3}
\end{array}\right]
$$

Inspecting the fact that the general definition of the moment of inertia is $I_{i j}=\int d^{3} x \rho\left(R^{2} \delta_{i j}+\right.$ $\left.x_{i} x_{j}\right)=M_{i j}+\int d^{3} x \rho R^{2} \delta_{i j}$, where $M_{i j}$ is the second mass moment as previously defined. Recalling that in the formula for leading order contribution to the GW signal (i.e., the perturbation to the background metric), we have the second time derivative of $M_{i j}(t)$, we try out

$$
\begin{aligned}
\frac{2 G}{c^{4} r} \Lambda_{i j ; k l}(\hat{n}) \ddot{I}_{k l} & =\frac{2 G}{c^{4} r} \Lambda_{i j ; k l}(\hat{n})\left(\delta_{k l} \int d^{3} x \ddot{\rho} R^{2}+\ddot{M}_{k l}\right) \\
& =\frac{2 G}{c^{4} r} \Lambda_{i j ; k l}(\hat{n}) \ddot{M}_{k l} \\
& =h_{i j}^{T T}(t, \mathbf{x})
\end{aligned}
$$

where, in the second line, we have used the fact that $\Lambda_{i j ; k l} \delta_{k l}=0$. We can now use all the moment of inertia formulae that we have obtained in this section to find explicit expressions for $h_{+}$and $h_{\times}$, for an observer at an angle $\theta$ to $x_{3}$ axis ( $x_{1}$ and $x_{2}$ oriented such that $\phi=0$ ) as follows:

$$
\begin{align*}
& h_{+}=\frac{4 G \omega^{2}}{r c^{4}} \epsilon I_{3} \frac{\left(1+\cos ^{2} \theta\right)}{2} \cos 2 \omega t  \tag{2.34}\\
& h_{\times}=\frac{4 G \omega^{2}}{r c^{4}} \epsilon I_{3} \cos \theta \sin 2 \omega t .
\end{align*}
$$

Using Eq.(2.18) and writing $\frac{d E}{d t d A}=\frac{d P}{d A}=\frac{d P}{r^{2} d \Omega}$, and substituting the above formulae and integrating, we get

$$
\begin{equation*}
P=-\frac{d E}{d t}=\frac{32 G}{5 c^{5}} \epsilon^{2} I_{3}^{2} \omega^{6} \tag{2.36}
\end{equation*}
$$

which is the rate of energy loss of the neutron star. Next, using the expression for rotational energy from classical mechanics, $E=\frac{1}{2} I \omega^{2}$, we get,

$$
\frac{d E}{d t}=I \omega \dot{\omega}=-\frac{32 G}{5 c^{5}} \epsilon^{2} I_{3}^{2} \omega^{6}
$$

that is,

$$
\begin{equation*}
\dot{\omega}=-\frac{32 G}{5 c^{5}} \epsilon^{2} I_{3} \omega^{5} \tag{2.37}
\end{equation*}
$$

is the rate of decrease of the angular velocity of the star.

### 2.3.1 Applicability of the above derived amplitudes

In this section, we will check/justify the applicability of Eq.(2.27) and thus, Eqs.(2.34) and (2.35) to the case of neutron stars. In general, pulsars are rapidly rotating neutron stars-the most compact directly observable objects in the Universe. Clearly, these objects are strong field objects and the formulae we derived using weak field limits may not be applicable. For such relativistic objects, Ipser [22] showed that the leading order contribution to the amplitude for a slow moving strong field object is structurally identical to the Eq.(2.27) with some subtle differences:the mass quadrupole moment has to be the coefficient of $\frac{1}{r^{3}}\left(r=x_{i} x^{i}\right)$ in the expansion of the 00th component of the metric in a family of coordinate systems known as asymptotically Cartesian and mass centred (ACMC) coordinate systems [23], of which the harmonic coordinate system we previously alluded to is an example. The space surrounding a neutron star with mass $M$, radius $R$, and angular velocity $\omega$ can be divided into three regions [23]:

1. the strong field regime with $r \lesssim \frac{2 G M}{c^{2}}$
2. the weak field near zone with $\max \left(R, \frac{2 G M}{c^{2}}\right) \lesssim r \lesssim \frac{c}{\omega}$
3. the wave zone with $r>\frac{c}{\omega}$

We know that even for extreme cases, the weak field near zone is well-defined [24]. Now, to use the formula developed by Ipser, we need to know how ACMC coordinate systems are defined. An asymptotically Cartesian and mass centred(ACMC) coordinate system is a coordinate system $\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$ in which the metric has the following $1 / r$ expansion in the weak field near zone:

$$
\begin{align*}
& g_{00}=-1+\frac{2 M}{r}+\frac{\alpha_{1}}{r^{2}}+\frac{1}{r^{3}}\left[3 \mathcal{I}_{i j} \frac{x^{i} x^{j}}{r^{2}}+\beta_{1 i} \frac{x^{i}}{r}+\alpha_{2}\right]+\mathcal{O}\left(\frac{1}{r^{4}}\right)  \tag{2.38}\\
& g_{0 i}=-4 \epsilon_{i k l} J^{k} \frac{x^{l}}{r^{3}}+\mathcal{O}\left(\frac{1}{r^{3}}\right)  \tag{2.39}\\
& g_{i j}=\delta_{i j}+\frac{\alpha_{3 i j}}{r}+\frac{1}{r^{2}}\left[\beta_{2 i j k} \frac{x^{k}}{r}+\alpha_{4 i j}\right]+\mathcal{O}\left(\frac{1}{r^{3}}\right) \tag{2.40}
\end{align*}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3 i j}, \alpha_{4 i j}, \beta_{1 i}$, and $\beta_{2 i j k}$ are some constants. According to [24] and [23], the quantity $\mathcal{I}_{i j}$ is a tensor that resides in flat space. This means that it's indices can be manipulated using the flat space metric. It is also symmetric and traceless. In the Newtonian limit, it can be written in terms of the moment of inertia tensor as:

$$
\mathcal{I}_{i j}=-I_{i j}+\frac{1}{3} I_{k}^{k} \delta_{i j}
$$

with the moment of inertia tensor $I_{i j}$ defined by

$$
\begin{equation*}
I_{i j}=\int d^{3} x \rho(\mathbf{x})\left(x_{k} x^{k} \delta_{i j}-x_{i} x_{j}\right) \tag{2.41}
\end{equation*}
$$

Finally, the GW amplitude is given by [24], [22] and [23]:

$$
\begin{equation*}
h_{i j}^{T T}=\frac{1}{r} \Lambda_{i j ; k l}(\hat{n}) \frac{2 G}{c^{4}} \ddot{\mathcal{I}}_{k l}\left(t-\frac{r}{c}\right) \tag{2.42}
\end{equation*}
$$

## Chapter 3

## Neutron stars

In this chapter, we will first understand what the effect of the magnetic field is on the shape of the neutron star. We will prove that it is similar to that of a rotation, in that it flattens at the poles [25]. Following this, we will explicitly calculate the deformations due to the magnetic field [26].

### 3.1 Effect of magnetic field on the shape of the neutron star

In this section, we will check the stability of the shape of neutron stars with magnetic fields. We will model the neutron star as an incompressible fluid with a uniform magnetic field inside and a dipole magnetic field outside. We follow the discussion from section IV of [25]. Using the above cited model for the magnetic field of a neutron star, using spherical polar coordinates, we have:

$$
\begin{align*}
& B_{r}^{\text {int }}=B_{0} \cos \theta \quad \text { and } \quad B_{\theta}^{\text {int }}=-B_{0} \sin \theta  \tag{3.1}\\
& B_{r}^{e x t}=B_{0}\left(\frac{R}{r}\right)^{3} \cos \theta \quad \text { and } \quad B_{\theta}^{e x t}=\frac{1}{2} B_{0}\left(\frac{R}{r}\right)^{3} \sin \theta \tag{3.2}
\end{align*}
$$

where $B_{r}^{\text {int }}$ and $B_{\theta}^{\text {int }}$ are the components of the internal magnetic field and $B_{r}^{e x t}$ and $B_{\theta}^{\text {ext }}$ are components of the external dipole magnetic field. Next, calculating the energy stored in the
magnetic field, we get

$$
\begin{align*}
E^{i n t} & =\frac{1}{2 \mu_{0}} \int d \tau \mathbf{B}^{i n t^{2}} \\
& =\frac{1}{8 \pi} \int_{r<R} r^{2} \sin \theta d r d \theta d \phi\left(\left(B_{r}^{i n t}\right)^{2}+\left(B_{\theta}^{i n t}\right)^{2}\right) \\
& =\frac{1}{6} B_{0}^{2} R^{3} \tag{3.3}
\end{align*}
$$

where we have used natural units in which $\mu_{0}=4 \pi$ and the integration limits are $0<r<R, 0 \leq$ $\theta<\pi$, and $0 \leq \phi<2 \pi$. For the energy stored in the external field,

$$
\begin{align*}
E^{e x t} & =\frac{1}{2 \mu_{0}} \int d \tau \mathbf{B}^{e x t^{2}} \\
& =\frac{1}{8 \pi} \int_{r>R} r^{2} \sin \theta d r d \theta d \phi\left(\left(B_{r}^{e x t}\right)^{2}+\left(B_{\theta}^{e x t}\right)^{2}\right) \\
& =\frac{1}{12} B_{0}^{2} R^{3} \tag{3.4}
\end{align*}
$$

with integration limits for $r$ changed to $R<r<\infty$ and the other two remaining the same. Therefore, total energy $E=E^{i n t}+E^{e x t}=\frac{1}{4} B_{0}^{2} R^{3}$.

Now that we have established the initial configuration of the system, let us deform the neutron star. The main idea is that we measure the energy change due to the deformation and:

1. if it is negative, then the deformed configuration is more stable
2. if it is positive, then the deformed configuration is less stable

Using these ideas, we deform the sphere with a $P_{l}(\cos \theta)$ deformation:

$$
\begin{equation*}
r(\cos \theta)=R+\epsilon P_{l}(\cos \theta) \quad(\epsilon \ll R) \tag{3.5}
\end{equation*}
$$

and substitute $c_{\theta}=\cos \theta$, such that $\sin \theta=\left(1-c_{\theta}^{2}\right)^{1 / 2}$ and $\frac{\partial}{\partial \theta} \equiv-\left(1-c_{\theta}^{2}\right)^{1 / 2} \frac{\partial}{\partial c_{\theta}}$ and $P_{l}(\cos \theta) \equiv$ $P_{l}\left(c_{\theta}\right)$. This kind of deformation of the star can be thought of as a displacement vector $\xi$ applied at each point. This is called a deformation vector. Due to the assumption of an incompressible fluid, we have $\nabla \cdot \xi=0$. We also assume irrotationality and thus have:

$$
\begin{equation*}
\xi=\nabla \psi \Longrightarrow \nabla^{2} \psi=0 \tag{3.6}
\end{equation*}
$$

This is nothing but Laplace's equation. The solutions for axially symmetric systems is given by
a linear combination of Legendre polynomials. For a $P_{l}$-deformation, the solution is given by:

$$
\begin{equation*}
\psi=A r^{l} P_{l}\left(c_{\theta}\right) \quad(\because \text { there is no deformation at the centre }) . \tag{3.7}
\end{equation*}
$$

This in turn, implies that $\xi_{r}=\frac{\partial \psi}{\partial r}=A l r^{l-1} P_{l}\left(c_{\theta}\right)$ and $\xi_{\theta}=\frac{\partial \psi}{r \partial \theta}=-A r^{l-1}\left(1-c_{\theta}^{2}\right)^{\frac{1}{2}} P_{l}^{\prime}\left(c_{\theta}\right)$ (and $\left.\xi_{\phi}=0\right)$. Here the prime denotes differentiation w.r.t $c_{\theta}$. But, we know that the deformation at $r=R$ is given by Eq.(3.5) and thus,

$$
\begin{align*}
& \xi_{r}=\epsilon P_{l}\left(c_{\theta}\right) \quad \text { at } \quad r=R \\
\Longrightarrow & A l R^{l-1} P_{l}\left(c_{\theta}\right)=\epsilon P_{l}\left(c_{\theta}\right) \\
\Longrightarrow & A=\frac{\epsilon}{l R^{l-1}} \tag{3.8}
\end{align*}
$$

and putting this value of $A$ back in the expressions for $\xi_{r}$ and $\xi_{\theta}$, we obtain:

$$
\begin{equation*}
\xi_{r}=\frac{\epsilon}{R^{l-1}} r^{l-1} P_{l}\left(c_{\theta}\right) \quad \text { and } \quad \xi_{\theta}=-\frac{\epsilon}{l R^{l-1}} r^{l-1}\left(1-c_{\theta}^{2}\right)^{1 / 2} P_{l}^{\prime}\left(c_{\theta}\right) . \tag{3.9}
\end{equation*}
$$

Now that we have the deformation vector, we can find its effect on the magnetic field and thus the effect it has on the energy of the system. Denote this change in magnetic field by $\delta \mathbf{B}$.

### 3.1.1 Inside the star

We assume that inside the star, we have infinite conductivity i.e., $\sigma=\infty$. Physically, this means that a change in the existing magnetic field can only be obtained by physically pushing aside the field lines(because by Alfven's theorem the field lines are "frozen" into the fluid [27]). Then, to obtain the mathematical form for this "pushing", using Ohm's law $\left(\frac{\mathbf{J}}{\sigma}=\mathbf{E}+\mathbf{v} \times \mathbf{B}\right)$ and that the deformation happens continuously in time in which case, the velocity vector is given by $\mathbf{u}=\frac{\partial \xi}{\partial t}$ and thus, the electric field due to the changing magnetic field and hence the change in the magnetic field is given by:

$$
\begin{aligned}
& \delta \mathbf{E}=-\mathbf{u} \times \mathbf{B} \quad \text { and } \quad \nabla \times \delta \mathbf{E}=-\frac{\partial}{\partial t}(\mathbf{B}+\delta \mathbf{B}) \\
\Longrightarrow & \nabla \times\left(-\frac{\partial \xi}{\partial t} \times \mathbf{B}\right)=-\frac{\partial \delta \mathbf{B}}{\partial t} \\
\Longrightarrow & \nabla \times(\xi \times \mathbf{B})=\delta \mathbf{B} \\
\Longrightarrow & \delta \mathbf{B}=(\mathbf{B} \cdot \nabla) \xi-(\xi \cdot \nabla) \mathbf{B} \quad(\because \nabla \cdot \mathbf{B}=0=\nabla \cdot \xi)
\end{aligned}
$$

Since the magnetic field inside the star to begin with was homogeneous, we have $(\xi \cdot \nabla) \mathbf{B}=0$ and using spherical polar coordinates, we have:

$$
\begin{align*}
& \delta B_{r}^{i n t}=B_{r}^{i n t} \frac{\partial \xi_{r}}{\partial r}+\frac{B_{\theta}^{i n t}}{r} \frac{\partial \xi_{r}}{\partial \theta}-\frac{B_{\theta}^{i n t} \xi_{\theta}}{r} \quad\left(\because \frac{\partial \hat{\theta}}{\partial \theta}=-\hat{r}\right)  \tag{3.10}\\
& \delta B_{\theta}^{i n t}=B_{r}^{i n t} \frac{\partial \xi_{\theta}}{\partial r}+\frac{B_{\theta}^{i n t}}{r} \frac{\partial \xi_{\theta}}{\partial \theta}+\frac{B_{\theta}^{i n t} \xi_{r}}{r} \quad\left(\because \frac{\partial \hat{r}}{\partial \theta}=\hat{\theta}\right) \tag{3.11}
\end{align*}
$$

We have thus obtained the expressions for the change in the magnetic field - the next step is to calculate the change in energy due to this. But before that let's put the expressions (3.9) back in the above equations to obtain equations such as:

$$
\begin{align*}
\delta B_{r}^{i n t} & =\epsilon B_{0} \frac{r^{l-2}}{R^{l-1}}(l-1)\left[c_{\theta} P_{l}\left(c_{\theta}\right)+\frac{\left(1-c_{\theta}^{2}\right)}{l} P_{l}^{\prime}\left(c_{\theta}\right)\right] \\
& =\epsilon B_{0} \frac{r^{l-2}}{R^{l-1}}(l-1) P_{l-1}\left(c_{\theta}\right) \tag{3.12}
\end{align*}
$$

where we have used the identity $x P_{l}(x)+\frac{\left(1-x^{2}\right)^{1 / 2}}{l} \frac{\partial P_{l}(x)}{\partial x}=P_{l-1}(x)$, and

$$
\begin{align*}
\delta B_{\theta}^{i n t} & =-\epsilon B_{0} \frac{r^{l-2}}{R^{l-1}}\left(1-c_{\theta}^{2}\right)^{1 / 2}\left[c_{\theta} \frac{l-2}{l} P_{l}^{\prime}\left(c_{\theta}\right)+\frac{\left(1-c_{\theta}^{2}\right)}{l} P_{l}^{\prime \prime}\left(c_{\theta}\right)+P_{l}\left(c_{\theta}\right)\right] \\
& =-\epsilon B_{0} \frac{r^{l-2}}{R^{l-1}}\left(1-c_{\theta}^{2}\right)^{1 / 2} P_{l-1}^{\prime}\left(c_{\theta}\right) \tag{3.13}
\end{align*}
$$

where the last line can be obtained by differentiating the previously mentioned identity. Now, the change in energy density is given by

$$
\begin{align*}
\delta \mathcal{E}^{i n t} & =\delta\left(\frac{\mathbf{B}^{2}}{8 \pi}\right) \\
& =\frac{1}{4 \pi} \mathbf{B} \cdot \delta \mathbf{B} \\
& =\epsilon \frac{B_{0}^{2}}{4 \pi} \frac{r^{l-2}}{R^{l-1}}\left[(l-1) c_{\theta} P_{l}\left(c_{\theta}\right)+\left(1-c_{\theta}^{2}\right) P_{l}^{\prime}\left(c_{\theta}\right)\right] \tag{3.14}
\end{align*}
$$

and averaging this over all directions, and using $P_{0}\left(c_{\theta}\right)=1$ and the orthogonality properties of Legendre polynomials, $\int_{-1}^{+1} d x P_{l}(x) P_{l}^{\prime}(x)=\frac{2}{2 l+1} \delta_{l l^{\prime}}$, we get:

$$
\begin{align*}
\left\langle\delta \mathcal{E}^{i n t}\right\rangle & =\frac{3 \epsilon(l-1) B_{0}^{2}}{8 \pi R^{3}} \frac{R^{2}}{l+1} \int_{-1}^{+1} d c_{\theta} P_{l-2}\left(c_{\theta}\right) P_{0}\left(c_{\theta}\right) \\
& =\frac{3 \epsilon B_{0}^{2}}{8 \pi R} \frac{l-1}{l+1} \delta_{l-2,0} \frac{2}{2 \cdot 0+1} \\
& =\frac{\epsilon B_{0}^{2}}{4 \pi R} \tag{3.15}
\end{align*}
$$

and thus multiplying by volume, we get the energy change as

$$
\begin{equation*}
\delta E^{\text {int }}=\left\langle\delta \mathcal{E}^{\text {int }}\right\rangle \times \frac{4 \pi}{3} R^{3}=\frac{\epsilon}{3} B_{0}^{2} R^{2} . \tag{3.16}
\end{equation*}
$$

### 3.1.2 The external field energy

The change in the energy of the magnetic field outside the star due to a $P_{l}$-deformation will be the subject of this section. We can't use the conductivity arguments here and will thus have to use a different method to obtain the changes in the magnetic field. Let us write the new magnetic field components as:

$$
\begin{equation*}
B_{r}^{e x t}=B_{0}\left(\frac{R}{r}\right)^{3} c_{\theta}+\delta B_{r}^{e x t} \quad \text { and } \quad B_{\theta}^{e x t}=\frac{1}{2} B_{0}\left(\frac{R}{r}\right)^{3}\left(1-c_{\theta}^{2}\right)^{1 / 2}+\delta B_{\theta}^{e x t} . \tag{3.17}
\end{equation*}
$$

Using the assumption that $\nabla \times \delta \mathbf{B}^{e x t}=0$, we may write $\delta \mathbf{B}^{e x t}=\nabla \delta \phi^{e x t}$. Thus, $\nabla \cdot \delta \mathbf{B}^{e x t}=$ $\nabla^{2} \delta \phi^{e x t}=0$. Once again, we are dealing with the Laplace equation and for spherical symmetry, we have the solutions as

$$
\begin{equation*}
\left.\delta \phi^{e x t}(r, \theta)=\Sigma_{l} A_{l} r^{l} P_{l}(\cos \theta)+\frac{B_{l}}{r^{l+1}} P_{( } \cos \theta\right) \tag{3.18}
\end{equation*}
$$

for $r \geq R$. But we will only take the second set of terms because we want the perturbations to die out at infinity. Thus, writing $\delta \phi^{e x t}$ as above with a slight modification, we have:

$$
\begin{equation*}
\delta \phi^{e x t}=-\epsilon B_{0}\left[\frac{l-1}{l}\left(\frac{R}{r}\right)^{l} P_{l-1}\left(c_{\theta}\right)+\Sigma_{j} A_{j}\left(\frac{R}{r}\right)^{j+1} P_{j}\left(c_{\theta}\right)\right] \tag{3.19}
\end{equation*}
$$

and taking the gradient in spherical polar coordinates, we get the expressions for $\delta B_{r}^{e x t}$ and $\delta B_{\theta}^{e x t}$ as follows:

$$
\begin{align*}
\delta B_{r}^{e x t} & =\epsilon B_{0}\left[(l-1) \frac{R^{l}}{r^{l+1}} P_{l-1}\left(c_{\theta}\right)+\Sigma_{j} A_{j}(j+1) \frac{R^{j+1}}{r^{j+2}} P_{j}\left(c_{\theta}\right)\right]  \tag{3.20}\\
\delta B_{\theta}^{e x t} & =\epsilon B_{0}\left[\frac{(l-1)}{l} \frac{R^{l}}{r^{l+1}}\left(1-c_{\theta}^{2}\right)^{1 / 2} P_{l-1}^{\prime}\left(c_{\theta}\right)+\Sigma_{j} A_{j} \frac{R^{j+1}}{r^{j+2}}\left(1-c_{\theta}^{2}\right)^{1 / 2} P_{j}^{\prime}\left(c_{\theta}\right)\right] \\
& =\epsilon B_{0}\left[\frac{(l-1)}{l} \frac{R^{l}}{r^{l+1}} P_{l-1}^{1}\left(c_{\theta}\right)+\Sigma_{j} A_{j} \frac{R^{j+1}}{r^{j+2}} P_{j}^{1}\left(c_{\theta}\right)\right] . \tag{3.21}
\end{align*}
$$

Our aim now is to find the values of all the coefficients $A_{j}$. For this purpose, we will use the boundary condition that the component of the magnetic field normal to the surface should be continuous. The surface that we have is $r=R+\epsilon P_{l}\left(c_{\theta}\right)$ or $f(r, \theta)=r-R-\epsilon P_{l}\left(c_{\theta}\right)=0$. From basic vector calculus, the normal to a surface $f(x, y, z)=$ constant is given by $\nabla f$, the gradient. Using the same logic here, the normal vector at $r=R+\epsilon P_{l}\left(c_{\theta}\right)$ is obtained, to first order in $\epsilon$, as $\vec{n}=\hat{r}-\frac{\epsilon}{R} \frac{\partial P_{l}\left(c_{\theta}\right)}{\partial \theta} \hat{\theta}$. Thus, for the continuity condition, we have:

$$
\begin{align*}
& \quad \mathbf{B}^{e x t} \cdot \vec{n}=\mathbf{B}^{i n t} \cdot \vec{n} \\
& \left.\Longrightarrow B_{r}^{e x t}\right|_{R+\epsilon P_{l}\left(c_{\theta}\right)}+\left.B_{\theta}^{e x t}\right|_{R} \frac{\epsilon}{R}\left(1-c_{\theta}^{2}\right)^{1 / 2} \frac{\partial P_{l}\left(c_{\theta}\right)}{\partial c_{\theta}} \\
& \quad=\left.B_{r}^{i n t}\right|_{R+\epsilon P_{l}\left(c_{\theta}\right)}+\left.B_{\theta}^{i n t}\right|_{R} \frac{\epsilon}{R}\left(1-c_{\theta}^{2}\right)^{1 / 2} \frac{\partial P_{l}\left(c_{\theta}\right)}{\partial c_{\theta}} \tag{3.22}
\end{align*}
$$

where in the second line, $B_{\theta}$ 's are evaluated at $R$ only because $R+\epsilon P_{l}\left(c_{\theta}\right)$ would anyway make the correction second order in $\epsilon$. Next, we will evaluate the LHS and RHS separately and equate them in the end. First, the LHS is given, from Eqs.(3.17), as:

$$
\begin{aligned}
\text { LHS }= & c_{\theta} B_{0} \frac{R^{3}}{R^{3}\left(1+\frac{\epsilon P_{l}}{R}\right)^{3}}+\epsilon B_{0}\left[(l-1) \frac{R^{l}}{R^{l+1}\left(1+\frac{\epsilon P_{l}}{R}\right)^{l+1}} P_{l-1}\left(c_{\theta}\right)\right. \\
& \left.+\Sigma_{j} A_{j}(j+1) \frac{R^{j+1}}{R^{j+2}\left(1+\frac{\epsilon P_{l}}{R}\right)^{j+2}} P_{j}\left(c_{\theta}\right)\right]+\left\{\frac{1}{2}\left(1-c_{\theta}^{2}\right)^{1 / 2} B_{0}\right. \\
& \left.+\epsilon \frac{B_{0}}{R}\left[\frac{(l-1)}{l} P_{l-1}^{1}\left(c_{\theta}\right)+\Sigma_{j} A_{j} P_{j}^{1}\left(c_{\theta}\right)\right]\right\} \frac{\epsilon}{R}\left(1-c_{\theta}^{2}\right)^{1 / 2} \frac{\partial P_{l}\left(c_{\theta}\right)}{\partial c_{\theta}} \\
\simeq & c_{\theta} B_{0}\left(1-\frac{3 \epsilon P_{l}}{R}\right)+\frac{\epsilon B_{0}}{R}\left[(l-1)(1-\mathcal{O}(\epsilon)) P_{l-1}\right. \\
& \left.+\Sigma_{j} A_{j}(j+1)(1-\mathcal{O}(\epsilon)) P_{j}\right]+\frac{1}{2} B_{0}\left(1-c_{\theta}^{2}\right) \frac{\epsilon}{R} P_{l}^{\prime}+\mathcal{O}\left(\epsilon^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
=c_{\theta} B_{0} & \left(1-\frac{3 \epsilon P_{l}}{R}\right)+\frac{\epsilon B_{0}}{R}\left[(l-1) P_{l-1}+\Sigma_{j} A_{j}(j+1) P_{j}\right] \\
& +\frac{1}{2} B_{0}\left(1-c_{\theta}^{2}\right) \frac{\epsilon}{R} P_{l}^{\prime} \tag{3.23}
\end{align*}
$$

and moving on to the RHS, using Eqs.(3.1), (3.12) and (3.13), we obtain:

$$
\begin{align*}
\mathrm{RHS}= & c_{\theta} B_{0}+\epsilon B_{0}(l-1) P_{l-1}\left(c_{\theta}\right) \frac{R^{l-2}}{R^{l-1}}\left(1+(l-2) \frac{\epsilon P_{l}}{R}\right) \\
& +\left[-B_{0}\left(1-c_{\theta}^{2}\right)^{1 / 2}-\mathcal{O}(\epsilon)\right] \frac{\epsilon}{R}\left(1-c_{\theta}^{2}\right)^{1 / 2} P_{l}^{\prime} \\
= & c_{\theta} B_{0}+\frac{\epsilon B_{0}}{R}(l-1) P_{l-1}\left(c_{\theta}\right)-\frac{\epsilon B_{0}}{R}\left(1-c_{\theta}^{2}\right) P_{l}^{\prime} \tag{3.24}
\end{align*}
$$

where, in both LHS and RHS, we have used the fact that we require the expressions only till $\mathcal{O}(\epsilon)$. Now, using LHS $=$ RHS, we obtain the following

$$
\begin{equation*}
\Sigma_{j} A_{j}(j+1) P_{j}=3 c_{\theta} P_{l}-\frac{3}{2}\left(1-c_{\theta}^{2}\right) P_{l}^{\prime} \tag{3.25}
\end{equation*}
$$

Using the identities

$$
\begin{aligned}
(2 l+1) x P_{l}(x) & =(l+1) P_{l+1}(x)+l P_{l-1}(x), \text { and } \\
P_{l-1}(x) & =x P_{l}(x)+\frac{\left(1-x^{2}\right)^{1 / 2}}{l} \frac{\partial P_{l}}{\partial x}
\end{aligned}
$$

we can simplify the above written equation to obtain the following

$$
\begin{equation*}
\Sigma_{j} A_{j}(j+1) P_{j}=\frac{3}{2(2 l+1)}\left[(l+1)(l+2) P_{l+1}-l(l-1) P_{l-1}\right] \tag{3.26}
\end{equation*}
$$

from which we may conclude:

$$
\begin{equation*}
A_{l-1}=-\frac{3(l-1)}{2(2 l+1)}, \quad A_{l+1}=\frac{3(l+1)}{2(2 l+1)}, \quad \text { and } \quad A_{j}=0 \quad \forall j \neq l-1, l+1 \tag{3.27}
\end{equation*}
$$

Substituting the above obtained values for the coefficients back into Eqs.(3.20) and (3.21), we have our changes to the external field as:

$$
\begin{gather*}
\delta B_{r}^{e x t}=\epsilon B_{0}\left[\frac{3(l+1)(l+2)}{2(2 l+1)} \frac{R^{l+2}}{r^{l+3}} P_{l+1}+\frac{(l-1)(l+2)}{2(2 l+1)} \frac{R^{l}}{r^{l+1}} P_{l-1}\right]  \tag{3.28}\\
\delta B_{\theta}^{e x t}=\epsilon B_{0}\left[\frac{3(l+1)}{2(2 l+1)} \frac{R^{l+2}}{r^{l+3}} P_{l+1}^{1}+\frac{(l-1)(l+2)}{2 l(2 l+1)} \frac{R^{l}}{r^{l+1}} P_{l-1}^{1}\right] \tag{3.29}
\end{gather*}
$$

from which we can now calculate the change in the energy stored in the magnetic field. The energy for the deformed configuration is given by:

$$
\begin{equation*}
E_{n e w}^{e x t}=E^{e x t}+\delta E^{e x t}=\frac{1}{8 \pi} \iiint_{R+\epsilon P_{l}}^{\infty} d \tau\left(\mathbf{B}^{e x t}\right)^{2}, \quad\left(\mathbf{B}^{e x t}=B_{r}^{e x t} \hat{r}+B_{\theta}^{e x t} \hat{\theta}\right) \tag{3.30}
\end{equation*}
$$

where $B_{r}^{e x t}$ and $B_{\theta}^{e x t}$ are given by Eqs.(3.17). If we represent the original dipole magnetic field by $\mathbf{B}_{0}^{\text {ext }}$, we may write $\left(\mathbf{B}^{e x t}\right)^{2}=\left(\mathbf{B}_{0}^{e x t}\right)^{2}+2 \mathbf{B}_{0}^{\text {ext }} \cdot \delta \mathbf{B}^{e x t}+\mathcal{O}\left(\epsilon^{2}\right)$. Also note that the integration limits should signify the exterior of the star and hence start from $R+\epsilon P_{l}$ and not $R$. We already know that $E^{e x t}=\iiint_{R}^{\infty} d \tau\left(\mathbf{B}_{0}^{e x t}\right)^{2}$ and hence, paying close attention to the limits, we obtain the change in energy of the magnetic field as:

$$
\begin{align*}
\delta E^{e x t}=-\frac{1}{8 \pi} \iiint_{R}^{R+\epsilon P_{l}} r^{2} d r d c_{\theta} d \phi & \left(\mathbf{B}_{0}^{e x t}\right)^{2} \\
& +\frac{1}{8 \pi} \iiint_{R+\epsilon P_{l}}^{\infty} r^{2} d r d c_{\theta} d \phi 2 \mathbf{B}_{0}^{e x t} \cdot \delta \mathbf{B}^{e x t} \tag{3.31}
\end{align*}
$$

where in the second integral we may replace the lower limit by $R$, since the correction will be of second order in $\epsilon$. Thus, putting in the expressions for the magnetic field in the above equation and using $P_{1}\left(c_{\theta}\right)=c_{\theta}, P_{2}\left(c_{\theta}\right)=\frac{1}{2}\left(3 c_{\theta}^{2}-1\right)$ and $P_{1}^{1}\left(c_{\theta}\right)=\left(1-c_{\theta}^{2}\right)^{1 / 2}$, we obtain:

$$
\begin{aligned}
\delta E^{e x t}= & -\frac{1}{4} \int_{-1}^{1} \int_{R}^{R+\epsilon P_{l}} r^{2} d r d c_{\theta} B_{0}^{2}\left(\frac{R}{r}\right)^{6}\left[c_{\theta}^{2}+\frac{1}{4}\left(1-c_{\theta}^{2}\right)\right] \\
& +\frac{1}{4} \int_{-1}^{1} \int_{R}^{\infty} r^{2} d r d c_{\theta} B_{0}\left(\frac{R}{r}\right)^{3}\left[2 c_{\theta} \delta B_{r}^{e x t}+2 \frac{1}{2}\left(1-c_{\theta}^{2}\right)^{1 / 2} \delta B_{\theta}^{e x t}\right] \\
= & -\frac{1}{4} \epsilon B_{0}^{2} R^{2} \int_{-1}^{1} d c_{\theta} P_{l}\left(c_{\theta}\right)\left[\frac{1}{2} P_{2}\left(c_{\theta}\right)+\frac{1}{2}\right] \\
& +\frac{1}{4} \int_{-1}^{1} \int_{R}^{\infty} r^{2} d r d c_{\theta} B_{0}\left(\frac{R}{r}\right)^{3}\left[2 P_{1}\left(c_{\theta}\right) \delta B_{r}^{\text {ext }}+P_{1}^{1}\left(c_{\theta}\right) \delta B_{\theta}^{e x t}\right]
\end{aligned}
$$

and now using Eqs.(3.28) and (3.29) in the above expressions, we have the following:

$$
\begin{aligned}
\delta E^{e x t}= & -\frac{1}{4} \epsilon B_{0}^{2} R^{2} \int_{-1}^{1} d c_{\theta} P_{l}\left(c_{\theta}\right)\left[\frac{1}{2} P_{2}\left(c_{\theta}\right)+\frac{1}{2}\right] \\
& +\frac{1}{2} \epsilon B_{0}^{2} \int_{-1}^{1} \int_{R}^{\infty} r^{2} d r d c_{\theta}\left(\frac{R}{r}\right)^{3} P_{1}\left(c_{\theta}\right)\left[\frac{3(l+1)(l+2)}{2(2 l+1)} \frac{R^{l+2}}{r^{l+3}} P_{l+1}+\frac{(l-1)(l+2)}{2(2 l+1)} \frac{R^{l}}{r^{l+1}} P_{l-1}\right] \\
& +\frac{1}{4} \epsilon B_{0}^{2} \int_{-1}^{1} \int_{R}^{\infty} r^{2} d r d c_{\theta}\left(\frac{R}{r}\right)^{3} P_{1}^{1}\left(c_{\theta}\right)\left[\frac{3(l+1)}{2(2 l+1)} \frac{R^{l+2}}{r^{l+3}} P_{l+1}^{1}+\frac{(l-1)(l+2)}{2 l(2 l+1)} \frac{R^{l}}{r^{l+1}} P_{l-1}^{1}\right] .
\end{aligned}
$$

In the above expressions, we can use orthogonality of Legendre polynomials and associated Legendre polynomials to conclude that only $l=0$ and $l=2$ are possibly non zero. Now, noticing the $l$ in the denominator of the 2 nd term of the 3 rd integral, we have $l=0$ not viable. Hence, the change in the magnetic energy is non zero to first order in $\epsilon$ only for a $P_{2}$-deformation. Thus, for a $P_{2}$-deformation, we have the change in the external magnetic energy given by

$$
\begin{align*}
& \delta E^{e x t}=-\frac{1}{4} \epsilon B_{0}^{2} R^{2} \int_{-1}^{1} d c_{\theta} \frac{1}{2}\left[P_{2}\left(c_{\theta}\right)\right]^{2}+\frac{1}{2} \epsilon B_{0}^{2} R^{5} \int_{-1}^{1} \int_{R}^{\infty} d r d c_{\theta}\left[P_{1}\left(c_{\theta}\right)\right]^{2} \frac{2}{5} \frac{1}{r^{4}} \\
&+\frac{1}{4} \epsilon B_{0}^{2} R^{5} \int_{-1}^{1} \int_{R}^{\infty} d r d c_{\theta}\left[P_{1}^{1}\left(c_{\theta}\right)\right]^{2} \frac{1}{5} \frac{1}{r^{4}} \\
&= \epsilon B_{0}^{2} R^{2}\left(-\frac{1}{20}+\frac{2}{45}+\frac{1}{45}\right) \\
& \Longrightarrow \delta E^{e x t}=  \tag{3.32}\\
& \frac{1}{60} \epsilon B_{0}^{2} R^{2},
\end{align*}
$$

where we have used

$$
\left.\int_{-1}^{1} d x\left[P_{l}(x)\right]^{2}=\frac{2}{2 l+1} \quad \text { and } \quad \int_{-1}^{1} d x\left[P_{l}^{m}() x\right)\right]^{2}=\frac{2}{2 l+1} \frac{(l+m)!}{(l-m)!}
$$

Thus, the total change in energy of the system, to $\mathcal{O}(\epsilon)$, is, from Eqs. (3.16) and (3.32),

$$
\begin{align*}
\delta E & =\delta E^{i n t}+\delta E^{e x t} \\
& =\frac{1}{3} \epsilon B_{0}^{2} R^{2}+\frac{1}{60} \epsilon B_{0}^{2} R^{2} \\
& =\frac{7}{20} \epsilon B_{0}^{2} R^{2} \tag{3.33}
\end{align*}
$$

which is first order in $\epsilon$. This $\delta E$ is

1. $>0$ if $\epsilon>0$ or prolate shape
2. $<0$ if $\epsilon<0$ or oblate shape.

The change in the gravitational potential energy for a $P_{l}$-deformation is given by

$$
\begin{equation*}
\delta U=\frac{3(l-1)}{(2 l+1)^{2}}\left(\frac{\epsilon}{R}\right)^{2} \frac{G M^{2}}{R} \tag{3.34}
\end{equation*}
$$

clearly second order in $\epsilon$ and is thus always positive. The total change in energy is, therefore,

$$
\delta \mathbb{U}=\delta U+\delta E
$$

and putting in the values obtained in Eqs.(3.33) and (3.34), for a $P_{2}$-deformation, we obtain:

$$
\delta \mathbb{U}=\frac{3}{25}\left(\frac{\epsilon}{R}\right)^{2} \frac{G M^{2}}{R}+\frac{7}{20} \epsilon B_{0}^{2} R^{2}
$$

In the above equation, since $\delta U$ is second order in $\epsilon$ and $\delta E$ is first order in $\epsilon$, the sign of change in energy of the system is determined by the sign of $\epsilon$ for small $\epsilon$. Energy previously was $\mathbb{U}=U+E$, after the deformation, it becomes $\mathbb{U}+\delta \mathbb{U}=U+E+(\delta U+\delta E)$. In order to obtain the most stable configuration, we need to minimize this change and if it is negative the configuration thus obtained will be stable. Thus, minimizing the previously obtained $\delta \mathbb{U}$, we have:

$$
\begin{equation*}
\frac{\epsilon}{R}=-\frac{35}{24} \frac{B_{0}^{2} R^{4}}{G M^{2}} \tag{3.35}
\end{equation*}
$$

Using the virial theorem, we can do a simple calculation(cf. section I of [25]) wherein we obtain that for dynamical stability $(|U|-E)>0$ when $\gamma>\frac{4}{3}$. Thus, setting $E=|U|$, with $U=-\frac{3}{5} \frac{G M^{2}}{R}$ and $E=\frac{1}{4} B_{*}^{2} R^{3}$, we have the value of $B_{*}^{2}$ to be

$$
\begin{equation*}
B_{*}^{2}=\frac{12}{5} \frac{G M^{2}}{R^{4}} \tag{3.36}
\end{equation*}
$$

putting it back in Eq.(3.35), we obtain:

$$
\frac{\epsilon}{R}=-\frac{7}{2}\left(\frac{B_{0}}{B_{*}}\right)^{2}
$$

where $B_{*}$ is the "limit" set by the virial theorem [25].

### 3.1.3 Quadrupolar ellipticity vs surface ellipticity

At this point, we may introduce some terminology. Following [28], we define surface ellipticity and quadrupolar ellipticity. When we talk of surface ellipticity, we are talking of:

$$
\epsilon_{\text {surf }}=\frac{R_{\text {equatorial }}-R_{\text {polar }}}{R_{\text {polar }}}
$$

and by quadrupolar ellipticity, we mean:

$$
\epsilon_{q u a d}=-\frac{Q}{I}=\frac{I_{z z}-I_{y y}}{I_{z z}}
$$

where $Q$ is the mass energy quadrupole moment and $I$ is the mean moment of inertial of the tensor $I_{i j}$. The second equality, though, can only be written in the limit of a weak field. More details on this terminology can be found in [28] and references therein.

In order to generate gravitational waves, we saw that the variation of the quadrupole moment with time is essential. On this note, let us look at what the status is on the time dependence of quadrupolar ellipticity. In [29], evidence is obtained that the quadrupolar ellipticity evolves in time. To see this, the authors consider two models for the magnetic fields of neutron stars [29], called AL and BL models. In the AL model, the magnetic field is confined to the crust and in the BL model, there is an internal magnetic field. Following the results of magneto-thermal simulations (taken from [29] and the references therein), the ellipticity of the magnetar is seen to change in magnitude from $\sim 10^{-11}$ at 0 yrs to $\sim 2.5 \times 10^{-6}$ after $10^{6}$ yrs [29] for BL models. Same procedure for AL models yields values of ellipticity to be $\sim 1.09 \times 10^{-8}$ at 0 yr which after a million years evolves to $\sim 9.93 \times 10^{-10}$. From this, it is clear that the quadrupolar ellipticity varies with time and thus, we also have a variation in gravitational wave signal over this time. (It can also be seen that the BL model predicts higher ellipticities than the AL model). Now that we have obtained some rough values for the ellipticities, we may use Eqs.(2.34) and (2.35) for the GW amplitudes. We see that the GW amplitude is directly proportional to the ellipticity $\epsilon$ and the square of the frequency of rotation of the neutron star. Based on the proportionality to $\epsilon$ alone, magnetars seem to be good sources of GWs, with $\epsilon \sim 10^{-6}$. But magnetars also have the frequency of rotation to be around 0.1 Hz which makes the GW amplitude quite small in magnitude [29] which is very tough to detect, especially because thermal and quantum noise reduce the sensitivity of the detectors when the frequency is below 10 Hz . For this reason, protomagnetars are far more promising candidates for GW signals than magnetars [29] due to having higher frequencies of rotation. Hence, the best candidates for possible experimental realization of our current proposition, the effect of SPP of mmcps on the GW signals from neutron stars, seem to be proto-magnetars.

### 3.2 Models of the magnetic fields

Now that we have a basic understanding of the effect of the magnetic field on the shape of the neutron star, we can now tackle the problem of emission of GW's from such a star. We require the magnetic axis and to be at an angle to the rotation axis so that we have a nonzero quadrupole moment(due to the flattening discussed above) and thus, a gravitational wave signal. For this purpose, we need to be able to calculate the deformation due to the magnetic field. In the following discussion, we will consider different simple models for the neutron star
(with an external dipolar field), and using the equations of hydromagnetic equilibrium, solve for the internal magnetic field and the consequent deformation [26]. We shall assume that the magnetic field can be treated as a perturbation. The equations of hydromagnetic equilibrium for a non-rotating star are given by:

$$
\begin{equation*}
\frac{\nabla p}{\rho}+\nabla \Phi=\frac{(\nabla \times \mathbf{B}) \times \mathbf{B}}{\mu_{0} \rho} \tag{3.37}
\end{equation*}
$$

where $p, \rho, \Phi$, and $\mathbf{B}$ are pressure, density, gravitational potential, and magnetic field vector respectively and Maxwell's equations for current density have been used. We may replace $\mu_{0}$ by $4 \pi$ (i.e., working in natural units). Now, the gravitational potential satisfies the Poisson equation $\nabla^{2} \Phi=4 \pi G \rho$ and the magnetic field, from Maxwell's equations, satisfies $\nabla \cdot \mathbf{B}=0$. Taking the curl of Eq.(3.37) in addition to the assumption that the equation of state is given by $\rho=\rho(p)$, we obtain:

$$
\begin{equation*}
\nabla \times\left(\frac{\nabla \times \mathbf{B}) \times \mathbf{B}}{\rho}\right)=0 \tag{3.38}
\end{equation*}
$$

wherein we have used $\nabla\left(\frac{1}{\rho}\right)=-\frac{1}{\rho^{2}} \nabla \rho=-\frac{1}{\rho^{2}} \frac{\partial \rho}{\partial p} \nabla p(\because \rho=\rho(p))$ and then that the curl of a gradient is identically zero. There are ways/justifications around the above constraint (3.38), but they are harder problems [26] with more subtleties popping up and we shall thus impose this constraint in our problem. As previously stated, assume that the magnetic field effects are a perturbation of the spherically symmetric background. We can thus expand all our variables as:

$$
f(r, \theta)=f_{0}(r, \theta)+f_{1}(r, \theta) P_{l}\left(c_{\theta}\right)
$$

where $P_{l}$ are the Legendre polynomials and $f_{1} \sim \mathcal{O}\left(B^{2}\right)$. We are ultimately interested in the gravitational wave emission due to these deformations and thus, the most important contribution for us is $l=2$ quadrupole deformation [26]. Another reason is as discussed in the previous section, only the $l=2$ deformation is the significant one at first order in deformation. We shall now delve into calculating the internal magnetic field using all the equations we have written above and by assuming a form for the equation of state. We shall, in particular, consider two configurations:

1. The star has uniform density throughout
2. The fluid inside the star is a polytrope with $n=1$

Using the concept of a stream function $S(r, \theta)$ and using $\nabla \cdot \mathbf{B}=0$, we have:

$$
\frac{\partial}{\partial r}\left(r^{2} \sin \theta B_{r}\right)=\frac{\partial}{\partial \theta}\left(-r \sin \theta B_{\theta}\right)
$$

and now, using the concepts of exact differentials(and equality of mixed partial derivatives), we may write an exact differential $d S$, where $S$ is the stream function, as:

$$
\begin{equation*}
d S=r^{2} \sin \theta B_{r} d \theta-r \sin \theta B_{\theta} d r \tag{3.39}
\end{equation*}
$$

Using the above equation, $\frac{\partial S}{\partial \theta}=r^{2} \sin \theta B_{r}$ and $\frac{\partial S}{\partial r}=-r \sin \theta B_{\theta}$. Inverting the foregoing relations, we have:

$$
\begin{equation*}
B_{r}=\frac{1}{r^{2} \sin \theta} \frac{\partial S}{\partial \theta} \quad \text { and } \quad B_{\theta}=-\frac{1}{r \sin \theta} \frac{\partial S}{\partial r} \tag{3.40}
\end{equation*}
$$

Since we have axial symmetry in our problem, using Eq.(3.37), we have

$$
\begin{equation*}
[\mathbf{B} \times(\nabla \times \mathbf{B})]_{\phi}=0 \tag{3.41}
\end{equation*}
$$

This, along with $\nabla \cdot \mathbf{B}=0 \nabla \cdot \mathbf{B}_{p}$, gives:

$$
\begin{equation*}
\mathbf{B}_{p} \cdot \nabla\left(r \sin \theta B_{\phi}\right)=0 \tag{3.42}
\end{equation*}
$$

Here, $\mathbf{B}_{p}=\left(B_{r}, B_{\theta}, 0\right)$ is the poloidal field and $\mathbf{B}_{t}=\left(0,0, B_{\phi}\right)$ is the toroidal field. The above equation may be obtained by expanding the curl in spherical coordinates and looking at the $\phi$-component. Using the above mentioned concept of stream function, we may write the $\phi$ component of the magnetic field as:

$$
r \sin \theta B_{\phi}=\beta(S) \Longrightarrow B_{\phi}=\frac{\beta(S)}{r \sin \theta}
$$

Now, we may expand Eq.(3.38) to obtain a large differential equation for $S$ and $\beta(S)$ which, to be solved, requires us to assume a form for the equation of state. As mentioned above, we will be dealing with the two cases of uniform density and $n=1$ polytrope.

## Constant density fluid

For a constant density fluid, Eq.(3.38) reduces to $\nabla \times(\mathbf{B} \times(\nabla \times \mathbf{B}))=0$. Assume a form for the magnetic field $\mathbf{B}$ as:

$$
\mathbf{B}=\hat{r}[W(r) \cos \theta]+\hat{\theta}[X(r) \sin \theta]+\hat{\phi}[i Z(r) \sin \theta]
$$

so that $\nabla \cdot \mathbf{B}=0$ becomes

$$
\begin{equation*}
r W^{\prime}(r)+2[W(r)+X(r)]=0 \tag{3.43}
\end{equation*}
$$

In our constant density case, putting Eq.(3.2) into Eq.(3.38), we obtain the following three equations:

$$
\begin{align*}
& W(r Z)^{\prime}+2 Z X=0  \tag{3.44}\\
& W\left(r^{2} Z^{\prime \prime}-2 Z\right)+2 Z\left(r X^{\prime}-X\right)=0  \tag{3.45}\\
& W\left[r^{2} X^{\prime \prime}-4(W+X)\right]+2 Z\left(r Z^{\prime}-Z\right)=0 \tag{3.46}
\end{align*}
$$

To go further, we may work with three types of magnetic fields:

1. Purely poloidal $\mathbf{B}=\mathbf{B}_{p}=\left(B_{r}, B_{\theta}, 0\right)$
2. Purely toroidal $\mathbf{B}=\mathbf{B}_{t}=\left(0,0, B_{\phi}\right)$
3. A general mixed case

Among these, the poloidal case is the most important to us and we shall thus solve it.

1. Pure poloidal In the pure poloidal case, $Z=0$. Thus, only Eq.(3.43) and Eq.(3.46) remain pertinent. Using these two equations, we can write a differential equation in terms of only $X$ and one interms of both $W$ and $X$ as follows:

$$
\begin{aligned}
& r^{2} X^{\prime \prime \prime}+4 r X^{\prime \prime}-4 X^{\prime}=0 \Longrightarrow X=\frac{A}{r^{3}}+C r^{2}+D \\
& r W^{\prime}(r)+2[W(r)+X(r)]=0 \Longrightarrow r W^{\prime}(r)+2\left[W(r)+C r^{2}+D\right]=0 \\
& \Longrightarrow W(r)=-\frac{1}{2} C r^{2}-D
\end{aligned}
$$

where $A, C$, and $D$ are constants of integration and we have set $A=0$ because we want field solutions that are regular at the centre $r=0$. We now have to evaluate the constants $C$ and $D$. For this step, following [26], we shall solve for the magnetic field through the stream function method as well and match the solutions. Following [26] and section 3 of [30], let us assume that the stream function $S(r, \theta)$ is of the form $A(r) \sin ^{2} \theta$ and $\beta(S)=0$. The stream function solves the equation [30], [26]:

$$
\begin{equation*}
\nabla^{2} S=\frac{B r^{2}}{R^{2}} \sin ^{2} \theta \tag{3.47}
\end{equation*}
$$

where $B$ is a constant parameter and we have assumed a current density with $J_{\phi}=\frac{B}{R^{2}} r^{3} \sin ^{3} \theta$. With a stream function of this form, the magnetic field looks like:

$$
\begin{equation*}
\mathbf{B}=\left(\frac{2 A}{r^{2}} \cos \theta,-\frac{A^{\prime} \sin \theta}{r}, 0\right) . \tag{3.48}
\end{equation*}
$$

Matching this with an external dipole field at the surface,

$$
\mathbf{B}_{e x t}=B_{0}\left(\frac{R}{r}\right)^{3}\left(\cos \theta \hat{r}+\frac{1}{2} \sin \theta \hat{\theta}\right)
$$

we obtain a condition for $A$. This is done as follows:

$$
\begin{align*}
& \frac{2 A}{r^{2}}=B_{0}, \text { and }-\frac{A^{\prime}}{r}=\frac{1}{2} B_{0} \\
\Longrightarrow & \frac{A}{r}+A^{\prime}=0 \text { at the surface } \tag{3.49}
\end{align*}
$$

Also making sure that the magnetic field is regular at the centre, we have the solution for $S(r, \theta)$ as:

$$
\begin{equation*}
S(r, \theta)=\frac{B r^{2}}{2 R^{2}}\left(\frac{r^{2}}{5}-\frac{R^{2}}{3}\right) \sin ^{2} \theta \tag{3.50}
\end{equation*}
$$

and using Eqs.(3.40), we have:

$$
\begin{align*}
& B_{r}=-B\left(\frac{1}{3}-\frac{1}{5}\left(\frac{r}{R}\right)^{2}\right) \cos \theta  \tag{3.51}\\
& B_{\theta}=B\left(\frac{1}{3}-\frac{2}{5}\left(\frac{r}{R}\right)^{2}\right) \sin \theta
\end{align*}
$$

where, these components are also matched to the external field through Eq.(3.49).
2. Other cases As mentioned above, there are other field configurations which one may explore. In the toroidal case, one would take $W=0=X$, with $Z$ non-zero. Consistency with the surface conditions demands even this component to be 0 thus making the toroidal field solution trivial [26]. In the mixed case however, the solution which for which neither $Z=0$ nor $W=0$ turns out to have $Z=a r W$. This means that this solution can't be matched to an external dipole( $\because Z=0$ there $)$. Furthermore, trying to match the $\theta$ component as well to a general solution for the external field which is regular at infinity demands the external field to be trivially 0 throughout the exterior [26]. A few thoughts on this matter may be found in section 2 of [26].
$n=1$ polytrope

Now that we have dealt with a constant density fluid, we may look at a more realistic $n=1$ polytrope for the interior of the neutron star. A polytropic relation is one of the form

$$
\begin{equation*}
p=K \rho^{1+\frac{1}{n}} \tag{3.52}
\end{equation*}
$$

which holds throughout the star, where $p, \rho$ are the pressure and density with $K$ being a proportionality constant and $n$ being the polytropic index. To connect with something more familiar, consider an isothermal gas. In this case, $p=K \rho$, i.e., this is a $n=\infty$ polytrope. In our particular case, we shall look at a $n=1$ polytrope. The form for the density of a polytrope is obtained by solving the Lane-Emdem equation with boundary conditions as:

1. $\rho$ is regular at $r=0$.
2. $\rho$ becomes 0 at the surface for the first time.

In the case of $n=1$ polytrope, the solution for $\rho$ is of the form

$$
\rho=\rho_{c} \frac{\sin y}{y}, \text { where } y=\frac{\pi r}{R}
$$

where $\rho_{c}$ is the value of $\rho$ at the centre. Using this form for $\rho$ in Eq.(3.38), we may solve for the magnetic field. We may write Eq.(3.38) interms of the stream function $S(r, \theta)$ so that the equation looks like [26]:

$$
\begin{align*}
& \frac{\partial}{\partial r}\left[\frac{1}{\rho r \sin \theta} \frac{\partial S}{\partial \theta}\left\{\frac{1}{r \sin \theta} \frac{\partial^{2} S}{\partial r^{2}}+\frac{1}{r^{3}} \frac{\partial}{\partial \theta}\left(\frac{1}{\sin \theta} \frac{\partial S}{\partial \theta}\right)\right\}+\frac{\beta}{\rho r^{2} \sin ^{2} \theta} \frac{\partial B}{\partial \theta}\right] \\
& -\frac{\partial}{\partial \theta}\left[\frac{1}{\rho r \sin \theta} \frac{\partial S}{\partial r}\left\{\frac{\partial^{2} S}{\partial r^{2}}+\frac{1}{r^{3}} \frac{\partial}{\partial \theta}\left(\frac{1}{\sin \theta} \frac{\partial S}{\partial \theta}\right)\right\}+\frac{\beta}{\rho r^{2} \sin ^{2} \theta} \frac{\partial B}{\partial r}\right]=0 \tag{3.53}
\end{align*}
$$

1. Poloidal fields Now putting in $\rho(y)$ and solving for $S$, with $\beta(S)=0$, we obtain $S$ to be of the form [31, 26]:

$$
S(r, \theta)=\frac{2 \sin ^{2} \theta}{3 y}\left[y^{3}+3\left(y^{2}-2\right) \sin y+6 y \cos y\right]
$$

and thus have the expressions for $B_{r}$ and $B_{\theta}$, using Eqs.(3.40), as:

$$
\begin{aligned}
& B_{r}=\frac{\pi^{2}}{R^{2} y^{2}} \frac{4 \cos \theta}{3 y}\left[y^{3}+3\left(y^{2}-2\right) \sin y+6 y \cos y\right] \\
& B_{\theta}=\frac{2 \pi^{2}}{3 y^{3} R^{2}} \sin \theta\left[-2 y^{3}+3\left(y^{2}-2\right)(\sin y-y \cos y)\right]
\end{aligned}
$$

which now have to satisfy the condition of being regular at $r=0$ as well as match the external dipole(Eq.(3.2)) at the surface. With $B_{0}$ representing the polar magnetic field strength, we obtain the poloidal to be of the form:

$$
\begin{align*}
& B_{r}=\frac{B_{0} \cos \theta}{\pi^{3}-6 \pi}\left[y^{3}+3\left(y^{2}-2\right) \sin y+6 y \cos y\right]  \tag{3.54}\\
& B_{\theta}=\frac{1}{2} \frac{B_{0} \sin \theta}{\pi^{3}-6 \pi}\left[-2 y^{3}+3\left(y^{2}-2\right)(\sin y-y \cos y)\right]
\end{align*}
$$

Note:Only matching the magnetic field to the external dipole and not imposing regularity, will give expressions of the form:

$$
\begin{aligned}
B_{r} & =\frac{\pi^{2}}{y^{3}} \frac{B_{0} \cos \theta}{\pi^{2}-6}\left[y^{3}+3\left(y^{2}-2\right) \sin y+6 y \cos y\right] \\
B_{\theta} & =\frac{\pi^{2}}{y^{3}} \frac{1}{2} \frac{B_{0} \sin \theta}{\pi^{2}-6}\left[-2 y^{3}+3\left(y^{2}-2\right)(\sin y-y \cos y)\right]
\end{aligned}
$$

which are clearly not regular at $r=y=0$. But the solutions given in Eqs.(3.54) and (3.55) match the boundary conditions and the regularity at centre and are thus valid physical solutions.
2. Other cases Following the same line of thought as in the constant density case, we may consider other cases where the magnetic field is pure toroidal or mixed or even a case where the magnetic field is confined to the crust [26]. Unlike the constant density case, there is a non-trivial toroidal field solution for the $n=1$ polytrope. The mixed case can also be solved, as in $[26,32]$, by considering $\beta(S)=\frac{\pi \lambda}{R} S$, where $\lambda$ is a parameter that can be varied and $S=A(r) \sin ^{2} \theta$. A more exotic case is where we may consider the core of the neutron star to be a Type I superconductor. In this case, the magnetic field will be expelled from the core and will be confined to the crust. See [26] and references therein for the details on the solution and implications of this configuration.

### 3.2.1 Deformations due to the above obtained field configurations

In the preceding couple of sections, we assumed that the magnetic field is poloidal and solved Eq.(3.38) for the cases of a uniform density fluid and the case of a $n=1$ polytrope. Now, we would like to calculate the effect of such field configurations on the shape of the star. For this, we need to solve Eqs.(3.37) along with the Poisson eqation, $\nabla^{2} \Phi=4 \pi G \rho$ after perturbing the current system and obtain the new equilibrium configuration. The perturbed surface of the star takes the form:

$$
x_{S}=R\left[1+\epsilon(R) P_{l}\left(c_{\theta}\right)\right]
$$

where $\epsilon(R)$ is a small quantity and $P_{l}$ are the Legendre polynomials. The pressure, potential and density are perturbed as:

$$
\begin{align*}
p(r, \theta) & =p(r)+\delta p(r) P_{l}\left(c_{\theta}\right)  \tag{3.56}\\
\Phi(r, \theta) & =\Phi(r)+\delta \Phi(r) P_{l}\left(c_{\theta}\right)  \tag{3.57}\\
\rho(r, \theta) & =\rho(r)+\delta \rho(r) P_{l}\left(c_{\theta}\right) \tag{3.58}
\end{align*}
$$

The Eqs.(3.37) at $\mathcal{O}\left(B^{2}\right)$ take the form:

$$
\begin{equation*}
\nabla\left[\delta p(r) P_{l}\left(c_{\theta}\right)\right]+\rho \nabla\left[\delta \Phi(r) P_{l}\left(c_{\theta}\right)\right]+\delta \rho P_{l} \nabla \Phi(r)+\mathcal{O}\left(B^{4}\right)=\frac{(\nabla \times \mathbf{B}) \times \mathbf{B}}{\mu_{0}} \tag{3.59}
\end{equation*}
$$

which, after neglecting the $\mathcal{O}\left(B^{4}\right)$ term, becomes:

$$
\begin{align*}
& P_{l} \frac{d \delta p}{d r}+\rho \frac{d \delta \Phi}{d r} P_{l}+\delta \rho P_{l} \frac{d \Phi}{d r}=\frac{[(\nabla \times \mathbf{B}) \times \mathbf{B}]_{r}}{\mu_{0}}  \tag{3.60}\\
& \frac{1}{r}(\delta p+\rho \delta \Phi) \frac{d P_{l}}{d \theta}=\frac{[(\nabla \times \mathbf{B}) \times \mathbf{B}]_{\theta}}{\mu_{0}} \tag{3.61}
\end{align*}
$$

We now have to solve these equations along with the perturbed Poisson equation:

$$
\begin{align*}
& \nabla^{2}\left(\Phi+\delta \Phi P_{l}\right)=4 \pi G\left(\rho+\delta \rho P_{l}\right) \\
\Longrightarrow & \nabla^{2}\left(\delta \Phi P_{l}\right)=4 \pi G \delta \rho P_{l} \tag{3.62}
\end{align*}
$$

which, once expanded after putting $l=2$, becomes:

$$
\begin{align*}
& P_{2}\left(c_{\theta}\right) \nabla^{2} \delta \Phi(r)+\delta \Phi \nabla^{2} P_{2}\left(c_{\theta}\right)=4 \pi G \delta \rho P_{2} \\
\Longrightarrow & P_{2}\left(\frac{d^{2} \delta \Phi}{d r^{2}}+\frac{2}{r} \frac{d \delta \Phi}{d r}\right)+\delta \Phi \frac{(-6)}{r^{2}} P_{2}=4 \pi G \delta \rho P_{2} \\
\Longrightarrow & \frac{d^{2} \delta \Phi}{d r^{2}}+\frac{2}{r} \frac{d \delta \Phi}{d r}-\frac{6}{r^{2}} \delta \Phi=4 \pi G \delta \rho \tag{3.63}
\end{align*}
$$

Now, we need to choose a configuration of the magnetic field from the above solutions we obtained and solve Eqs.(3.60) and (3.61) along with the Poisson equation to ultimately calculate the effect of the magnetic field. The configurations we will be using are:

1. A uniform density equation of state with poloidal configuration with magnetic field given by Eqs.(3.51).
2. A $n=1$ polytropic equation of state with poloidal configuration with magnetic field components given by Eqs.(3.54) and (3.55).
3. Uniform density star with poloidal field We shall assume the fluid to be incompressible which means that the surface deformation $x_{S}$ can't be an $l=0$ deformation. We shall only consider $l=2$ deformation, the quadrupolar deformation. The $\delta \Phi$ then takes the form [26]:

$$
\begin{equation*}
\delta \Phi(r)=-\frac{4 \pi}{5} G \epsilon(R) r^{2} \rho \tag{3.64}
\end{equation*}
$$

Using the magnetic field in Eqs.(3.51), we obtain:

$$
\begin{align*}
& {[(\nabla \times \mathbf{B}) \times \mathbf{B}]_{r}=\frac{2}{3}\left(\frac{B}{R^{2}}\right)^{2}\left(\frac{R^{2} r}{3}-\frac{2 r^{3}}{5}\right)\left(1-P_{2}\right)}  \tag{3.65}\\
& {[(\nabla \times \mathbf{B}) \times \mathbf{B}]_{\theta}=-\frac{1}{3}\left(\frac{B}{R^{2}}\right)^{2}\left(\frac{R^{2} r}{3}-\frac{r^{3}}{5}\right) \frac{d P_{2}}{d \theta}} \tag{3.66}
\end{align*}
$$

Putting these back in Eq.(3.61) along with the expression for $\delta \Phi$ and substituting $r=R$, we obtain $\delta p(R)$ to be

$$
\begin{equation*}
\delta p(R)=\frac{4 \pi}{5} G \epsilon(R) R^{2} \rho^{2}-\frac{B^{2}}{90 \pi} \tag{3.67}
\end{equation*}
$$

Equating the $\mathcal{O}\left(B^{2}\right)$ terms of pressure, we have:

$$
\begin{align*}
\delta p(x) & =\delta p(r)+r \epsilon(r) \frac{d p}{d r}(r) \\
\Longrightarrow \delta p\left(x_{S}\right) & =\delta p(R)+R \epsilon(R) \frac{d p}{d r}(R)(\text { putting } r=R) \\
\Longrightarrow \delta p(R) & =-R \epsilon(R) \frac{d p}{d r}(R)\left(\because \delta p\left(x_{S}\right)=0,\right. \text { i.e., pressure at the surface) } \tag{3.68}
\end{align*}
$$

which after putting in the background pressure $p$ to be [26]

$$
p(r)=\frac{2 \pi}{3} \rho^{2} G\left(R^{2}-r^{2}\right)
$$

becomes

$$
\delta p(R)=R \epsilon(R) \frac{4 \pi G}{3} \rho^{2} \times(R)
$$

Equating the above equation to Eq.(3.67), we obtain $\epsilon(R)$ to be of the form:

$$
\begin{equation*}
\epsilon(R)=-\frac{1}{48} \frac{B^{2}}{\pi^{2} G \rho^{2} R^{2}} \tag{3.69}
\end{equation*}
$$

Previously, we had defined something called the quadrupolar ellipticity. In the Newtonian limit, the expression reads:

$$
\begin{equation*}
\epsilon_{Q}=\frac{I_{33}-I_{11}}{I_{0}} \tag{3.70}
\end{equation*}
$$

where $I_{i j}=\int d^{3} x \rho(\mathbf{x})\left(r^{2} \delta_{i j}-x_{i} x_{j}\right)$ and $I_{0}=\frac{2}{5} M R^{2}$, the moment of inertia of a solid sphere. Taking $\rho=$ const. and the limits for $r$ to be from 0 to $x_{S}=R\left(1+\epsilon(R) P_{l}\right)$ with $0 \leq \theta<\pi$ and $0 \leq \phi<2 \pi$, we can calculate the above expression to give

$$
\begin{equation*}
\epsilon_{Q}=-\frac{3}{2} \epsilon \tag{3.71}
\end{equation*}
$$

Note, during the calculation of the above integrals, that the upper limit of $r$ has $\theta$-dependence in the $P_{l}$ s and we need to use the orthogonality properties of the Legendre polynomials to calculate them. Thus, the quadrupolar ellipticity takes the form

$$
\begin{equation*}
\epsilon_{Q}=\frac{1}{32} \frac{B^{2}}{\pi^{2} G \rho^{2} R^{2}}=\frac{1}{18} \frac{B^{2} R^{4}}{G M^{2}} \tag{3.72}
\end{equation*}
$$

which, after casting into a convenient numerical form, looks like:

$$
\epsilon_{Q} \sim 10^{-12}\left(\frac{R}{10 \mathrm{~km}}\right)^{4}\left(\frac{1.4 M_{\text {sun }}}{M}\right)^{2}\left(\frac{B}{10^{13} \mathrm{G}}\right)^{2}
$$

2. $n=1$ polytrope with poloidal field Now that we have quantified the deformation for the uniform density equation of state, we turn to the more realistic $n=1$ polytropic equation of state. The components on the RHS of Eqs.(3.60) and (3.61) can be obtained from Eqs.(3.54) and (3.55) to be of the form:

$$
\begin{align*}
{[(\nabla \times \mathbf{B}) \times \mathbf{B}]_{r} } & =\frac{\pi^{3} B_{0}^{2} R}{2\left(\pi^{2}-6\right) y}\left[-2 y^{3}+3\left(y^{2}-2\right)(\sin y-y \cos y)\right] \sin y P_{2}\left(c_{\theta}\right)  \tag{3.73}\\
{[(\nabla \times \mathbf{B}) \times \mathbf{B}]_{\theta} } & =-\frac{\pi^{3} B_{0}^{2} R}{2\left(\pi^{2}-6\right) y}\left[y^{3}+3\left(y^{2}-2\right) \sin y+6 y \cos y\right] \sin y \frac{d P_{2}}{d \theta} \tag{3.74}
\end{align*}
$$

where $y=\frac{\pi r}{R}$ as previously defined and $B_{0}$ is the strength of the magnetic field at the poles, also as previously defined. Then, following [26], we have $\delta \rho$, from Eqs.(3.60) and (3.61), as:

$$
\begin{equation*}
\delta \rho=-\frac{\pi^{5} B_{0}^{2}}{8\left(\pi^{2}-6\right)^{2} G R^{2} \rho_{c} y}\left[y^{3}+3\left(y^{2}-2\right) \sin y+6 y \cos y+\frac{2\left(\pi^{2}-6\right)^{2} \rho_{c}}{\pi^{4} B_{0}^{2}} y \delta \Phi\right] \tag{3.75}
\end{equation*}
$$

and $\delta \Phi$ as

$$
\begin{equation*}
\delta \Phi=\frac{\pi^{4} B_{0}^{2}}{4\left(\pi^{2}-6\right)^{2} \rho_{c} y^{3}}\left[-2 y^{5}-3\left(y^{4}+4 \pi^{2} y^{2}-12 \pi^{2}\right) \sin y+y\left(y^{4}-36 \pi^{2}\right) \cos y\right] \tag{3.76}
\end{equation*}
$$

Using a similar $\mathcal{O}\left(B^{2}\right)$ argument as in Eq.(3.68) in the case of density, we have $\delta \rho(R)$ given by

$$
\delta \rho(R)=-\left.\epsilon(R) R \frac{d \rho}{d r}\right|_{r=R}
$$

Thus, we have the surface deformation $\epsilon$ given by:

$$
\begin{equation*}
\epsilon(R)=-\frac{\pi^{5} B_{0}^{2}\left(\pi^{2}-24\right)}{16\left(\pi^{2}-6\right)^{2} G R^{2} \rho_{c}^{2}} \tag{3.77}
\end{equation*}
$$

where we have used that the density taked the form $\rho(y)=\rho_{c} \frac{\sin y}{y}$. From Eq.(3.70), we have the quadrupolar ellipticity to be given by:

$$
\begin{equation*}
\epsilon_{Q}=-\frac{3 \pi^{5}\left(\pi^{2}-12\right)}{\left(\pi^{2}-6\right)^{3}} \frac{R^{4} B_{0}^{2}}{G M^{2}} \tag{3.78}
\end{equation*}
$$

Casting this above formula into a numerically revealing form, we get the following form:

$$
\epsilon_{Q} \sim 2 \times 10^{-10}\left(\frac{R}{10 \mathrm{~km}}\right)^{4}\left(\frac{1.4 M_{\text {sun }}}{M}\right)^{2}\left(\frac{B}{10^{13} \mathrm{G}}\right)^{2},
$$

a 2 orders of magnitude increase in the ellipticity and thus, in the detection amplitude.

### 3.3 GWs from a neutron star with magnetic field induced distortion

Following the discussion in [24], in this section, we shall explore how gravitational waves are generated by neutron stars with a non-zero wobble angle (the angle between the magnetic axis and the rotation axis). As previously discussed in section 2.3.1, the formula for the amplitude of GW in the strong field limit is structurally identical to the one the weak field limit provided we are in the ACMC family of coordinate systems and is given by Eq.(2.42). Now, consider a neutron star spinning about an axis with its magnetic axis aligned at an angle $\alpha$ to this axis. Let $(x, y, z)$ represent the coordinates in the fixed frame, with the rotation axis aligned with the $z$-axis. Also define $(\tilde{x}, \tilde{y}, \tilde{z})$ to be the inertial frame with the magnetic axis along $\tilde{z}$. Thus, we have the angle between $z$ and $\tilde{z}$ as $\alpha$. The inertial frame is rotating with rotation frequency $\Omega_{\text {rot }}$. The angle between $\hat{x}$ and $\hat{\tilde{x}}$ is then given by $\Phi=\Omega_{\text {rot }}$. Thus, for transforming from the body frame's $(x, y, z)$ to the inertial frame's $(\tilde{x}, \tilde{y}, \tilde{z})$, we need to use two rotation matrices, $R_{1}(\Phi)$ about $z$ and $R_{2}(\alpha)$ about $\tilde{x}$. Thus, the net rotation matrix is given as:

$$
R=\left[\begin{array}{ccc}
\cos \Omega_{r o t} t & -\sin \Omega_{r o t} t & 0  \tag{3.79}\\
\sin \Omega_{r o t} t & \cos \Omega_{r o t} t & 0 \\
0 & 0 & 1
\end{array}\right] \times\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos (\alpha) & \sin (\alpha) \\
0 & -\sin (\alpha) & \cos (\alpha)
\end{array}\right]
$$

We shall assume that the mass quadrupole moment $\mathcal{I}_{i j}$ can be decomposed as $\mathcal{I}_{i j}=\mathcal{I}_{i j}^{\text {rot }}+\mathcal{I}_{i j}^{\text {dist }}$, i.e., a rotational contribution and a distortion contribution. Due to the absence of precession, $\exists$ an ACMC coordinate system $(t, x, y, z)$ such that $\mathcal{I}_{i j}^{\text {rot }}$ is time independent [24] and is diagonal, with a form given by:

$$
\begin{equation*}
\mathcal{I}_{i}^{r o t} j=\operatorname{diag}\left(-\mathcal{I}^{r o t} / 2,-\mathcal{I}^{r o t} / 2, \mathcal{I}^{r o t}\right) \tag{3.80}
\end{equation*}
$$

We shall also make an assumption that $\exists$ an inertial frame $(\tilde{t}, \tilde{x}, \tilde{y}, \tilde{z})$ in which $\mathcal{I}_{i j}^{\text {dist }}$ may be expressed in the following form [24]:

$$
\begin{equation*}
\tilde{\mathcal{I}}_{i j}^{\text {dist }}=\operatorname{diag}\left(-\tilde{\mathcal{I}}_{33} / 2,-\tilde{\mathcal{I}}_{33} / 2, \tilde{\mathcal{I}}_{33}\right) \tag{3.81}
\end{equation*}
$$

Note that this inertial frame need not necessarily be ACMC. Thus, to transform $\tilde{\mathcal{I}}^{\text {dist }}$ back to the ACMC coordinates, we shall use the rotation matrix from Eq.(3.79), i.e., $\mathcal{I}^{\text {dist }}=R \tilde{\mathcal{I}}^{\text {dist }} R^{T}$. This quadrupole moment tensor $\mathcal{I}_{i j}^{\text {dist }}$ can now be used in the expression for GW amplitude, Eq.(2.42). As physically expected, there is no contribution from the $\mathcal{I}_{i j}^{r o t}$ because, in this ACMC coordinate system, it is time independent, as previously stated [24]. The path ahead is now clear: take the
second time derivative of $\mathcal{I}_{i j}^{\text {dist }}$ and write the $h_{i j}^{T T}$ in terms of $\tilde{\mathcal{I}}_{33}, \alpha, \Omega_{r o t}$ and time $t$ as:

$$
\mathcal{I}=\frac{1}{2} \tilde{\mathcal{I}}_{33}^{\text {dist }}\left[\begin{array}{ccc}
3 \sin ^{2} \alpha \sin ^{2} \phi(t)-1 & -\frac{3}{2} \sin ^{2} \alpha \sin 2 \phi(t) & -3 \sin \alpha \cos \alpha \sin \phi(t)  \tag{3.82}\\
-\frac{3}{2} \sin ^{2} \alpha \sin 2 \phi(t) & 3 \sin ^{2} \alpha \cos ^{2} \phi(t)-1 & 3 \sin \alpha \cos \alpha \cos \phi(t) \\
-3 \sin \alpha \cos \alpha \sin \phi(t) & 3 \sin \alpha \cos \alpha \cos \phi(t) & 3 \cos ^{2} \alpha-1
\end{array}\right]
$$

with its second time derivative as:

$$
\ddot{\mathcal{I}}=\frac{3}{2} \tilde{\mathcal{I}}_{33}^{\text {dist }} \sin \alpha\left[\begin{array}{ccc}
2 \sin \alpha \cos 2 \phi(t) & 2 \sin \alpha \sin 2 \phi(t) & \cos \alpha \sin \phi(t)  \tag{3.83}\\
2 \sin \alpha \sin 2 \phi(t) & -2 \sin \alpha \cos 2 \phi(t) & -\cos \alpha \cos \phi(t) \\
\cos \alpha \sin \phi(t) & -\cos \alpha \cos \phi(t) & 0
\end{array}\right]
$$

Now, assuming that the direction to the observer, $\hat{n}$, is in the $y-z$ plane and that the angle between $\hat{z}$ and $\hat{n}$ is $\Theta$, i.e., $\hat{n}=(0, \sin \Theta, \cos \Theta)$, we have the projection operator as:

$$
\begin{align*}
P_{i j} & =\delta_{i j}-n_{i} n_{j} \\
& =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos ^{2} \Theta & -\sin \Theta \cos \Theta \\
0 & -\sin \Theta \cos \Theta & \sin ^{2} \Theta
\end{array}\right] . \tag{3.84}
\end{align*}
$$

Thus, we finally have $h_{i j}^{T T}$ as [24]:

$$
\begin{equation*}
h_{i j}^{T T}=h_{+} e_{i j}^{+}+h_{\times} e_{i j}^{\times} \tag{3.85}
\end{equation*}
$$

where $e_{i j}^{+}$and $e_{i j}^{\times}$are the polarization tensors given by [24]:

$$
\begin{align*}
& e_{i j}^{+}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & -\cos ^{2} \Theta & \sin \Theta \cos \Theta \\
0 & \sin \Theta \cos \Theta & -\sin ^{2} \Theta
\end{array}\right]  \tag{3.86}\\
& e_{i j}^{\times}=\left[\begin{array}{ccc}
0 & \cos \Theta & -\sin \Theta \\
\cos \Theta & 0 & 0 \\
-\sin \Theta & 0 & 0
\end{array}\right] \tag{3.87}
\end{align*}
$$

and the polarizations $h_{+}$and $h_{\times}$are given by [24]:

$$
\begin{align*}
h_{+}= & h_{0} \sin \alpha\left[\frac{1}{2} \cos \alpha \sin \Theta \cos \Theta \cos \Omega_{r o t} t_{r}\right. \\
& \left.-\sin \alpha \frac{1+\cos ^{2} \Theta}{2} \cos 2 \Omega_{r o t} t_{r}\right]  \tag{3.88}\\
h_{\times}= & h_{0} \sin \alpha\left[\frac{1}{2} \cos \alpha \sin \Theta \sin \Omega_{r o t} t_{r}-\sin \alpha \cos \Theta \sin 2 \Omega_{r o t} t_{r}\right] \tag{3.89}
\end{align*}
$$

with $h_{0}=-\frac{6 G}{c^{4}} \tilde{\mathcal{I}}_{33}^{\text {dist }} \frac{\Omega_{r r t}^{2}}{r}$ and $t_{r}=t-\frac{r}{c}$ is the retarded time.

Ellipticity and quadrupole moment In the weak field limit, the quadrupolar ellipticity is given by:

$$
\epsilon_{Q}=\frac{I_{3}-I_{1}}{I_{3}}
$$

Using the definition of $\mathcal{I}_{i j}$ from section 2.3.1, the ellipticity can be written in terms of $\tilde{\mathcal{I}}_{33}$ after the following steps:

$$
\begin{align*}
\tilde{\mathcal{I}}_{33} & =\frac{2}{3}\left(I_{1}-I_{3}\right) \\
& =-\frac{2}{3} \epsilon_{Q} I_{3} \\
\Longrightarrow \epsilon_{Q} & =-\frac{3}{2} \frac{\tilde{\mathcal{I}}_{33}}{I_{3}} \tag{3.90}
\end{align*}
$$

where $I_{3}$ is the moment of inertia about the rotation axis in the diagonal form. For various numerical estimates, look at section 2.5 of [24]. The typical order of magnitude for $h_{0}$ is estimated to be $\sim 10^{-27}$ for a variety of pulsars. For a numerical estimate, $h_{0}$ may be written as:

$$
\begin{equation*}
h_{0}=4.21 \times 10^{-24}\left[\frac{\mathrm{~ms}}{P}\right]^{2}\left[\frac{\mathrm{kpc}}{r}\right]\left[\frac{I}{10^{38} \mathrm{~kg} \mathrm{~m}^{2}}\right]\left[\frac{\epsilon_{Q}}{10^{-6}}\right] . \tag{3.91}
\end{equation*}
$$

An incompressible, magnetized fluid Next, consider a star with an incompressible fluid with a uniform internal magnetic field and a dipole magnetic field outside the star. This star is going to be ellipsoid in shape, with the equation of the ellipsoid given by

$$
\begin{equation*}
\left(\delta_{i j}+a_{i j}\right) X^{i} X^{j}=R^{2}, \tag{3.92}
\end{equation*}
$$

where $R$ is the mean radius of the ellipsoid and, using the expressions for potentials given in [33, $34,24]$, the $a_{i j}$ are given by:

$$
\begin{equation*}
a_{i j}=\frac{15}{2} \frac{\Omega_{r o t}^{i} \Omega_{r o t}^{j}}{\omega_{J}^{2}}+\frac{45 \mu_{0}}{32 \pi^{2}} \frac{\mathcal{M}_{i} \mathcal{M}_{j}}{R^{8} \rho \omega_{J}^{2}} \tag{3.93}
\end{equation*}
$$

where $\rho$ is the constant mass density, $\omega_{J}=\sqrt{4 \pi G \rho}$ is the Jean's frequency, $\Omega_{r o t}^{i} \equiv\left(0,0, \Omega_{r o t}\right)$ is the angular frequency vector in $X^{i}$ coordinates and $\mathcal{M}_{i} \equiv(0, \mathcal{M} \sin \alpha, \mathcal{M} \cos \alpha)$ is the magnetic dipole moment vector, also in $X^{i}$ coordinates. Diagonalizing $a_{i j}$ to find the principal axes, we may calculate the moment of inertia tensor $I_{i j}$, from which $\mathcal{I}_{i j}$ is readily obtained. Separating $\mathcal{I}_{i j}=\mathcal{I}_{i j}^{\text {rot }}+\mathcal{I}_{i j}^{\text {dist }}$ as previously discussed, we have $\mathcal{I}_{i j}^{r}$ ot given by Eq.(3.80) with

$$
\begin{equation*}
\mathcal{I}_{33}^{r o t}=-\frac{R^{5} \Omega_{r o t}^{2}}{3 G} \tag{3.94}
\end{equation*}
$$

and $\mathcal{I}_{i j}^{\text {dist }}$ given by Eq.(3.82), with the $\tilde{\mathcal{I}}_{33}^{\text {dist }}$ given by:

$$
\begin{equation*}
\tilde{\mathcal{I}}_{33}^{\text {dist }}=-\frac{\mu_{0} \mathcal{M}^{2}}{16 \pi^{2} G \rho R^{3}} \tag{3.95}
\end{equation*}
$$

Using the fact that $I=\frac{8 \pi}{15} \rho R^{5}$ for a sphere and Eq.(3.90), we have the quadrupolar ellipticity given by:

$$
\begin{equation*}
\epsilon_{Q}=\frac{45 \mu_{0} \mathcal{M}^{2}}{256 \pi^{3} G \rho^{2} R^{8}}=\frac{45 B_{\text {pole }}^{2}}{64 \pi \mu_{0} G \rho^{2} R^{2}} \tag{3.96}
\end{equation*}
$$

where $B_{\text {pole }}=\frac{\mu_{0}}{4 \pi} \frac{2 \mathcal{M}}{R^{3}}$ is the strength of the magnetic field at the (North) pole.

## Magnetic field induced deformations

In this section, we will calculate a few quantities important for deriving the amplitude of the gravitational waves. Following the intuition gathered from the derivation of Eq.(3.96), we can write the quadrupolar ellipticity to be proportional to $B^{2}$ in the following form:

$$
\begin{equation*}
\epsilon_{Q}=\mathfrak{D} \frac{B^{2}}{B_{*}^{2}} \tag{3.97}
\end{equation*}
$$

where $B_{*}$ is a quantity with the dimensions of magnetic field so that the magnetic deformation factor, $\mathfrak{D}$, is dimensionless. We shall make the particular choice of $B_{*}^{2}=\frac{12}{5} \frac{G M^{2}}{R^{4}}$, in sync with our choice in Eq.(3.36). In the above considered choice of an incompressible, magnetized fluid,
neatly summarized by Eq.(3.96), we have the distortion factor, $\mathfrak{D}=\frac{3}{4} \frac{4 \pi}{\mu_{0}}$. We make the choice of units to be $\mu_{0}=\frac{4 \pi}{c^{2}}$ and $c=1$, so that $\mathfrak{D}=\frac{3}{4}$ in this configuration. We also have the form for the quadrupolar ellipticity as:

$$
\begin{equation*}
\epsilon_{Q}=\mathfrak{D} \frac{5}{12} \frac{B^{2} R^{4}}{G M^{2}}=\frac{3}{4} \frac{B^{2}}{B_{*}^{2}} \tag{3.98}
\end{equation*}
$$

The braking indices for pulsars being closer to 3 than to 5 seems to indicate that the primary spin down of pulsars is due to magnetic dipole radiation [24]. The following spin down equation may thus be written:

$$
\begin{align*}
\dot{\Omega}_{r o t} & =-\frac{4 \pi}{\mu_{0}} \frac{1}{6 c^{3}} \Omega_{r o t}^{3} \frac{B^{2} R^{6}}{I} \sin ^{2} \alpha \\
\Longrightarrow B^{2} & =-\frac{\mu_{0}}{4 \pi} \frac{6 c^{3} I}{R^{6} \sin ^{2} \alpha} \frac{\dot{\Omega}_{r o t}}{\Omega_{r o t}^{3}}=-\frac{6 I}{R^{6} \sin ^{2} \alpha} \frac{\dot{\Omega}_{r o t}}{\Omega_{r o t}^{3}} \tag{3.99}
\end{align*}
$$

where we have invoked the choice of our units for the last equality. We are now in a position to obtain a form for the $\epsilon_{Q}$ to be:

$$
\begin{equation*}
\epsilon_{Q}=\mathfrak{D} \frac{\dot{\Omega}_{r o t}}{\Omega_{r o t}^{3}} \frac{1}{G M \sin ^{2} \alpha} \tag{3.100}
\end{equation*}
$$

The same physics is entailed in the corresponding expressions in [24] although, in order to see it manifestly, some change of notation is in order. Our distortion factor, $\mathfrak{D}$, is related to the $\beta$ in [24] through the following relation:

$$
\begin{equation*}
\beta=\mathfrak{D} \frac{4}{15} \tag{3.101}
\end{equation*}
$$

which may be easily obtained by a few algebraic manipulations. Using Eqs.(3.90), (3.88) and (3.89), we may write $h_{0}$ as

$$
\begin{equation*}
h_{0}=\frac{4}{r} I \epsilon_{Q} \Omega_{r o t}^{2}=16 \pi^{2} \frac{I \epsilon_{Q}}{P^{2} r} \tag{3.102}
\end{equation*}
$$

where $P=\frac{2 \pi}{\Omega_{r o t}}$ is the period of rotation. We write the formula in this form because, observationally, $P$ is what we measure. Now, using Eqs.(3.98) and (3.99) in the above expression, we have the following form for $h_{0}$ [24]:

$$
\begin{equation*}
h_{0}=\frac{8}{5} \mathfrak{D} \frac{R^{2}}{r} \frac{\dot{P}}{P} \frac{1}{\sin ^{2} \alpha} \tag{3.103}
\end{equation*}
$$

Looking back at Eqs.(3.88) and (3.89), the amplitude of the $2 \Omega_{\text {rot }}$ rotational frequency part is given by:

$$
\begin{align*}
h_{0}^{2 \Omega_{r o t},+} & \left.=h_{0} \sin ^{2} \alpha \frac{1+\cos ^{2} \Theta}{2} \quad \text { (multiplying } \cos 2 \Omega_{\text {rot }} t_{r}\right) \\
& =\frac{8}{5} \mathfrak{D} \frac{R^{2}}{r} \frac{\dot{P}}{P} \frac{1+\cos ^{2} \Theta}{2} \tag{3.104}
\end{align*}
$$

which is independent of the wobble angle. This form is only dependent on the observables, $\dot{P}$ and $P$ along with a dependence on $\Theta$, which may be ignored for an order of magnitude estimate. A similar line of action for the $\times$ polarization gives:

$$
\begin{align*}
h_{0}^{2 \Omega_{r o t}, \times} & \left.=h_{0} \sin ^{2} \alpha \cos \Theta \quad \text { (multiplying } \sin 2 \Omega_{r o t} t_{r}\right) \\
& =\frac{8}{5} \mathfrak{D} \frac{R^{2}}{c r} \frac{\dot{P}}{P} \cos \Theta \tag{3.105}
\end{align*}
$$

where the exact same reasoning for an order of magnitude estimate may be applied, due to which we shall only look at the order of magnitude of $h_{0}^{2 \Omega_{r o t},+}$. Transforming the expression to a different units system, having put $\mu_{0}=\frac{4 \pi}{c^{2}}$ and $c=1$, we have [24]:

$$
\begin{equation*}
h_{0}^{2 \Omega_{r o t},+}=1.729 \times 10^{-31} \mathfrak{D}\left(\frac{R}{10 \mathrm{~km}}\right)^{2}\left(\frac{\mathrm{kpc}}{r}\right)\left(\frac{\mathrm{s}}{P}\right)\left(\frac{\dot{P}}{10^{-11}}\right) \tag{3.106}
\end{equation*}
$$

(To compare with the amplitude in [24], note that the units for $P$ are s here in contrast to ms and the order for $\dot{P}$ is $10^{-11}$ in contrast to $10^{-13}$. If we convert to the units in [24], we will have an extra $10^{-3}$ in the denominator, coming from the millisecond, and an extra $10^{-2}$ in the numerator, coming from the $10^{-13}$, for an effective $\times 10$.) Putting in the values for Crab pulsar, the value of $h_{0}^{2 \Omega_{r o t},+} \sim 10^{-31}$. For contrast, the LIGO sensitivity, at 100 Hz , is at its peak and the value is of the order $10^{-22}$. This clearly shows that in order for LIGO to detect the signal at frequency $2 \Omega_{\text {rot }}$, we need to have a large $\mathfrak{D}$. Following the results from [24], the values of $\beta=\mathfrak{D} \frac{4}{15}$ for the regular case of having both internal and external field configurations are not significantly high. The prospects improve significantly once one introduces the assumption of superconductivity of the core. In the cases under this assumption, the values of $\beta$ improve by 2 orders of magnitude. For a deeper discussion of the simulations performed, please look at [24].

We had previously derived the quadrupolar ellipticity in section 3.2.1, which we may now put in the above discussed language. From Eq.(3.72), we have the ellipticity for a constant density
fluid given by:

$$
\begin{align*}
\epsilon_{Q} & =\frac{1}{32} \frac{B^{2}}{\pi^{2} G \rho^{2} R^{2}}=\frac{1}{18} \frac{B^{2} R^{4}}{G M^{2}}=\frac{2}{15} \frac{B^{2}}{B_{*}^{2}} \\
\Longrightarrow \mathfrak{D} & =\frac{2}{15} \tag{3.107}
\end{align*}
$$

and from Eq.(3.78), for an $n=1$ polytrope, we have:

$$
\begin{align*}
\epsilon_{Q} & =-\frac{3 \pi^{5}\left(\pi^{2}-12\right)}{\left(\pi^{2}-6\right)^{3}} \frac{R^{4} B^{2}}{G M^{2}}=-\frac{36 \pi^{5}\left(\pi^{2}-12\right)}{5\left(\pi^{2}-6\right)^{3}} \frac{B^{2}}{B_{*}^{2}} \\
\Longrightarrow & \mathfrak{D}=-\frac{36 \pi^{5}\left(\pi^{2}-12\right)}{5\left(\pi^{2}-6\right)^{3}} \tag{3.108}
\end{align*}
$$

## Chapter 4

## Magnetic Monopoles and Millicharges

In this chapter, we will initially discuss the theoretical mechanisms through which magnetic monopoles arise in QFTs. Following that we will address how this discussion fits into our picture for mmCPs. In the later parts of this chapter, we shall use the techniques from the previous chapters to calculate the effect of the pair production of these mmCPs on the gravitational wave amplitudes.

Classically, Maxwell's equation, $\nabla \cdot \mathbf{B}=0$ forbids the existence of magnetic monopoles... Maxwell's equations in vacuum, in covariant form, are:

$$
\begin{equation*}
\partial_{\mu} F^{\mu \nu}=0 \quad \text { and } \quad \partial_{\mu} \tilde{F}^{\mu \nu}=0 \tag{4.1}
\end{equation*}
$$

where the $\tilde{F}^{\mu \nu}=\frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma}$ is the Hodge dual of the field tensor $F^{\mu \nu}$. With the standard definition $F^{\mu \nu}=\partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu}$, the second equation is a Bianchi identity and is automatically satisfied. The vacuum equations thus have a symmetry under the following transformation:

$$
F^{\mu \nu} \rightarrow \tilde{F}^{\mu \nu} \quad \text { and } \quad \tilde{F}^{\mu \nu} \rightarrow-F^{\mu \nu}
$$

However, once we introduce a source term $J^{\nu}$ on the RHS of the first equation, this symmetry no longer exists. In order to restore the symmetry, we add a magnetic current term $K^{\nu}$ on the RHS of the second equation, such that the equations become [35]:

$$
\begin{equation*}
\partial_{\mu} F^{\mu \nu}=-J^{\nu} \quad \text { and } \quad \partial_{\mu} \tilde{F}^{\mu \nu}=-K^{\nu} \tag{4.2}
\end{equation*}
$$

which are clearly symmetric under the transformations:

$$
\begin{array}{rll}
F^{\mu \nu} \rightarrow \tilde{F}^{\mu \nu} & \text { and } & \tilde{F}^{\mu \nu} \rightarrow-F^{\mu \nu} \\
J^{\nu} \rightarrow K^{\nu} & \text { and } & K^{\nu} \rightarrow-J^{\nu}
\end{array}
$$

The existence of such a $K^{\nu}$ current, however, requires that magnetic monopoles exist in nature. All equations, unless otherwise mentioned, are in natural units, $\hbar=1=c$.

### 4.1 Dirac quantization condition

For the existence of monopoles to be consistent with quantum mechanics, the following condition due to Dirac must be satisfied [35]:

$$
\begin{equation*}
\frac{q g}{4 \pi}=\frac{n}{2}, \quad n \in \mathbb{Z}^{+} \tag{4.3}
\end{equation*}
$$

where $g$ is the magnetic charge and $q$ is our regular electric charge. This condition can be derived heuristically from the condition of anglular momentum quantization as described below.

## Heuristic derivation of the Dirac quantization condition

The Lorentz force on a charge $q$ moving at a velocity $\mathbf{v}=\dot{\mathbf{r}}$ in a magnetic field $\mathbf{B}$ is given by

$$
\begin{equation*}
m \ddot{\mathbf{r}}=q(\dot{\mathbf{r}} \times \mathbf{B}) \tag{4.4}
\end{equation*}
$$

where the magnetic field is assumed to be due to a magnetic monopole of strength $g$, with field strength given by:

$$
\begin{equation*}
\mathbf{B}=\frac{g}{4 \pi r^{2}} \hat{\mathbf{r}} \tag{4.5}
\end{equation*}
$$

The orbital angular momentum of such a charge is given by:

$$
\begin{align*}
\mathbf{L} & =\mathbf{r} \times m \dot{\mathbf{r}} \\
\Longrightarrow \frac{d \mathbf{L}}{d t} & =\mathbf{r} \times m \ddot{\mathbf{r}} \\
& =\mathbf{r} \times\left(\dot{\mathbf{r}} \times \frac{q g}{4 \pi r^{2}} \hat{\mathbf{r}}\right) \\
& =\frac{d}{d t}\left(\frac{q g}{4 \pi} \hat{\mathbf{r}}\right) \tag{4.6}
\end{align*}
$$

The last line in the previous series of equations tells us that the total angular momentum, $\mathbf{J}$, is conserved and is given by,

$$
\begin{equation*}
\mathbf{J}=\mathbf{L}-\frac{q g}{4 \pi} \hat{\mathbf{r}} . \tag{4.8}
\end{equation*}
$$

Imposing the regular commutation relations between the components of the angular momentum, we have the quantization of eigenvalue of angular momenta $J_{i}$ as half-integers (the reason the orbital angular momenta eigenvalues are integers is due to the fact that $L_{i} \mathrm{~s}$ are the generators of $S O(3)$, whereas the total angluar momentum components are generators of $S U(2))$. Thus, for the total angular momentum to have half-integer eigenvalues, we need to have:

$$
\frac{q g}{4 \pi}=\frac{n}{2}, \quad n \in \mathbb{Z}^{+}
$$

which is precisely the Dirac quantization condition in Eq.(4.3).

### 4.2 Millimagnetically charged particles

Now that we have looked at how monopoles arise and are motivated, let us look at how mmCPs arise in field theories. They arise in field theories with an additional $U(1)$ symmetry wherein a kinetic mixing term added to the Lagrangian, so that it has the following form:

$$
\begin{equation*}
\mathcal{L} \supset-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{1}{4} F_{D}^{\mu \nu} F_{D \mu \nu}+\frac{\epsilon}{2} F^{\mu \nu} F_{D \mu \nu}+\frac{1}{2} m_{D}^{2} A_{D}^{2} . \tag{4.9}
\end{equation*}
$$

Here, the subscript $D$ represents gauge fields in the additional "dark" sector. The dark gauge field is massive because otherwise, the electron and the mmCP don't interact [8]. But, let us first understand what this mmCP is. For this purpose, we will be looking at the equations of
motion for the above Lagrangian:

$$
\begin{align*}
\partial_{\mu} F^{\mu \nu}-\epsilon \partial_{\mu} F_{D}^{\mu \nu} & =e J^{\nu} \\
\partial_{\mu} F_{D}^{\mu \nu}-\epsilon \partial_{\mu} F^{\mu \nu} & =m_{D}^{2} A_{D}^{\nu}+e_{D} J_{D}^{\nu} \\
\partial_{\mu} \tilde{F}^{\mu \nu} & =0 \\
\partial_{\mu} \tilde{F}_{D}^{\mu \nu} & =g_{D} K_{D}^{\nu} \tag{4.10}
\end{align*}
$$

Under a field redefinition of the form $A \rightarrow A+\epsilon A_{D}$, we are supposed to have:

$$
\begin{align*}
\partial_{\mu} F^{\mu \nu} & =e J^{\nu} \\
\partial_{\mu} F_{D}^{\mu \nu} & =m_{D}^{2} A_{D}^{\nu}+e_{D} J_{D}^{\nu}+\epsilon e J^{\nu} \\
\partial_{\mu} \tilde{F}^{\mu \nu} & =-\epsilon g_{D} K_{D}^{\nu} \\
\partial_{\mu} \tilde{F}_{D}^{\mu \nu} & =g_{D} K_{D}^{\nu} \tag{4.11}
\end{align*}
$$

where, in the third equation, we see the dark monopoles become $\epsilon$ magnetically charged under our gauge field.

### 4.2.1 Incorporating monopoles into ordinary electromagnetism

In ordinary electromagnetism, we have the following Lagrangian density:

$$
\mathcal{L}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-A_{\mu} J^{\mu}
$$

and the equations of motion thus to be of the form:

$$
\begin{aligned}
\partial_{\mu} F^{\mu \nu} & =J^{\nu} \\
\partial_{\mu} \tilde{F}^{\mu \nu} & =0 .
\end{aligned}
$$

But, if we now want to describe a theory with magnetic monopoles, the second equation has to be modified as follows:

$$
\begin{equation*}
\partial_{\mu} \tilde{F}^{\mu \nu}=K^{\nu} \tag{4.12}
\end{equation*}
$$

In order to do this $\mathcal{L}$ has to be modified. The problem of Lagrangin density for dual electromagnetism has been addressed previously [36, 37]. We will take inspiration from these and write
down our Lagrangian. Consider the following form for $\mathcal{L}$ :

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-A_{\mu} J^{\mu}+B_{\mu} K^{\mu} \tag{4.13}
\end{equation*}
$$

where $F^{\mu \nu}=(\partial \wedge A)^{\mu \nu}-\epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{\lambda}$ is the field tensor and $B_{\mu}$ is called the dual photon. $J^{\mu}$ is the electric current and $K^{\mu}$ is the magnetic current. Equation of motion obtained by varying w.r.t. $A_{\mu}$ are:

$$
\begin{equation*}
\partial_{\mu} F^{\mu \nu}=J^{\nu} \tag{4.14}
\end{equation*}
$$

and varying w.r.t. $B_{\mu}$ yields:

$$
\begin{equation*}
\partial_{\mu} \tilde{F}^{\mu \nu}=K^{\nu} \tag{4.15}
\end{equation*}
$$

which are precisely the equations of motion in the presence of a magnetic current.

### 4.2.2 Incorporating the dark sector into dual EM

In our model of mmCPs, we do not have monopoles in our sector, but we assume that there are monopoles in the dark sector. For incorporating these monopoles into the dark sector of the Lagrangian density, we use the theory presented in the previous section. The mmCPs are actually these dark monopoles that gain a small magnetic charge under our gauge field.

Thus, with kinetic mixing and without monopoles in our sector, the full Lagrangian density is given by:

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{1}{4} F_{D}^{\mu \nu} F_{D \mu \nu}+g_{D} B_{D \nu} K_{D}^{\nu}-e A_{\nu} J^{\nu}-e_{D} A_{D \nu} J_{D}^{\nu}+\frac{1}{2} m_{D}^{2} A_{D \mu}^{2}+\frac{\epsilon}{2} F F_{D} \tag{4.16}
\end{equation*}
$$

where $F=(\partial \wedge A)$ and $F_{D}^{\mu \nu}=\left(\partial \wedge A_{D}\right)^{\mu \nu}-\epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \lambda}$. Under a field redefinition of the form $A \rightarrow A+\epsilon A_{D}$, we have:

$$
\begin{aligned}
F \rightarrow & F+\epsilon\left(\partial \wedge A_{D}\right) \\
& =F+\epsilon\left(F_{D}+\epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \rho \lambda}\right)
\end{aligned}
$$

and we thus have $F^{2}$ written as

$$
F^{2} \rightarrow F^{2}+2 \epsilon F\left(F_{D}+\epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \lambda}\right)+O\left(\epsilon^{2}\right)
$$

in $\mathcal{L}$. Although this cancels the kinetic mixing term, it gives another term of the form

$$
\begin{align*}
F_{\mu \nu}\left(\epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \rho \lambda}\right) & =(\partial \wedge A)_{\mu \nu} \epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \rho \lambda}-\epsilon_{\mu \nu \sigma \delta} \partial^{\sigma} B^{\delta} \epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \lambda} \\
& =0+2 \delta_{\sigma \delta}^{\rho \lambda} \partial^{\sigma} B^{\delta} \partial_{\rho} B_{D \lambda} \tag{4.17}
\end{align*}
$$

where, in the last line, we performed a partial integration over the first two terms as follows:

$$
\begin{aligned}
\partial_{\mu} A_{\nu} \epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{D \lambda} & \equiv-A_{\nu} \epsilon^{\mu \nu \rho \lambda} \partial_{\mu} \partial_{\rho} B_{D \lambda} \\
& =0
\end{aligned}
$$

since it is a product of a symmetric and an anti-symmetric tensors and also used $\epsilon^{\mu \nu \rho \lambda} \epsilon_{\mu \nu \sigma \delta}=$ $-2 \delta_{\sigma \delta}^{\rho \lambda}$. With this in mind, consider the field redefinition $B_{D} \rightarrow B_{D}+\epsilon B$. In this case,

$$
F_{D} \rightarrow F_{D}-\epsilon \epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{\lambda}
$$

and thus, $F_{D}^{2}$ can be written as:

$$
\begin{aligned}
F_{D}^{2} \rightarrow & F_{D}^{2}-2 \epsilon F_{D \mu \nu} \epsilon^{\mu \nu \rho \lambda} \partial_{\rho} B_{\lambda} \\
& =F_{D}^{2}-4 \epsilon \delta_{\sigma \delta}^{\rho \lambda} \partial_{\rho} B_{\lambda} \partial^{\sigma} B_{D}^{\delta}
\end{aligned}
$$

using the same trick as that used in Eq.(4.17), which exactly cancels out the extra term written down in Eq.(4.17). Thus, after the field redefinitions

$$
\begin{equation*}
A \rightarrow A+\epsilon A_{D} \quad \text { and } \quad B_{D} \rightarrow B_{D}+\epsilon B \tag{4.18}
\end{equation*}
$$

we have the Lagrangian density taking the form:

$$
\begin{align*}
\mathcal{L}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{1}{4} F_{D}^{\mu \nu} F_{D \mu \nu}+g_{D} B_{D \nu} K_{D}^{\nu} & +\epsilon g_{D} B_{\nu} K_{D}^{\nu} \\
& -e A_{\nu} J^{\nu}-A_{D \nu}\left(e_{D} J_{D}^{\nu}+\epsilon e J^{\nu}\right)+\frac{1}{2} m_{D}^{2} A_{D \mu}^{2} \tag{4.19}
\end{align*}
$$

which exactly reproduces the equations of motion given in Eq.(4.11), rewritten here for clarity:

$$
\begin{aligned}
& \partial_{\mu} F^{\mu \nu}=e J^{\nu} \\
& \partial_{\mu} F_{D}^{\mu \nu}=m_{D}^{2} A_{D}^{\nu}+e_{D} J_{D}^{\nu}+\epsilon e J^{\nu} \\
& \partial_{\mu} \tilde{F}^{\mu \nu}=-\epsilon g_{D} K_{D}^{\nu} \\
& \partial_{\mu} \tilde{F}_{D}^{\mu \nu}=g_{D} K_{D}^{\nu}
\end{aligned}
$$

Let us define a new quantity $Q_{m}=\epsilon \frac{g_{D}}{g}$. Thus, the charge of a single mmCP is $Q_{m} g$

## $4.3 \mathrm{mmCP}-\mathrm{SPP}$ in Neutron Stars

In this section, we begin by presenting how the evolution of the magnetic field of the neutron star and its rotation frequency are modelled. For the rotation frequency, we have contributions coming from both the electromagnetic dipole braking and that from gravitational waves $[18,38$, 39], and we have the energy evolution given by:

$$
\begin{equation*}
\left.\frac{d E}{d t}\right|_{\text {rot. }}=\frac{1}{6} B^{2} R^{6} \Omega^{4}-\frac{32}{5} G I^{2} \epsilon_{Q}^{2} \Omega^{6} \tag{4.20}
\end{equation*}
$$

Using the standard rotational energy expression $E=\frac{1}{2} I \Omega^{2}$ and then approximating the neutron star by a sphere so that $I=\frac{2}{5} M R^{2}$, we have the following equation for the time evolution of the rotational frequency:

$$
\begin{equation*}
\frac{d \Omega}{d t}=-\frac{5}{12} \frac{B^{2} R^{4}}{M} \Omega^{3}-\frac{64}{25} G M R^{2} \epsilon_{Q}^{2} \Omega^{5} \tag{4.21}
\end{equation*}
$$

In this spin down equation, we have assumed that the magnetic axis is orthogonal to the rotation axis, i.e., $\alpha=\pi / 2[38]$. Our next step is to model the decay of the magnetic field. The mmCPSPP takes energy from the NS magnetic fields and thus contributes to its decay. The total energy contained in the magnetic field (as was derived in chapter 3) is given by:

$$
\begin{equation*}
E_{\text {mag. }}=\frac{1}{4} B^{2} R^{3} \Longrightarrow \frac{d E_{\text {mag. }}}{d t}=\frac{1}{2} B \dot{B} R^{3} . \tag{4.22}
\end{equation*}
$$

The energy extracted from the magnetic field for driving an mmCP-anti mmCP pair a distance $l$ from each other is given by $Q_{m} g B l$ (analogous to ordinary EM where we would write $e E l$ ). Thus, for a pair production rate of $\Gamma$ in an active volume $V_{A V}$, the energy extracted per second is:

$$
\begin{equation*}
\frac{d E_{l o s t}}{d t}=-\Gamma Q_{m} g B l V_{A V} \tag{4.23}
\end{equation*}
$$

or, in terms of the magnetic field,

$$
\begin{equation*}
\frac{d B}{d t}=-\frac{2}{R^{3}} \Gamma Q_{m} g l V_{A V} \tag{4.24}
\end{equation*}
$$

Realistically, the magnetic field evolution is studied using complex magnetothermal simulations [40, 41, 42]. The salient features, however, are captured if we use an equations of the following form [40]:

$$
\begin{equation*}
\frac{d B(t)}{d t}=\frac{B(t)}{2 \tau_{D}} e^{-t / 2 \tau_{D}}-\frac{B(t)}{\tau_{O}}-\frac{B^{2}(t)}{B(0) \tau_{H}}-\frac{2}{R^{3}} \Gamma Q_{m} g l V_{A V} \tag{4.25}
\end{equation*}
$$

where the first term is the dynamo term, the second is called the Ohmic term, the third is called the Hall drift term and the fourth is our new mmCP-SPP term. $\tau_{O}$ is modelled as having a value of $10^{6}$ yrs and $\tau_{H}=10^{4} \mathrm{yrs}$. The value of $\tau_{D}$ depends on whether we are modelling magnetars or pulsars. Magnetars typically have a dynamo for about $\tau_{D}=10 \mathrm{~s}$, whereas pulsars have much longer active dynamos.

Using the fact that the magnetic field of a magnetar has remained at the current value, $B_{0} \sim 10^{1} 5$ G, through its lifetime, $t_{\text {life }} \sim 10^{4}$ yrs, we can put a bound on the SPP contribution to the magnetic field decay and thus, a bound on the charge $Q_{m}[8]$. This equation is as follows:

$$
\begin{equation*}
\Gamma Q_{m} g l B_{e f f} \frac{4 \pi}{3} R_{A V}^{3}-\frac{B_{0}^{2}}{4 t_{l i f e}} R^{3}=0 \tag{4.26}
\end{equation*}
$$

Using the SPP formula at zero temperature [43],

$$
\begin{equation*}
\Gamma_{T=0}=\frac{Q_{m}^{2} g^{2} B_{e f f}^{2}}{3 \pi^{2}} e^{-\frac{\pi m^{2}}{Q_{m g B_{e f f}}}} \tag{4.27}
\end{equation*}
$$

where $B_{\text {eff }}=B\left(1-e^{-m_{D} l}\right)$ is the effective magnetic field felt by the mmCP [8], we can use Eq.(4.26) to get a bound on $Q_{m}$ of:

$$
Q_{m} \simeq 3.82 \times 10^{-19}
$$

which different from that obtianed in [8] by a small factor since while we have considered the average SPP over a volume in Eq.(4.26), the volume was not considered in [8]. We feel this is a better energetics argument since our entire analysis till that point has considered the active volume.

Now that we have Eqs.(4.25) and (4.21), all that is left is to substitute the SPP expression and obtain the evolution of the gravitational amplitude using the following formula (as derived in chapter 3, Eqs. (3.102) and (3.97)):

$$
\begin{equation*}
h_{0}=\frac{4}{r} I \epsilon_{Q} \Omega^{2}, \text { where } \epsilon_{Q}=\mathfrak{D} \frac{B^{2}}{B_{*}^{2}} \tag{4.28}
\end{equation*}
$$

The solution is obtained numerically in the last section of this chapter. However, there are some subtleties involved in SPP term regarding the thermal expression (since our system is not at zero temperature) and we shall address it in the following section.

### 4.4 Incorporating thermal corrections

The system that we are dealing with is at some finite temperature, hence the correct SPP term is the thermal Schwinger pair production formula for $\Gamma$ [44, 45]. It is not that simple to integrate this into Eq. (4.25) since the prefactor in this formula is plagued by singularities which should go away when the next order term is taken into consideration. But this is a conundrum since calculation of this term is extremely difficult even in the zero temperature case, where the exact expression is unknown. Due to these difficulties, there have been other methods developed which might help in dodging the singularities. We will come to those shortly, after we see what the thermal formula looks like.

The full pair production rate for thermal SPP in the case of a pure electric field in QED is given by [44, 45]:

$$
\begin{align*}
\Gamma_{T \neq 0} & =\Gamma_{T=0}+\Gamma_{T} \\
& =\sum_{p=1}^{\infty} \frac{e^{2} E^{2}}{4 \pi^{3} p^{2}} e^{\frac{-\pi p m^{2}}{e E}} \\
& +\sum_{p=0}^{\infty} \sum_{n=1}^{n_{\max }} \frac{(-1)^{p+1} 4 e^{2} E^{2}}{(2 \pi)^{3 / 2}(n \beta m)^{1 / 2} \Theta^{2}}\left[1-\left(\frac{n T_{c}}{T}\right)^{2}\right]^{-\frac{1}{4}} \exp \left(-\frac{m^{2}}{2 e E} \Theta+\frac{n m}{2 T} \sqrt{1-\frac{n^{2} T_{c}^{2}}{T^{2}}}\right) \tag{4.29}
\end{align*}
$$

where $\beta=\frac{1}{T}$ is the inverse temperature and $T_{c}$ is the critical temperature given by $T_{c}=\frac{e E}{2 m}$. The $\Theta=2 \pi(p+1)-\sin ^{-1}\left(\frac{n T_{c}}{T}\right)$. Clearly, the contribution from $\Gamma_{T}$ is non-zero only if $T>T_{c}$. For $T<T_{c}$, the contribution to $\Gamma_{T \neq 0}$ comes only from $\Gamma_{T=0}$. For our case of mmCPs, we only need to make the following replacements in the above formulae:

$$
e \rightarrow Q_{m} g \quad \text { and } \quad E \rightarrow B
$$

and the rest is the same. The critical temperature thus changes to

$$
\begin{equation*}
T_{c}\left(m, Q_{m}\right)=\frac{Q_{m} g B}{2 m} . \tag{4.30}
\end{equation*}
$$



Figure 4.1: The regions are shaded in different colors for different values of magnetic field, as labelled. Inside these regions, the temperature $T>T_{c}$ for the given value of the magnetic field.

Thus, in the $\left(m, Q_{m}\right)$ plane, there is a region where we have $T>T_{c}$. For a magnetar, $T \sim$ $10^{6} \mathrm{~K} \sim 86.25 \mathrm{eV}$, this region where $T>T_{c}$ is given in Fig. 4.1 for different values of magnetic field, ranging from $10^{15} \mathrm{G}$ to $10^{18} \mathrm{G}$.

The singularities we talked about before are due to the factor

$$
\left[1-\left(\frac{n T_{c}}{T}\right)^{2}\right]^{-\frac{1}{4}}
$$

where, at $T=n T_{c}$, we have $\Gamma_{T}$ blowing up. There is a way to soften the singularities though, within the "hard thermal loop" (HTL) framework [44]. In this procedure, we replace $m$ by $m-i \gamma$, where $\gamma \sim 0.04 e^{2} T$ in QED. This is tantamount to the following replacement:

$$
\begin{equation*}
\left[1-\left(\frac{n T_{c}}{T}\right)^{2}\right]^{-\frac{1}{4}} \rightarrow\left[\frac{1-\left(\frac{n T_{c}}{T}\right)^{2}}{\left(1-\left(\frac{n T_{c}}{T}\right)^{2}\right)^{2}+\left(\frac{2 \gamma}{m}\left(\frac{n T_{c}}{T}\right)^{2}\right)^{2}}\right]^{\frac{1}{4}} \tag{4.31}
\end{equation*}
$$

thus, removing the singularities. We may now use this in the pair production rate formula and see how the magnetic field and the GW amplitude evolve in time. To this end, we need to (numerically) solve the following differential equation, assuming that the dynamo has already


Figure 4.2: The GW amplitude when $B_{\text {initial }}=10^{15} \mathrm{G}, m=10^{-5} \mathrm{eV}$ and $Q_{m}=3.81 \times 10^{-19}$. In this figure, the blue line is the amplitude evolution not considering mmCP-SPP, red line considers mmCP-SPP, but not the thermal corrections, and the black dashed line consideres the full $\mathrm{mmCP}-\mathrm{SPP}$.


Figure 4.3: Left: The ratio of magnetic fields without SPP and with SPP. Right: The ratio of GW amplitude without SPP vs with SPP. Change can be observed after $\sim 0.41$ years or $\sim 5$ months. The red line doesn't take into account the thermal corrections to the mmCP-SPP rate and the blue line includes the thermal corrections to the SPP rate
ramped up the magnetic field to $10^{15} \mathrm{G}$ :

$$
\begin{equation*}
\frac{d B(t)}{d t}=-\frac{B(t)}{\tau_{O}}-\frac{B^{2}(t)}{B(0) \tau_{H}}-\Gamma_{T \neq 0}(B(t)) \frac{2}{R^{2}} \times Q_{m} g l V_{A V} \tag{4.32}
\end{equation*}
$$

where $\Gamma_{T \neq 0}$ is given by Eq.(4.29). Solving this equation using the initial value of the magnetic field to be $10^{15} \mathrm{G}$, we obtain Figs. 4.2 and 4.3. Before we progress any further though, we need to understand how and where the HTL "trick" can be used. The rate is plotted against the temperature in Fig. 4.4. As can be seen, the singularities are not yet completely eliminated, so we need to be really careful about where the full thermal SPP formula can be used. One line of progress is to use the formula only when the ratio $\frac{T}{T_{c}}$ is not "close" to an integer. Quantifying


Figure 4.4: The HTL fudge that we incorporate in Eq.(4.31) is not a solution though. As can be clearly seen from the above plot, it only makes the singularities finite, doesn't eliminate them.
this, we could use a condition like:

$$
\begin{equation*}
\left|\frac{T}{T_{c}}-\left[\frac{T}{T_{c}}\right]\right|>0.2 \tag{4.33}
\end{equation*}
$$

to use the formula.

The thermal SPP is expected to give an increase in the pair production rate by some orders of magnitude, as can be confirmed by looking at Figs. 4.5, 4.6, 4.7, 4.8 and 4.9. With such an increase in the pair production rate, we can expect to see its effect in the GW amplitude.

(a) The contour plot of the logarithm of $n_{\max }=\left[\frac{T}{T_{c}}\right]$.

(b) The ratio of the total SPP rate including the thermal contribution to the zero temperature SPP rate for a magnetic field of $10^{15} \mathrm{G}$

(c) The full SPP rate in units of $\mathrm{m}^{-3} \mathrm{~s}^{-1}$

Figure 4.5: For a magnetic field of $10^{15} \mathrm{G}$


Figure 4.6: For a magnetic field of $10^{16} \mathrm{G}$

(a) The contour plot of the logarithm of $n_{\max }=\left[\frac{T}{T_{c}}\right]$.

(b) The ratio of the total SPP rate including the thermal contribution to the zero temperature SPP rate for a magnetic field of $10^{17} \mathrm{G}$

(c) The full SPP rate in units of $\mathrm{m}^{-3} \mathrm{~s}^{-1}$

Figure 4.7: For a magnetic field of $10^{17} \mathrm{G}$


Figure 4.8: For a magnetic field of $10^{18} \mathrm{G}$

### 4.5 Results and Implications

In this section, we numerically solve Eq.(4.32) using the expression for $\Gamma_{T \neq 0}$ given in Eq.(4.29). The plots for the gravitational wave amplitude are the most important for us and thus, will be presented in this section. The condition (4.33) has been checked for each of the following plots. From the plots in Figs. 4.2, 4.3, 4.10, 4.11 and 4.12, we see that the "sweet spot" for

(a) The contour plot of the logarithm of $n_{\max }=\left[\frac{T}{T_{c}}\right]$.

(b) The ratio of the total SPP rate including the thermal contribution to the zero temperature SPP rate for a magnetic field of $10^{19} \mathrm{G}$

(c) The full SPP rate in units of $\mathrm{m}^{-3} \mathrm{~s}^{-1}$

Figure 4.9: For a magnetic field of $10^{19} \mathrm{G}$
endeavour is when the initial magnetic field is around $10^{15}-10^{16} \mathrm{G}$. This is because as the magnetic field increases, the $n_{\max }$ decreases which, in turn, means that the deviation from the case when mmCP-SPP is not considered will be lesser. In addition, notice that for plots using an initial magnetic field of $10^{17}$ and $10^{18} \mathrm{G}$, the mass of the mmCP has been increased to $10^{-2} \mathrm{eV}$, as is consistent with Fig.4.1.

In the future, when we do start detecting gravitational waves from neutron stars or magnetars with amplitudes $\sim 10^{-25}$, we should see one of the curves shown in the above referred figures and thus infer whether millimagnetically charged particles are present or not. These are continuous gravitational waves, in that they are not bursts, like the ones LIGO has already detected. Thus, taking the data over months (or even years) will help deciphering the mystery of dark matter.

(a) The GW amplitude for an initial magnetic field of $10^{16} \mathrm{G}$ and an mmCP mass of $10^{-4} \mathrm{eV}$. In this figure, the blue line is the amplitude evolution not considering mmCPSPP, red line considers mmCP-SPP, but not the thermal corrections, and the black dashed line consideres the full $\mathrm{mmCP}-\mathrm{SPP}$.

(b) The red line doesn't take into account the thermal corrections to the mmCP -SPP rate and the blue line includes the thermal corrections to the SPP rate

Figure 4.10: $B_{0}=10^{16} \mathrm{G}, m=10^{-4} \mathrm{eV}, T=86.25 \mathrm{eV}$


Figure 4.11: $B_{0}=10^{17} \mathrm{G}, m=10^{-2} \mathrm{eV}, T=86.25 \mathrm{eV}$


Figure 4.12: $B_{0}=10^{18} \mathrm{G}, m=10^{-2} \mathrm{eV}, T=86.25 \mathrm{eV}$

## Chapter 5

## Worldline Deformations

Let us now change gears and look at the method to obtain the exact worldline instanton solutions for a given model in this chapter. For this, let us look at the basic premise of the Worldline Instanton formalism. In this formalism, we have the probability of pair production is given by [44]

$$
\begin{align*}
\operatorname{Prob}[\text { pair prod. }]=1-e^{i\left(W[A]-W^{*}[A]\right)} & =1-e^{-2 \operatorname{Im}(W[A])} \\
& \simeq 2 \operatorname{Im}(W[A]) \tag{5.1}
\end{align*}
$$

in the Minkowski picture, where $W[A]$ is the effective action. After performing a Wick rotation to go into the Euclidean picture, we can calculate the Euclidean effective action to be

$$
\begin{equation*}
W^{\mathbb{E}}[A]=-\int \frac{d T}{T} e^{-m^{2} T} \oint \mathcal{D} x e^{-\int_{0}^{T} d \tau\left[\frac{\dot{x}^{2}}{4}+i A_{\mu} \dot{x}^{\mu}\right]} \tag{5.2}
\end{equation*}
$$

where $\mathcal{D} x$ is the path integral measure over the closed worldines. The next step is to perform a saddle point analysis by treating the exponent of the exponential as an action $S$. The action can be obtained to be:

$$
\begin{equation*}
S \simeq m a+i \int_{0}^{1} d u A_{\mu} \dot{x}^{\mu} \tag{5.3}
\end{equation*}
$$

with $x_{\mu}(0)=x_{\mu}(1)$ and $\dot{x}^{2}=a^{2}$. Obtaining the EOM's for this action, we have

$$
\begin{equation*}
\ddot{x}^{\mu}(u)=i a \mathcal{F}^{\mu \nu} \dot{x}^{\nu}(u) \tag{5.4}
\end{equation*}
$$

where $\mathcal{F}^{\mu \nu}$ is the field tensor for the gauge field $A_{\mu}$ and $x^{\mu}(u)$ are the instantons.

This method has been used to obtain instanton solutions for homogeneous fields and we wish to see what the solutions would look like for some inhomogeneous configurations [46]. We shall thus take the vector potential to be:

$$
\begin{equation*}
A_{3}=-i E F\left(x_{4}\right) \tag{5.5}
\end{equation*}
$$

where $E$ is the electric field and $F\left(x_{4}\right)$ is some function of the Euclidean time $x_{4}$. With this gauge choice, the instanton equations thus become [46]:

$$
\begin{align*}
& \ddot{x}_{3}=-\frac{a E}{m} F^{\prime}\left(x_{4}\right) \dot{x}_{4}  \tag{5.6}\\
& \ddot{x}_{4}=\frac{a E}{m} F^{\prime}\left(x_{4}\right) \dot{x}_{3} \tag{5.7}
\end{align*}
$$

with $x_{1}$ and $x_{2}$ being trivial.

### 5.1 Deformations in scalar fields

Let us now look at a different problem of a real scalar field in $(1+1)$ D. For this, consider the model:

$$
\begin{equation*}
\mathcal{L}_{\chi}=\frac{1}{2}\left(\partial_{\mu} \chi\right)^{2}-V_{\chi}(\chi) \tag{5.8}
\end{equation*}
$$

where $V_{\chi}(\chi)$ is a given potential. The equation of motion for the this Lagrangian are given by

$$
\partial_{\mu} \partial^{\mu} \chi+V_{\chi}^{\prime}(\chi)=0
$$

where if we are looking for static solutions, i.e., $\chi=\chi(u)$, not dependent on time, then the equation reduces to [47]:

$$
\begin{equation*}
\frac{d^{2} \chi}{d u^{2}}=\frac{d V_{\chi}}{d \chi} \tag{5.9}
\end{equation*}
$$

which can be manipulated as below:

$$
\begin{aligned}
& \frac{d}{d u}\left(\chi^{\prime}\right)=\frac{d u}{d \chi} \frac{d V_{\chi}}{d u} \\
\Longrightarrow & \frac{d}{d u}\left(\chi^{\prime 2}\right)=\frac{d}{d u}\left(2 V_{\chi}\right) \\
\Longrightarrow & \chi^{\prime 2}=2 V_{\chi}(\chi)+\text { const } .
\end{aligned}
$$

where we impose the boundary conditions

$$
\chi \rightarrow \bar{\chi} \& \frac{d \chi}{d u} \rightarrow 0 \text { as } u \rightarrow-\infty
$$

where $\bar{\chi}$ is the critical point for the potential, i.e., $V_{\chi}(\bar{\chi})=0$, in order to get the const. to be 0 . We thus have the full EOM as:

$$
\begin{align*}
\frac{d^{2} \chi}{d u^{2}} & =\frac{d V_{\chi}}{d \chi}  \tag{5.10}\\
\chi^{\prime 2} & =2 V_{\chi}(\chi) \tag{5.11}
\end{align*}
$$

Consider a similar model for a different scalar field $\phi$ with a different potential $V_{\phi}(\phi) \neq V_{\chi}(\chi)$. We have the following EOM for the static solution from a similar analysis:

$$
\begin{align*}
\frac{d^{2} \phi}{d u^{2}} & =\frac{d V_{\phi}}{d \phi}  \tag{5.12}\\
\phi^{\prime 2} & =2 V_{\phi}(\phi) \tag{5.13}
\end{align*}
$$

Now, let $\mathcal{L}_{\chi}$ be exactly solvable and let it also support finite energy defects (see section 5.1.1). Then, it is possible to write [46]:

$$
\begin{equation*}
V_{\phi}(\phi)=\frac{V_{\chi}(\chi \rightarrow f(\phi))}{\left(f^{\prime}(\phi)\right)^{2}} \tag{5.14}
\end{equation*}
$$

where $f$ is a real isomorphism. This deformation implies that the solution in the deformed $\mathcal{L}_{\phi}$ is given exactly by $\phi=f^{-1}(\chi)$, where $\chi$ is that value which exactly solves the static equations in the original $\mathcal{L}_{\chi}$ theory.

### 5.1.1 Defects

In this section, we will see some basic theory on defects, enough so that we can understand the technique outlined in [46]. For this purpose, consider a theory described by the following Lagrangian density [48]:

$$
\begin{equation*}
\mathcal{L}_{\phi}=\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}-V_{\phi}(\phi) \tag{5.15}
\end{equation*}
$$

in $(1+1) D$. Let the potential have the following properties:

1. $V(\phi)=0$ at a set of $n$ critical points $\left\{\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right\}$.
2. $V\left(\bar{\phi}_{i}\right)=0 \forall i$.
3. $V^{\prime}\left(\bar{\phi}_{i}\right)=0 \forall i$.

The static EOM we derived in the previous section is still applicable, rewritten here for convenience:

$$
\begin{equation*}
\frac{d^{2} \phi}{d u^{2}}=\frac{d V_{\phi}(\phi)}{d \phi} \tag{5.16}
\end{equation*}
$$

As before, we can integrate this equation to obtain

$$
\begin{equation*}
\phi^{\prime 2}=2 V_{\phi}(\phi)+C \tag{5.17}
\end{equation*}
$$

And in order to determine the value of $C$, we will make use of the existence of defects. The energy density for the static solutions is given by:

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(\frac{d \phi}{d u}\right)^{2}+V_{\phi}(\phi) \tag{5.18}
\end{equation*}
$$

where the following condition must be satisfied for the finiteness of the kinetic portion of the energy:

$$
\begin{equation*}
\frac{d \phi}{d u} \rightarrow 0 \text { as } u \rightarrow \pm \infty \tag{5.19}
\end{equation*}
$$

Using the critical points, we can distinguish between two types of defect structures. One type is called topological or kink-like defect structures which connect two different, adjacent critical points, like so:

$$
\begin{equation*}
\lim _{u \rightarrow-\infty} \phi(u)=\bar{\phi}_{i} \quad \& \quad \lim _{u \rightarrow+\infty} \phi(u)=\bar{\phi}_{i+1} \tag{5.20}
\end{equation*}
$$

and the other type, called non-topological or lump-like defects mostly require only a single critical point, like so:

$$
\begin{equation*}
\lim _{u \rightarrow \pm \infty} \phi(u)=\bar{\phi}_{i} . \tag{5.21}
\end{equation*}
$$

It was using these boundary conditions that we obtained the Eqs.(5.10) and (5.11). Now that we have a basic understanding of defects, let us go back to our main issue.

### 5.2 Our saddle point equations

In this section, we come back to our main problem after that slight digression. We are going to apply the technique in Eq.(5.14) to our instanton equations (5.6) and (5.7). For that, we will recast the equations to a convenient form. Integrating Eq.(5.6), we get

$$
\dot{x}_{3}=-\frac{a E}{m} F\left(x_{4}\right)
$$

which when put into Eq.(5.7) immediately gives:

$$
\begin{equation*}
\frac{d^{2} x_{4}}{d u^{2}}=-\frac{d}{d x_{4}}\left[\frac{a E}{\sqrt{2} m} F\left(x_{4}\right)\right]^{2} \tag{5.22}
\end{equation*}
$$

Let us now define a potential

$$
\begin{equation*}
V\left(x_{4}\right)=-\left[\frac{a E}{\sqrt{2} m} F\left(x_{4}\right)\right]^{2}=-\frac{\dot{x}_{3}^{2}}{2} \tag{5.23}
\end{equation*}
$$

Now, using the condition $\dot{x}^{2}=\dot{x}_{3}^{2}+\dot{x}_{4}^{2}=a^{2}$, in addition to the above equation, we have:

$$
\begin{align*}
\frac{d^{2} x_{4}}{d u^{2}} & =\frac{d V\left(x_{4}\right)}{d x_{4}}  \tag{5.24}\\
\dot{x}_{4}^{2} & =a^{2}+2 V\left(x_{4}\right) \tag{5.25}
\end{align*}
$$

which, barring the RHS of the second equation, is very similar to Eqs.(5.10) and (5.11). This prompts us to proceed in a similar fashion, by introducing a "world line deformation". For convenience of notation, let us rename $x_{4}$ as $\chi$. The equations then become

$$
\begin{align*}
\frac{d^{2} \chi}{d u^{2}} & =\frac{d V_{\chi}(\chi)}{d \chi}  \tag{5.26}\\
\dot{\chi}^{2} & =a_{\chi}^{2}+2 V_{\chi}(\chi) \tag{5.27}
\end{align*}
$$

where $a_{\chi}$ is the constant. Consider $x_{4}=\phi$ with a different potential $V_{\phi}(\phi)$. In this model, once again, the EOM are:

$$
\begin{align*}
\frac{d^{2} \phi}{d u^{2}} & =\frac{d V_{\phi}(\phi)}{d \phi}  \tag{5.28}\\
\dot{\phi}^{2} & =a_{\phi}^{2}+2 V_{\phi}(\phi) . \tag{5.29}
\end{align*}
$$

Let us now apply the technique outlined in Eq.(5.14) to the above $\chi$ and $\phi$ models. This involves imposing [46]:

$$
\begin{equation*}
a_{\phi}^{2}+2 V_{\phi}(\phi)=\frac{a_{\chi}^{2}+2 V_{\chi}(\chi \rightarrow f(\phi))}{f^{\prime}(\phi)^{2}} \tag{5.30}
\end{equation*}
$$

and then finding $\phi$ using $\phi=f^{-1}(\chi)$, where $\chi$ solves Eqs.(5.26) and (5.27). Therefore, if the exact worldline instantons in the $\chi$ model are known, we can obtain the exact worldline instantons in the $\phi$ model. Next, let us prove that $\phi=f^{-1}(\chi)$ is indeed the exact deformed solution.

Claim. $\phi=f^{-1}(\chi)$ is the exact deformed solution of the Eqs.(5.28) and (5.29).

Proof. Using Eq.(5.30) in Eq.(5.28), we obtain

$$
\begin{equation*}
\frac{d^{2} \phi}{d u^{2}}=\frac{V_{\chi}^{\prime}(f(\phi))}{f^{\prime}(\phi)}-\frac{f^{\prime \prime}(\phi)}{f^{\prime}(\phi)^{3}}\left[a_{\chi}^{2}+2 V_{\chi}(f(\phi))\right] \tag{5.31}
\end{equation*}
$$

In order to prove the claim, it is sufficient to prove that direct differentiation of $\phi=f^{-1}(\chi)$ gives the above equation. For that, we use the fact that $\left(f^{-1}\right)^{\prime}(\chi)=\frac{1}{f^{\prime}(\phi)}$ and obtain

$$
\begin{align*}
\frac{d^{2} \phi}{d u^{2}} & =\frac{1}{f^{\prime}(\phi)}\left[\frac{d^{2} \chi}{d u^{2}}\right]-\frac{f^{\prime \prime}(\phi)}{f^{\prime}(\phi)^{3}}\left[\frac{d \chi}{d u}\right]^{2} \\
& =\frac{V_{\chi}^{\prime}(f(\phi))}{f^{\prime}(\phi)}-\frac{f^{\prime \prime}(\phi)}{f^{\prime}(\phi)^{3}}\left[a_{\chi}^{2}+2 V_{\chi}(f(\phi))\right] \tag{5.32}
\end{align*}
$$

where, in the last line, we have used Eqs.(5.26) and (5.27).

That was the basic outline of the deformation technique. Let us now apply this technique to some examples, following the prescriptions defined in [46]. Let us first redefine certain parameters, as below:

$$
\begin{equation*}
\tilde{F}(\chi)=\omega F(\chi) \quad \text { and } \quad \gamma=\frac{\omega m}{E} \tag{5.33}
\end{equation*}
$$

where $\omega$ is the frequency and $\gamma$ is called the Keldysh parameter. Thus, the potential can be written as:

$$
\begin{equation*}
V(\chi)=-\frac{1}{2} \frac{a^{2} \tilde{F}^{2}(\chi)}{\gamma^{2}} \tag{5.34}
\end{equation*}
$$

Plugging this form of the potential into Eq.(5.30) and making $f^{\prime}(\phi)$ the subject of the equation, we have the following differential equation for $f(\phi)$ :

$$
\begin{equation*}
\left(\frac{d f(\phi)}{d \phi}\right)^{2}=\frac{a_{\chi}^{2}}{a_{\phi}^{2}}\left(\frac{\gamma^{2}-\tilde{F}_{\chi}^{2}(f(\phi))}{\gamma^{2}-\tilde{F}_{\phi}^{2}(\phi)}\right) \tag{5.35}
\end{equation*}
$$

Equivalently, we also have a differential equation for $f^{-1}(\chi)$, given by:

$$
\begin{equation*}
\left(\frac{d f^{-1}(\chi)}{d \chi}\right)^{-2}=\frac{a_{\chi}^{2}}{a_{\phi}^{2}}\left(\frac{\gamma^{2}-\tilde{F}_{\chi}^{2}(\chi)}{\gamma^{2}-\tilde{F}_{\phi}^{2}\left(f^{-1}(\chi)\right)}\right) \tag{5.36}
\end{equation*}
$$

Inverting these equations, given the potentials, we can get the deformation function and thus obtain the exact instanton solution in one model if the exact instanton solution in the other model is known. This, however, is extremely difficult due to the sheer mathematical complexity. Another way to proceed is to actually go the other way. Choose the function $f$ to go from one model to another and apply $f$ consecutively to produce a tower of exactly solvable models by just differentiating the deformation function and obtaining the potential [46]. The following schematic clearly illustrates this process:

$$
\begin{equation*}
\left(V_{\chi}, \chi\right) \underset{\text { differentiating } f}{\text { integrating } V}\left(V_{\phi}, \phi\right) \underset{\text { differentiating } f}{\stackrel{\text { integrating } V}{\rightleftharpoons}}\left(V_{\psi}, \psi\right) \underset{\text { differentiating } f}{\stackrel{\text { integrating } V}{\rightleftharpoons}} \ldots \tag{5.37}
\end{equation*}
$$

We can generate a different tower by using another $\tilde{f}$ and applying it iteratively. In most situations, however, we are given the potential and wish to find the worldline instantons, so let us look at a few applications of the technique that establish it's authenticity in the next section.

### 5.3 Applications

In this section we shall solve the Eqs. (5.35) and (5.36) for a few handpicked field configurations. We will solve for the cases when the electric field is sinusoidal in time and another case where the electric field is "single-pulse time-dependent" [49]. Before we begin, however, let us see what the instanton solutions are in the case of a constant electric field background, i.e., $F\left(x_{4}\right)=x_{4}$. In this case, the solutions turn out to be:

$$
\begin{align*}
& x_{3}(u)=\frac{m}{E} \cos (2 \pi n u)=\frac{\gamma}{\omega} \cos (2 \pi n u)  \tag{5.38}\\
& x_{4}(u)=\frac{m}{E} \sin (2 \pi n u)=\frac{\gamma}{\omega} \sin (2 \pi n u) . \tag{5.39}
\end{align*}
$$

In the following calculations, this $x_{4}$ solution will serve as our $\chi$ model with the invariant $a$ given by:

$$
\begin{equation*}
a=2 \pi n \frac{\gamma}{\omega} \tag{5.40}
\end{equation*}
$$

### 5.3.1 Sinusoidal time-dependent electric background

For this case, the electric field is given by $\mathbf{E}(t)=E \cos \omega t \hat{x}_{3}[46,49]$. From Eq.(5.5) and $t=-i x_{4}$, we have $F\left(x_{4}\right)=\frac{\sinh \omega x_{4}}{\omega}$. To put it into the current context of the deformation technique, we take this $F\left(x_{4}\right)$ to be the $\phi$ model and the constant electric background case to be the $\chi$ model. In that spirit, let us rewrite $F$ and $x_{4}$ written earlier as $F_{\phi}(\phi)$ and $\phi$ respectively. Then, according to our notation, we have the following information available:

$$
\begin{aligned}
F_{\chi}(\chi) & =\chi \Longrightarrow \tilde{F}_{\chi}(\chi)=\omega \chi \\
F_{\phi}(\phi) & =\frac{\sinh \omega \phi}{\omega} \Longrightarrow \tilde{F}_{\phi}(\phi)=\sinh \omega \phi \\
\chi(u) & =\frac{\gamma}{\omega} \sin (2 \pi n u) \\
a_{\chi} & =2 \pi n \frac{\gamma}{\omega} .
\end{aligned}
$$

Given this information, we need to find $\phi(u)$ and $a_{\phi}$ (through this, $x_{3}$ for the $\phi$ model is automatically determined using the relation between the three quantities). The way forward is now clear. We solve the ODE's (5.35) and (5.36) and obtain $f(\phi)$ and $f^{-1}(\chi)$ in terms of $\chi, a_{\chi}, \phi$ and $a_{\phi}$. We then substitute $\chi$ and $a_{\chi}$ from Eqs.(5.39) and (5.40) and simultaneously solve for $\phi(u)$ and $a_{\phi}$.

Solving Eq.(5.35) gives $f(\phi)$ to be [46]:

$$
\begin{equation*}
f(\phi)=\frac{\gamma}{\omega} \frac{\tan \left(\frac{i a_{\chi}}{\gamma a_{\phi}} \mathbf{F}\left(i \phi \omega \left\lvert\,-\frac{1}{\gamma^{2}}\right.\right)\right)}{\sqrt{1+\tan ^{2}\left(\frac{i a_{\chi}}{\gamma a_{\phi}} \mathbf{F}\left(i \phi \omega \left\lvert\,-\frac{1}{\gamma^{2}}\right.\right)\right)}} \tag{5.41}
\end{equation*}
$$

where $\mathbf{F}(\cdot)$ represents the incomplete elliptical integral of the first kind, given by

$$
\mathbf{F}(\phi \mid m)=\int_{0}^{\phi} d \theta \frac{1}{\sqrt{1-m \sin ^{2} \theta}}
$$

Solving Eq.(5.36), on the other hand, gives the inverse $f^{-1}(\chi)$ to be:

$$
\begin{equation*}
f^{-1}(\chi)=\frac{i}{\omega} \operatorname{am}\left(\left.\frac{\gamma a_{\phi}}{a_{\chi}} \tan ^{-1}\left(\frac{\omega \chi}{\sqrt{\gamma^{2}-\omega^{2} \chi^{2}}}\right) \right\rvert\,-\frac{1}{\gamma^{2}}\right) \tag{5.42}
\end{equation*}
$$

where $\operatorname{am}(\cdot)$ is the Jacobi amplitude, defined in the following way. If $u=\mathbf{F}(\phi \mid m)$, then, $\phi=$ $\operatorname{am}(u \mid m)$ [50]. Substituting $\chi$ and $a_{\chi}$ as mentioned at the start of this subsection, we solve for $\phi$ and $a_{\phi}$ and obtain the following:

$$
\begin{align*}
\phi(u) & =\frac{i}{\omega} \mathbf{a m}\left(\left.\frac{2 \gamma \tan ^{-1}\left(\frac{\sin 2 \pi n u}{\sqrt{\cos ^{2} 2 \pi n u}}\right) \mathbf{K}\left(\frac{\gamma^{2}}{1+\gamma^{2}}\right)}{i \pi \sqrt{1+\gamma^{2}}} \right\rvert\,-\frac{1}{\gamma^{2}}\right)  \tag{5.43}\\
a_{\phi} & =\frac{4 \gamma n \mathbf{K}\left(\frac{\gamma^{2}}{1+\gamma^{2}}\right)}{\omega \sqrt{1+\gamma^{2}}} \tag{5.44}
\end{align*}
$$

where $\mathbf{K}(\cdot)$ is the complete elliptical elliptical integral of the first kind, given by $\mathbf{K}(m)=\mathbf{F}\left(\left.\frac{\pi}{2} \right\rvert\, m\right)$. Using the identities in [50], this $\phi(u)$ can be transformed into the following form:

$$
\begin{equation*}
\phi(u)=\sin ^{-1}\left(\left.-i\left(\frac{\gamma^{2}}{1+\gamma^{2}}\right)^{\frac{1}{2}} \operatorname{sd}\left(4 n u \mathbf{K}\left(\frac{\gamma^{2}}{1+\gamma^{2}}\right)\right) \right\rvert\, \frac{\gamma^{2}}{1+\gamma^{2}}\right) \tag{5.45}
\end{equation*}
$$

where $\operatorname{sd}(u \mid m)=\frac{\sin \psi}{\sqrt{1-m \sin ^{2} \psi}}$, and $\psi=\boldsymbol{\operatorname { a m }}(u \mid m)$. (We use the identity $\operatorname{sn}(u \mid-m)=\left(\frac{1}{1+m}\right)^{\frac{1}{2}} \operatorname{sd}(u(1+$ $\left.m) \left.^{\frac{1}{2}} \right\rvert\, \frac{m}{1+m}\right)$, where $\operatorname{sn}(u \mid m)=\sin (\operatorname{am}(u \mid m))$.) Now, $x_{3}$ can be obtained using

$$
\begin{equation*}
\frac{d x_{3}}{d u}=-\frac{a}{\gamma} \tilde{F}_{\phi}(\phi(u)) \tag{5.46}
\end{equation*}
$$

to be

$$
\begin{equation*}
x_{3}(u)=\sin ^{-1}\left(\left.\left(\frac{\gamma^{2}}{1+\gamma^{2}}\right)^{\frac{1}{2}} \operatorname{cd}\left(4 n u \mathbf{K}\left(\frac{\gamma^{2}}{1+\gamma^{2}}\right)\right) \right\rvert\, \frac{\gamma^{2}}{1+\gamma^{2}}\right) \tag{5.47}
\end{equation*}
$$

where $\operatorname{cd}(u \mid m)=\frac{\cos \psi}{\sqrt{1-m \sin ^{2} \psi}}$, and $\psi=\operatorname{am}(u \mid m)$. This can be cross verified to be correct through the solution in [49].

### 5.3.2 Single-pulse time-dependent electric background

In this scenario, the initial steps are the same as in the previous subsection with the replacement that the electric field is now $\mathbf{E}(t)=E \operatorname{sech}^{2} \omega t \hat{x}_{3}$ [49] and thus $\tilde{F}_{\phi}(\phi)=\tan (\omega \phi)$. We once again solve Eq.(5.35) to obtain $f(\phi)$ to be:

$$
\begin{equation*}
f(\phi)=\frac{\gamma}{\omega} \sin \left[\frac{a_{\chi}}{a_{\phi} \sqrt{1+\gamma^{2}}} \sin ^{-1}\left\{\frac{\sqrt{1+\gamma^{2}} \sin \omega \phi}{\gamma}\right\}\right] \tag{5.48}
\end{equation*}
$$

and solve Eq.(5.36) to obtain $f^{-1}(\chi)$ to be of the form:

$$
\begin{equation*}
f^{-1}(\chi)=\frac{1}{\omega} \sin ^{-1}\left[\frac{\gamma}{\sqrt{1+\gamma^{2}}} \sin \left\{\frac{a_{\phi} \sqrt{1+\gamma^{2}}}{a_{\chi}} \sin ^{-1}\left(\frac{\omega \chi}{\gamma}\right)\right\}\right] \tag{5.49}
\end{equation*}
$$

Now, solving for $\phi$ and $a_{\phi}$ after substituting the constant electric background instanton solution for $\chi$ and $a_{\chi}$, we find that the following solution set for $\phi(u)$ and $a_{\phi}$ satisfies the above equations:

$$
\begin{align*}
\phi(u) & =\frac{1}{\omega} \sin ^{-1}\left[\frac{\gamma}{\sqrt{1+\gamma^{2}}} \sin (2 \pi n u)\right]  \tag{5.50}\\
a_{\phi} & =\frac{\gamma}{\omega} \frac{2 \pi n}{\sqrt{1+\gamma^{2}}} \tag{5.51}
\end{align*}
$$

Of course, $x_{3}(u)$ for the single-pulse background can also be obtained using the above two solutions in the ODE:

$$
\begin{equation*}
\frac{d x_{3}}{d u}=-\frac{a}{\gamma} \tilde{F}_{\phi}(\phi(u)) \tag{5.52}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
x_{3}(u)=\frac{1}{\omega \sqrt{1+\gamma^{2}}} \sinh ^{-1}[\gamma \cos (2 \pi n u)] \tag{5.53}
\end{equation*}
$$

Thus, the worldline instantons for the single-pulse time-dependent electric field are given by Eqs.(5.50) and (5.53). Once again, this solution can be verified with the one presented in [49]

## Chapter 6

## Conclusion and future work

Millimagnetically charged particles (mmCPs) are intriguing due to their status as a viable candidate for the particle nature of dark matter. In this thesis, we first look at a way in which these exotic states may arise in quantum field theory and then propose a possible detection strategy. By looking at the gravitational wave amplitudes from magnetars, where the Schwinger pair production (SPP) of mmCPs is believed to occur, in two different scenarios of mmCP-SPP occurring and not occurring, we can infer the presence of these exotic states. While the current sensitivity of the Laser Interferometer Gravitational-Wave Observatory is not yet viable for detecting the continuous gravitational waves where the difference is likely to occur, future detectors such as the Einstein telescope have great hope. Einstein telescope is projected to be able to detect gravitational wave amplitudes of up to $10^{-26}[51,52,53]$ which, according to Fig. 4.2, is very good news. The result of the experiment will provide some progress in our understanding of the particle nature of one of the greatest mysteries of the universe, dark matter.

In Chapter 5, we look at a novel technique to calculate exact worldine instantons applicable to a variety of field configurations [46]. This will, of course, serve as an important step in calculating the SPP formula for that configuration. This enterprise of calculating worldline instantons, until now, has been very difficult to undertake and has only been done for a handful of cases [49] such as a single-pulse time dependent electric field. We are currently trying to fully understand the implications of such a result and it would potentially be a very rewarding endeavour to see its application to a challenging problem.
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