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Introduction

Spatiotemporal patterns of neural activity encode our sensory world and our perception

of it [Wehr and Laurent, 1996]. These patterns encode memories and are invoked as we

recall them later [Pastalkova et al., 2008, Jones and Wilson, 2005, Robbe et al., 2006].

The hippocampal formation receive multisensory cortical inputs and send projections

to structures involved in affecting behaviour [Cappaert et al., 2015]. It also sends

extensive feedback to the cortical input layers and participates in consolidating short

term memories. Removal of the hippocampus impairs the acquisition of new memories

in humans [Scoville and Milner, 1957]. The neurons of the hippocampal formation

are sensitive to spatial locations and uniquely represent spatial trajectories of the

animal [O’Keefe, 1976, Frank et al., 2001]. Whenever an animal visits a unique spatial

location within an enclosure, a place cell of the hippocampus encode that location with

an elevated firing rate [O’Keefe, 1976]. In the medial entorhinal cortex, neurons fire in

locations on the enclosure that are arranged on the vertices of a regular hexagonal grid

like pattern. These neurons were named grid cells [Hafting et al., 2005]. Sequential

responses of place cells and grid cells of the hippocampal formation are also observed

when animals navigate non-spatial sensory dimensions [Aronov et al., 2017].



As is true for many other cortical local circuits, a closer look at the entorhinal

cortex reveals that the coding properties of neurons are influenced both by the internal

architecture and afferent inputs. Given that it is bombarded with noisy sensory inputs

and the internal influences on spiking are mostly noisy as well, how do neurons in the

medial entorhinal cortex produce the stable sequential activity required for spatially

precise firing fields with hexagonal symmetry? A crucial factor that plays a role was

suggested by the experiments of Koenig et. al [Koenig et al., 2011], and Brandon

et. al [Brandon et al., 2011]. They had transiently stopped theta rhythmic inputs

arriving from the medial septum and found that the periodicity of the grid fields was

also vanished. The grid cell pattern returned with the recovery of theta oscillation.

Dynamical regimes of medial entorhinal cortex

Using a motif characteristic of MEC, we show two dynamical regimes: An autonomous

oscillator and a multistable switch. One of the states reflect self-organized patterns

while the other faithfully responds to sensory inputs. The motif comprised two fast-

spiking inhibitory interneurons and two stellate cells, with inhibitory interneurons

sending inhibition to each other and to stellate cells. The stellate cells had intrinsic

conductances that enabled them to rebound spike in response to inhibition. The

activity switched autonomously when stellate cell spikes excited postsynaptic quiescent

interneurons. The interneuron, in turn, recruited the other stellate cell and the

alternating pattern of activity continued. This oscillatory pattern came to a halt

when depolarizing drive to both the inhibitory interneurons increased. In this regime,

depending on the initial transients, either of the two interneurons remained active

continually, inhibiting the other neuron. A transient, external pulse could be used to

switch the activity from one interneuron to the other. Thus, as a function of the firing

rate of fast-spiking interneurons, the network motif can either be in an autonomous

switching regime or in a bistable state where an external pulse can toggle the states.



Theta induced reliability

To model the experimental findings of Koenig et al [Koenig et al., 2011], we implemented

a network of stellate cells and interneurons arranged on a ring. The adjacent stellate

cells received overlapping inhibition. The adjacent interneurons on the ring were

sequentially recruited in time by a traveling pulse of transient input that mimics the

grid-like receptive fields as an animal traverses space. We simulated two scenarios:

One where the interneurons passively recruited stellate cells, and the other where the

stellate cells sent feedback connections to the inhibitory ring in a random manner.

When the external, transient pulse recruited successive interneurons arranged on the

ring, the switch in the activity of the inhibitory population was registered as rebound

spikes in the stellate cell population. When excitatory connections were introduced,

we found that the sequential of stellate cell population did not faithfully follow the

input. However, when interneurons received theta rhythmic input in addition to the

excitatory drive, the network reliably followed the input.

Mechanism of theta induced reliability

How does theta interact with the inputs to generate a reliable sequence? We found

that when input arrived at specific phase window of theta it reliably caused a switch in

the inhibitory neurons. Further theta rhythmic inhibition to interneurons synchronized

the response of postsynaptic stellate cells and relegated them to the least receptive

phases of theta. This phenomenon remained robust to varying frequencies of theta. In

contrast, in the absence of theta, rebound spikes competed with external inputs and

disrupted the sequence that followed.

Flexible routing of reliable information with theta rhythm

Theta created temporal windows where the MEC network reliably respond to input.

Here, we modeled a scenario where the local circuit could flexibly respond to either of

the two competing inputs that induced a different sequential response in the circuit.

Inputs that arrived at the depolarizing phase of theta caused a successful switching



and were represented in the network activity. When both the inputs arrived at the

depolarizing phase of theta, the latest input caused a successful switching.

Inheriting phase precession

Next we tackled the related phenomenon of phase precession in the medial entorhinal

cortex. Phase precession exemplifies one of the most studied temporal coding schemes

in the central nervous system. The spatially modulated neurons of the hippocampal

formation, align their spikes to local LFP fluctuations. As the animal moves through

the receptive field of a place cell, the neuron fires at progressively earlier phases of

theta [OKeefe and Recce, 1993, Skaggs et al., 1996, Hafting et al., 2008]. We show

that stellate cells can inherit phase precession from interneurons via rebound spiking.

Although phase precession occurs de novo in a novel environment, they become more

robust with experience [Feng et al., 2015]. We found that the slope of phase precession

induced in the postsynaptic stellate cell was modulated as a function of the shape

of the connectivity profile. A learning induced asymmetries in particular direction

increased the slope of phase precession.

Discussion

We will examine how our model compares with the experimental findings of Yartsev et

al [Yartsev et al., 2011], where they found grid cells that produced grid fields in the

absence of theta oscillatory LFP fluctuations. MEC harbors plasticity mechanisms that,

when combined with our model, might lead to learning of sequential responses [Haas

et al., 2006]. Also, the apparent contradiction of inducing reliability, by relegating

stellate cells to a narrow range of phases, and the observed phase precession of spikes of

grid cells is dispelled by noting the finer points of phase precession in MEC [Mizuseki

et al., 2009], and potential synaptic processes that could alleviate this incompatibility.

Our model would suggest that interneurons possess narrower tuning profiles. However

recent experiments [Buetfering et al., 2014] have indicated that interneurons’ tuning

profiles are broadly tuned. We suggest ways our results can be reconciled with this

observation.
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Chapter 1

Introduction

The nervous system of the animals has evolved to coordinate stereotypical behaviours

that are essential for survival. These are specialized in learning from past environ-

mental variations to bring about adaptive behaviours at opportune moments. To be

able to select an appropriate behaviour in a given context, the representation of the

external world in the activity of brain must be stable and reproducible [Stangl et al.,

2018, Valerio and Taube, 2012, Weiss et al., 2017]. The neurons and synapses of the

brain circuits have mechanisms in place that enable sensory experiences to modify

the intrinsic properties of neurons [Kim and Linden, 2007, Narayanan and Johnston,

2010], integrative properties of synapses [Buonomano and Merzenich, 1998, Shouval

et al., 2002], and synaptic connectivity [Igarashi, 2015] in a direction that potentially

improves future behavioural response of the animal. These plasticity mechanisms

often rely on precise neural activity of the constituent circuits. Adaptive behaviour

requires reliable representations and the ability to transmit these representations

across brain regions [Frank et al., 2000, Kim and Lee, 2011, Fujisawa and Buzsáki,

2011, DeCoteau et al., 2007, Benchenane et al., 2010, Barnes et al., 2005].

Rather than acting as a sequence of relays from the peripheral sensors to skeletal

muscles, the brain exhibits elaborate patterns of activity by ensembles of neurons.

This was anticipated from earlier behavioural experiments with rodents learning

mazes [Tolman, 1948]. In a typical task, a rat was released at an entry door of a

maze. It generally received a reward at the exit door. Over time, the rat learned to

wade through mazes in shortcuts, spending ever lesser time in the alleys leading

to dead ends. The animal quickly learned the appropriate turns based on current

cues. The behaviourist viewpoint [Skinner, 1974] prevalent around early twentieth
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FIGURE 1.1: Sequence encoding a trajectory. (a) firing property of a place cell. Upper panel - A schematic
of the setup, where a rat is made to run to the other end of a linear track to get a reward, is shown.
Lower panel - The firing rate of a single cell recorded from hippocampus, estimated in bins of the the
trajectory along the linear track, showing a clear peak in a circumscribed region. From 1 a of [Huxter
et al., 2003]. (b) Upper panel - A rat running through five overlapping firing fields (shown as five
ellipses of differing colors) of place cells. Lower panel - A schematic illustration, using a raster plot,
of sequential activity induced in the place cells as the animal traversed along a trajectory. The vertical
lines represent individual action potential spikes generated by the neurons. The colours of the spike
train of a place cell is matched to that of the place field. Notice the increased firing rate of the spikes in
their respective center of the place field.
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a b

FIGURE 1.2: Spatial receptive fields of a place cell and a grid cell. Place cell (a) and grid cell (b) activity
as recorded from hippocampus (not shown) [Huxter et al., 2008] and medial entorhinal cortex (not
shown) [Hafting et al., 2005] respectively. The black trace represent trajectory of a rat freely moving
in a circular enclosure. The color dots mark the location along the trajectory where a simultaneously
recorded cell generated action potential spikes. (a) A clearly circumscribed region, called place field,
is defined by the firing of a place cell. Both the red and blue dots represent the locations along the tra-
jectory when a simulataneously recorded place cell generated action potential. The red dots represent
the spiking that are aligned to the trough of theta oscillation and the blue represent the depolarizing
phase. From supplementary figure S5 of [Huxter et al., 2008] (b) The three colored dots represent the
firing locations of three simultaneously recorded grid cells from medial entorhinal cortex. The three
cells share common orientation and inter grid field distance with shifted location of grid field center
with respect to each other. From figure 3 a of [Hafting et al., 2005].



4 Chapter 1. Introduction

century provided explanations where the strength of stimulus-to-response connec-

tion that lead to reward was strengthened while the strength of connections between

the stimulus-response pair that was unrewarded was diminished. Behavioural ex-

periments in the early thirties [Tolman, 1948] challenged this viewpoint when they

discovered a phenomenon in rats termed ’latent learning’. In these experiments, the

rats were not given any rewards, yet when they were given rewards at a later point

during the progression of experiments, they found a way to the exit as quickly as

control animals trained with rewards from the beginning. These sudden drops in

time to exit the maze in unrewarded, freely exploring animals suggested that the an-

imals were building the representation of the maze all along, which they used later

when rewards were given. How are these ’cognitive maps’ of the world, as they are

called, built from sensory input? How are they represented in the brain? Part of

the answer to these questions came from experiments performed by John O’Keefe

[O’Keefe, 1976].

O’Keefe was recording from neurons in the hippocampus while rats roamed on

a raised platform. He found neurons that generated elevated firing rates of action

potentials at specific locations on the platform. The hippocampus is distant from

the sensory periphery. Neurons in the hippocampus rarely fired in response to

simple sensory stimuli. The average response of neurons defined clearly circum-

scribed regions of space. These neurons were therefore christened, ’Place cells’, by

O’Keefe. The specific locations were termed ’place fields’(figure 1.1 a). Various

models ([OKeefe and Burgess, 2005, Samsonovich and McNaughton, 1997, Schön-

feld and Wiskott, 2015]) have been proposed to explain the emergence of place

fields since then. Experimental works from several labs have identified complex-

ities and nuances to simple spatially correlated firing of place cells ([Eichenbaum

et al., 1999, Eichenbaum, 2014, McNaughton et al., 1996]). Recording simultaneoulsy

from many place cells, Wilson and McNaughton identified that place fields of dif-

ferent place cells were distributed throughout the enclosure. Therefore trajectories

of animals were represented as sequential activity of place cells with receptive fields

situated along the trajectory [Wilson and McNaughton, 1993, Frank et al., 2000] (fig-

ure 1.1). Input to the CA1 comes from MEC. To understand the origins of place

cell pattern, Hafting et. al [Hafting et al., 2005] started to record the neural activity
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from the medial entorhinal cortex. In doing so, they had discovered neurons that

fired preferentially at multiple locations. The locations, where the cell fired action

potentials, were arranged at the vertices of a hexagonal grid pattern in a two dimen-

sional arena. The cells were therefore named grid cells (figure 1.2 b). Neighboring

grid cells have grid fields that are shifted with respect to each other and covered the

entire arena.

Apart from its role in spatial navigation, as exemplified by the existence of place

cells and grid cells, hippocampal formation is also implicated in episodic memory

formation in humans. In the years following 1950, Scolville and Milner encountered

patients with epilepsy with sources deep in medial temporal lobe. They had to re-

move hippocampal regions bilaterally. They had to turn to this recourse when other

forms of medication failed to deliver any remedies. These patients showed symp-

toms of severe memory impairment: their ability to convert sensory experiences

into long term episodic memories was diminished, with a complete loss of episodic

memory formation and recall in some patients [Scoville and Milner, 1957]. Thus, the

hippocampal formation was implicated in forming memories pertaining to personal

experiences, helping animals to find their way around, and in forming maps of the

external world.

The Medial entorhinal cortex also (MEC) acts as an interface between hippocam-

pus and neocortical circuits. Anatomical [Couey et al., 2013, Gu et al., 2018, Witter

et al., 2017] , electrophysiological [Domnisoru et al., 2013, Tocker et al., 2015] and

computational [Burgess et al., 2007, Burak and Fiete, 2009, Kropff and Treves, 2008]

explorations suggest that the computational role of entorhinal cortex is influenced

by the internal organization as well as by the external inputs it receives from afferent

structures. How are these precise sequential responses generated despite unreliable

sensory inputs and internally generated noise ? This variability arising from affer-

ent sources and local circuits could confound the reliable formation of grid fields.

Theta rhythmic input arriving from a central pattern generator that produces and

broadcasts oscillatory inputs to the hippocampal formation is shown to play a role

in forming stable sequences. How does theta stabilize these representations? Theta

rhythm is also implicated in many brain functions, including encoding and recall-

ing memories and linking distinct regions of the brain into phase synchronized cell
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assemblies [Fell et al., 2001, Fell and Axmacher, 2011, Klimesch, 1999, Clouter et al.,

2017, Wilson et al., 2015]. How is the role of theta rhythm in formation of stable re-

ceptive fields related to the other roles attributed to it ? In this thesis, we will try to

understand how theta rhythmic drive can stabilize the response of an MEC motif to

sequential sensory inputs. Further, we ask whether this relates to the role of theta in

connecting regions across the brain. In this chapter, we will describe the prevalence

and role of sequential activity in different brain regions. We will review experi-

mental and computational studies that highlight important factors that contribute

to sequential activity in the local microcircuits of the MEC. The diverse role of theta

rhythms discovered from many different experiments will also be highlighted.

1.1 Sequential Activity in the brain

Local neural circuits of the brain can generate self organized activity in the absence

of any inputs from external sensory world. However, they retain their ability to

reshape their dynamics in response to salient external inputs in a behaviourally rel-

evant way [Rabinovich et al., 2006]. The self organized activity often takes the form

of an elaborate sequential activity, where the participating neuronal populations di-

vide into groups with one group being active (generating action potentials) at any

one moment, and the activity switching among the groups in a predictable manner

(A certain group X always leading another group Y in the sequence, for example).

Central pattern generators, where rhythmic patterns of neural activity are ini-

tiated and maintained without any structured external inputs, provide illustrative

examples of internally generated sequential activity patterns[Getting, 1989, Harris-

Warrick and Marder, 1991]. Rhythmic motor patterns generated by central pattern

generators underlie behaviours that are essential for survival and are either present

throughout the lifetime of an animal (breathing, heartbeat, pyloric rhythm, etc) or

switched on in response to sensory inputs (swallowing, chewing, sneezing, mat-

ing, gastric mill rhythm etc). Elements of the sequences maintain an order with re-

spect to each other even when the patterns were compressed and stretched in time.

These patterns emerge as a result of interactions among intrinsic neuronal proper-

ties[Adams and Benson, 1985, Friesen, 1994], strength and time courses of synaptic
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interactions [Graubard et al., 1983, Dickinson et al., 1990] and the connectivity pat-

terns. Studies on invertebrate microcircuits continue to provide crucial insights into

the functioning of neural networks in general.

In cortical circuits, self organized sequential activity is hypothesized to subserve

important cognitive and behavioural roles. In area 18 of the visual cortex of a cat,

the neurons that respond to similar stimulus features (angle of orientation of a light

bar, in this case) were arranged on contiguous patches. When a light bar with a cer-

tain orientation was presented to an awake animal, it activated neurons in spatially

periodic patches on the cortical surface. When the orientation changed slightly, a

similar overlapping patch of neurons was stimulated. In an anasthetized animal,

even when there are no visual stimulus present, the patterns of activity were al-

most indistinguishable from those observed in the awake animal [Kenet et al., 2003].

Thus, the intracortical connectivity without sensory input can lead to self organized

sequential activity of neurons.

Sequences of activity in the hippocampal formation are implicated in spatial nav-

igation, encoding and retrieving episodic memories and binding events to contexts

[Frank et al., 2000, Eichenbaum, 2014, Buzsáki and Tingley, 2018]. The hippocam-

pal formation receives multimodal sensory information from most of the sensory

modalities routed via the association cortices. In the presence of sensory inputs in

an awake, freely behaving animal, the hippocampal formation produced sequential

activity of population of neurons that encoded the trajectory of the animal.

The network of neurons of the hippocampal formation include the spatially mod-

ulated place cells and grid cells. These neurons can also encode non-spatial at-

tributes. Pastalkova et. al, 2018, trained rats to successfully alternate between two

arms of a T-arm maze. In between the traversal of the different arms of the maze, the

rats were forced to run on a wheel. The animals were sealed off from any external

cues during the wheel running. The hippocampal formation generated sequences

during the interim wheel running, without any visual or tactile cues. The sequnces

so generated were comparable in temporal scale to that of animals exploring the

arms of the maze (figure 1.3). These sequences are generated by the neurons most of

which also displayed place fields coding for trajectories along the maze. These inter-

nally organized sequences predicted behavioural performance of the animal reliably.
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In another experiment, rats were trained on a trace eye blink conditioning task. The

time duration between the appearance of conditioned stimulus ( tone or odor) and a

time point, where an unconditional stimulus had been given in the training sessions,

was encoded in a sequential activity of hippocampal neurons [Modi et al., 2014].

Hippocampal sequences that encode spatial trajectories can also encode trajecto-

ries through other sensory spaces. Aronov et. al [Aronov et al., 2017] had trained

rats to deflect the joysticks to increase the frequency of an auditory pure tone played

in the background, and to release the joystick once a target frequency was reached.

Hippocampal neurons, many of which showed clear place and grid fields in an open

environment also participated in encoding the trajectories that were traversed in au-

ditory space as animals manipulated the joystick. The experimenters manipulated

the gain of the joystick on the rate of frequency change along the scale; the frequency

at times increased faster, and other times is slowed down in its progression to a target

frequency. The neural sequences adapted themselves to these changes in gains and

reliably encoded the appropriate frequency (figure 1.3). Hippocampal sequences, to

be able to encode spatial locations, have to adapt to varying speeds and head di-

rections. As hippocampal sequences are sensitive to sensory modalities other than

that involved in navigation, It has been proposed that trajectories in feature spaces

of these stimuli can be encoded by hippocampal sequences. The same mechanism

that helped the hippocampal sequences to adapt in response to changing velocity of

the animal, as hypothesized, will help them in changing adaptively to changing rate

of succession of features along the space.

Sequences of the hippocampal formation thus uniquely represent the trajectories

of the animal in space and in abstract feature dimensions. They also encode episodes

during working and association memory tasks. Sequences in the cortical structures

are also implicated in subserving the roles of planning and decision making [Siegle

and Wilson, 2014, Jones and Wilson, 2005b, Jones and Wilson, 2005a, van der Meer

and Redish, 2011].
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1.2 Mechanism of sequence generation

Various mechanisms have been proposed to generate sequential activity in diverse

brain regions. These models were constrained by anatomical configurations of the

local and afferent inputs and biophysical properties of constituent neurons. Mecha-

nisms to generate sequences in small network motifs have been studied extensively

in central pattern generators of invertebrates [Getting, 1989]. The sequential activity

in those circuits could arise either by coupling a rhythmic bursting neuron to a recur-

rently connected microcircuit [Selverston et al., 1998] or as a consequence of synaptic

interactions within a small motif [Skinner et al., 1994]. Inhibitory interactions medi-

ate the emergence of sequential activity pattern in many central pattern generators.

For example, two neurons connected via mutual inhibition can generate alternat-

ing activity patterns due to intrinsic cellular properties (rebound spiking due to Ih,

for example), and integrative properties of synapses [Skinner et al., 1994, Wang and

Rinzel, 1992]. Slow temporal processes can order neuron in a mutually inhibitory

network generating a sequential activity pattern [Assisi et al., 2011].

1.2.1 Lessons from Anatomy and Physiology

The entorhinal cortex is a cortical structure that surrounds the three layered hip-

pocampal formation. Similar to cortical structures it is divided into six layers , but

unlike cortical columns where the inputs are provided to deeper layers, the inputs

to entorhinal cortex arrive at superficial layers (layer II and layer III) [Cappaert et al.,

2015]. The deeper layers of entorhinal cortex, receive input from hippocampal for-

mation and send projections to many neocortical sites. The deeper layers also re-

ceive inputs from few cortical sites (infralimbic and prelimbic cotical regions inner-

vate both MEC and LEC in almost equal proportions, whereas retrosplenial cortex

and piriform cortex send inputs that are targeted at layer V neurons MEC and LEC

respectively) [Ohara et al., 2018].

Multimodal inputs from association cortices are relayed to the entorhinal cortex

at perirhinal and postrhinal cortex, before reaching hippocampus proper. There is
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a functional segregation of inputs arriving at entorhinal cortex. The perirhinal cor-

tex receives processed inputs relevant for computing properties of objects and land-

marks and redirects it mainly to the lateral entorhinal cortex. The postrhinal cortex

receives processed inputs relevant for path integration that it directs to the medial

entorhinal cortex [Kerr et al., 2007, Burwell and Amaral, 1998]. The sensory inputs to

perirhinal and postrhinal cortex also go directly to the entorhinal cortex. They show

similar segregation when directly innervating entorhinal cortex: those sensory path-

ways that are purported to process majorly visual information streams are targeted

to medial entorhinal cortex and those that process object or landmark properties are

streamlined to lateral entorhinal cortex. However, some behavioural studies with

lesions specifically to the lateral or medial entorhinal cortex [Cauter et al., 2012] and

anatomical evidence showing extensive cross-talk between LEC and MEC [Burwell

and Amaral, 1998] suggested that the neuronal representation of these structures

might overlap. When complexities in the behavioural tasks were introduced, the

representations of the lateral and medial entorhinal cortex indeed show overlapping

representations [Keene et al., 2016].

The MEC and LEC receive diverse inputs. However, their internal circuit organi-

zations are similar [Witter et al., 2017]. Both the structures posses principal neurons

that interact with inhibitory interneurons found abundantly in superficial layers.

The medial entorhinal cortex has two principal neuron types that are selectively sen-

sitive to either calbindin or reelin (protein biomarkers). Reelin positive stellate cells,

the most predominant of principal neuron types (Four additional subtypes can be

distinguished [Winterer et al., 2017]), interacts with each other mainly via parvalbu-

min positive, fast spiking interneurons [Couey et al., 2013]. Likewise, in the lateral

entorhinal cortex, reelin positive fan cells [Nilssen et al., 2018](absence of basal den-

drite differentiate them morphologically from stellate cells) interact with each other

via 5Hta3 expressing interneurons.

These anatomical observations suggest that the difference in coding properties

of neurons in MEC and LEC could arise due to their major differences in afferent

inputs and to lesser extent local circuit structures.
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1.2.2 Lessons from Modeling studies

Since the discovery of grid cells, various models have been proposed to explain the

emergence of spatially periodic firing fields of grid cells. They can be broadly classi-

fied based on the level in the neural organization at which they assumed the emer-

gence of the hexagonal pattern: 1) Models where hexagonal periodicity emerges

due to integrative properties of individual neurons [Burgess et al., 2007], 2) Mod-

els where hexagonal symmetry emerges due to network interaction [McNaughton

et al., 2006, Guanella et al., 2007, Navratilova et al., 2011, Burak and Fiete, 2009], and

3) Models where hexagonal symmetry is learned from statistical properties of feed

forward inputs [Kropff and Treves, 2008, Weber and Sprekeler, 2018, D’Albis and

Kempter, 2017]. We will briefly mention few comparative descriptions of the oscil-

latory interference model and the continuous attractor models as they pertain to the

current thesis. Comprehensive review of different models of grid field generation

can be found in other references [Zilli, 2012, Giocomo et al., 2011].

Oscillatory interference model and the continuous attractor model both assume

that the function of mEC is to integrate velocity components along different direc-

tions to update the location of the animal with respect to local landmarks [Burgess

et al., 2007, Burak and Fiete, 2009]. The main difference between these two models

arises in the way in which the velocity signal is implemented and integrated.

In oscillatory interference model, velocity is implemented as a change in the in-

stantaneous frequency of membrane potential oscillations. The moment by moment

changes of velocity in a particular direction is translated into frequency changes of

an oscillation. These oscillation interferes with a fixed frequency oscillation from the

somatic oscillator. When the peak of this interference cross a threshold, the neuron

generates spikes [OKeefe and Recce, 1993, Lengyel et al., 2003, Burgess et al., 2007].

The interaction of a fixed frquency and velocity dependent frequency leads natu-

rally to spatially periodic, sparse firing patterns. Thus integration of the velocity

occurs at the level of a single cell. It is hard to maintain independent oscillations

across different dendrites of a neuron, as they would synchronize even with a weak

electric coupling [Remme et al., 2010]. However, the independent oscillations can be

maintained by external networks [Zilli and Hasselmo, 2010].
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In continuous attractor models, the velocity information is implemented in both

the firing rate gain of neurons of interconnected network, as well as in the extent

of bias in a neural sheet in the direction corresponding to the direction of the an-

imal movement [Zhang, 1996, Samsonovich and McNaughton, 1997, Song, 2005,

Navratilova et al., 2011, Burak and Fiete, 2009]. With faster movement of the ani-

mal in a certain direction, for example, a subset of neurons in the network are made

to fire faster which in turn introduces stronger bias in the propagation of activity

along appropriate direction in the neural sheet. [Guanella et al., 2007, Burak and

Fiete, 2009]. The recent findings due to Gu. et. al, demonstrating a map-like archi-

tecture of mEC reveals that developmental plasticity mechanisms could bring about

connectivity schemes [Gu et al., 2018] required for generation of attractor states. In

one set of experiments performed with rats entering virtual linear environments, the

entering of grid like receptive fields in the virtual linear track was correlated with

ramp like depolarization of membrane potential in the stellate cells of the medial en-

torhinal cortex [Domnisoru et al., 2013]. The stellate cells are the most predominant

cell type in layer II MEC, and are shown to form grid like activity pattern for a freely

behaving animal [Rowland et al., 2018]. The ramp like increase seems to suggest that

it might be the increase in firing rate of a single cell when the activity bump moves

across a continuous attractor sets.

Studying correlations between temporally adjacent stellate cells, Tocker et al.

concluded that the correlation in depolarizations are occuring in time scales shorter

than synaptic transfer [Tocker et al., 2015]. Considering the existence of projections

from deeper layers, they suggested that these depolarizations might arise due to

feedforward inputs projected from deeper layers of medial entorhinal cortex. The

recurrent excitation prevalent in layer III and V, as compared to layer II where it

is sparse, make the deeper layers better candidates for path integrating attractors

[McNaughton et al., 2006].

Apart from these experiments favoring either of the available models about grid

field formation, there are other experiments that elucidated crucial factors that de-

termine the periodicity of the grid cells. One such experiment showed the essential

role of fast-spiking inhibitory interneurons of the medial entorhinal cortex. Blocking
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the GABAergic inhibition from fast-spiking interneurons that target the somatic re-

gion of the principal neurons of mEC, disrupted the precise firing of the grid cells,

whereas blocking dendrite targeting somatostatin interneurons left the grid cell fir-

ing intact [Miao et al., 2017]. The parvalbumin-positive, fast-spiking interneurons

are believed to include speed cells that code exclusively and almost linearly the

speed of the animal [Kropff et al., 2015]. These interneurons are also strongly mod-

ulated in their firing due to theta rhythmic input from medial septum [Gonzalez-

Sulser et al., 2014, Justus et al., 2016]. The theta rhythmic input has also been shown

to be carrying speed information in its amplitude [Vanderwolf, 1969, Hinman et al.,

2011]. Thus, at higher velocities the amplitude of theta and the extent of theta rhyth-

micity in the interneurons both increases.

Experimental manipulations that decoupled the visual cues from the internal

representation of place fields, grid fields and head direction cells across hippocam-

pal and parahippocampal formation found cohesive nature of these representations

[Hargreaves et al., 2007]. The head direction cells that are least modulated by theta

rhythm are the first cells to break away from this cohesive bond across structures

when confronted with conflicting visual cues [Kornienko et al., 2018]. Thus, theta

oscillations, found ubiquitously across these structures, can bind these separate re-

gions together. Theta rhythm has also been shown in coupling regions involved

in subserving various behavioral and cognitive demands [Jones and Wilson, 2005b,

Kim and Lee, 2011, van der Meer and Redish, 2011]. Feedforward inputs from re-

gions that are coupled to the local circuit via rhythmic oscillation at theta frequency

might play a very crucial role in generating stable receptive fields that are cohesive

across these widely separated regions of the hippocampal formation.

1.3 Why stability of sequences matter

Stable formation of sequential activity in the hippocampal formation and associated

structures is necessary for the animal to perform adaptively in various tasks. For

example, in a homing task, animals were trained in darkness to use path integration

to find their way back to home cages. Errors in heading direction the animal made
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were correlated with misaligned head direction activities in the population of neu-

rons encoding head direction. Thus, reliable representation in the form of dynamic

cell assembly sequences representing changes in head directions might help animals

to guide their navigation [Valerio and Taube, 2012].

The orientation of the grid-like periodicity is anchored to the borders of the en-

closure an animal is exposed to. In a disorientation behavioral task, rats were re-

leased into a square enclosure with identical opposite corners. One of the corners

was always rewarded. The sessions were divided into blocks of trials that were sep-

arated by single trials where the animal was rotated at the beginning of that trial.

After this intermittent disorientation, the cohesive population of grid cells and the

head direction cells retained either of the two possible representations: the original

one before the training sessions or the other representation rotated by 180 degrees

with respect to the original representation. The new representation after disorienta-

tion remained unperturbed till the next disorienting spin. To get to reward locations

available at one corner of the room, the animal relied on the reliable representations

across previous trials, rather than the representation that succeeded the jerky, disori-

enting, vestibular motion of the animal. The performance following disorientation

dropped significantly, if, in preceding trials, the misaligned representations were re-

liably represented. Thus, recourse to reliable memories of the past is essential for

guiding behaviors [Weiss et al., 2017].

These observations suggest that animals actively maintain stable representations

that are easily perturbed by stronger manipulations. The extent of stable represen-

tation is reflected in the performance in behavioral tasks.

Experimental findings suggest factors that might shape the precise spatial firing

of grid cells. They include the excitatory drive from the hippocampal formation

[Bonnevie et al., 2013], active dendritic properties of principal neurons [Schmidt-

Hieber et al., 2017] of medial entorhinal cortex and theta rhythmic oscillatory drive

from the medial septum [Koenig et al., 2011, Brandon et al., 2011]. In the remainder

of this chapter, we will focus on the role of theta rhythm in stability.
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1.4 Theta rhythm: An overview

Rhythmic fluctuations in local field potentials are observed across brain structures in

a variety of brain states [Buzsáki and Draguhn, 2004]. Theta is the most prominent

of such temporal patterns observed in the hippocampal formation as an animal ac-

tively explores its environment [Vanderwolf, 1969]. Theta rhythmic oscillations are

generally observed in mobile animals [Vanderwolf, 1969], while for human beings

it is recorded from immobile patients undergoing source identification of epileptic

seizures [Arnolds et al., 1980]. It is also one of the most variable rhythms with its fre-

quency varying across species (6-10Hz in rodents, 4-6Hz in carnivores [Buzsáki et al.,

2013])and within a species with different states of the animal [Bohbot et al., 2017, Ko-

rotkova et al., 2018]. Until recently, It was generally agreed among the neuroscience

community that the frquency of theta rhythm is lower in humans (1-4 Hz [Buzsáki

et al., 2013, Arnolds et al., 1980]) when compared to other mammalian species (5-

10Hz). A recent study conducted in walking humans has unearthed a faster theta

rhtyhm which is comaparable to that of actively exploring animals [Aghajan et al.,

2017]. There are many potential intrinsic theta oscillators within the hippocampal

formation. However, hippocampal theta is largely driven by inputs from the me-

dial septum [Buzsáki, 2002, Vertes and Kocsis, 1997, Gonzalez-Sulser et al., 2014].

The medial septum host a variety of neuronal types that generate and modulate

theta rhythmic activity in the hippocampal formation: Glutamatergic neurons with

recurrent projection within the medial septum help in initiating the theta rhythm.

GABAergic neurons in MS carry theta frequency inputs to the hippocampal forma-

tion. These inputs are crucial for maintaining theta across hippocampal structures

[Fuhrmann et al., 2015]. Cholinergic inputs from medial septum play a modula-

tory role on MEC theta frequency [Carpenter et al., 2017]. The major target of theta

rhythmic input is parvalbumin-positive interneurons of the hippocampus and the

medial entorhinal cortex [Unal et al., 2015]. Afferent fibers that carry proprioceptive

and vestibular movements [Tsanov, 2017] enable the medial septum to transform

self-movement signals into changes in theta frequency and amplitude. These trans-

formations are suggested to be useful for path integration and inter-regional com-

munications [Hinman et al., 2016]. For example, at a higher velocity of the animal,
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medial septal inputs increase the LFP frequency and theta rhythmicity in individual

neuronal spikes. Momentary inactivation of the medial septum by pharmacological

agents disrupted this mapping between velocity and theta frequency [Hinman et al.,

2016]. Interestingly, blocking theta rhythmic input from medial septum disrupted

the spatially periodic, regular firing fields of grid cells, underscoring the importance

of theta rhythmic drive in the reliable formation of receptive fields [Koenig et al.,

2011].

Theta has been implicated in many functional roles with three broad categories:

1) Spatial coding: shaping tuning properties of spatially modulated cells of the hip-

pocampal formation. 2) Learning and memory: Theta is hypothesized to induce

plasticity mechanisms of relevance to episodic memory formation and spatial learn-

ing. 3) Communication across regions: Phase coherent theta oscillations across re-

gions has been linked to efficient communication that subserves behavioral or cog-

nitive demands. We will briefly review each of them.

1.4.1 Role of theta in spatial coding: Phase precessing theta sequences

As an animal traverses through a place field, the corresponding place cell starts spik-

ing when it enters the field. The firing rate increases toward the center. Averaged

across trials, the firing rates generally fit a Gaussian profile that defines the tuning

curve of the place cell. In addition to the firing rate, precise spike time provided

additional location information when measured against a background of theta os-

cillation. As the rate advances through the place field, the phase of theta at which

spikes occur also advances to earlier phases [OKeefe and Recce, 1993, Skaggs et al.,

1996, Maurer and McNaughton, 2007] (figure 1.4).

Phase precession has been observed in both the hippocampus and in the medial

entorhinal cortex [OKeefe and Recce, 1993, Hafting et al., 2008, Reifenstein et al.,

2012]. The phase precession in MEC is independent of hippocampal CA1 phase pre-

cession [Hafting et al., 2008]. Phase precession is observed in linear tracks [OKeefe

and Recce, 1993, Skaggs et al., 1996] and along two dimensional trajectories [Skaggs

et al., 1996]. It can be observed even in a single traversal of the animal along a grid

field [Hafting et al., 2008, Reifenstein et al., 2012].
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FIGURE 1.3: Internally organized sequential activity patterns. (a) A sequential activity in a delayed alter-
nation (pnemonic) task [Pastalkova et al., 2008]. Upper panel - A rat is made to run on a wheel (where
external visual and tactile inputs are sealed off) in between traversal along the maze to a stipulated
reward location from where it is sent to the wheel in the center. Lower panel - The schematics of the
eight shaped maze is shown with trajectories of the animal and spiking responses of select place cells
with clearly defined place fields overlaid. From figurer 1a and 1b of [Pastalkova et al., 2008] (b) Upper
panel - Reliable firing of six neurons, during wheel running, across trials (28 shown here), each occupy-
ing distinct moments/episodes during the fifteen seconds of wheel running before the animal entered
the middle stem of the maze. Lower panel - The firing rate map of the neurons sorted based on the
latency to peak firing rate, showing that the sequential activity fills the duration of the wheel running.
From figure 1d and 1e of [Pastalkova et al., 2008]. (c) Nonspatial sequences of hippocampal formation
[Aronov et al., 2017]. The behavioral task. The rat was trained to press a lever, which triggered the
playing of pure tones of increasing frequencies, and the rat was supposed to hold on pressing the lever
till a pure tone of desired frequency is reached when it has to release the lever to get a reward. The
range of frequencies of pure tones is shown below arranged on a logarithmic scale. From figure 1a of
[Aronov et al., 2017] (d), The rat learned the task for various gains in the rate of change of frequency
of the tones. Upper panel - The press release occurred at varying times across trials as a result. Lower
panel - But the release of the lever coincided reliably with the desired frequency. From figure 1d of
[Aronov et al., 2017] (e) The sequential activity encoded the trajectory of the frequencies of tones an
animal experienced. The sequence adapted itself such that neurons reliably coded for frequencies ir-
respective of the change in the rate of frequencies. Upper panel - fast switching of activity of neurons
when the frequency change was faster. Lower panel - slower switching of activity of neurons when
the frequency change was slower. From figure 1e of [Aronov et al., 2017]



18 Chapter 1. Introduction

1

2

3

4

5

N
eu

ro
n 

In
de

x

theta LFP

Current location

upcoming/predicted
       locations

past locations

a b

time (a. u)

position (in cm)

T
he

ta
 p

ha
se

 (
de

g)

c

d

FIGURE 1.4: Theta phase precession in the hippocampal formation. (a) Upper panel - A schematic of a
rat running along a linear track. Lower panel - The sequential activity of place cells with overlapping
place fields along the track is shown along with the background LFP oscillation in theta frequency (blue
oscillatory curve). For an individual neuron, the spikes occur at progressively earlier phases as the rat
traverse through its place field. (b) The phase precession, in a cycle of theta oscillation, is represented
as compressed sequences of neurons whose order is similar to the order of appearance of firing fields.
(c) Phase precession in a single traversal of a trajectory for a grid cell from MEC. Upper panel - raw
LFP trace. Middle panel - LFP bandpass filtered. Lower panel - The spiking of an individual neuron.
From figure 1c of [Hafting et al., 2008]. (d) Upper panel - repeated traversals in the forward directions
of a rat are shown in gray. The red dots mark the locations along the trajectories where a single grid cell
from MEC fired action potentials. Lower panel - The phases of spikes, with reference to background
LFP oscillation, of a single grid cell, pooled over many trials is shown. The negative slope of the phase
of the spike as a function of position within a field indicates phase precession. From figure 1d and 1g
of [Hafting et al., 2008]
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Various mechanisms to generate phase precession and theories of its functional

role have been proposed. [OKeefe and Recce, 1993, Bose et al., 2000, Bose and Recce,

2001, Lengyel et al., 2003, Mehta et al., 2002, Navratilova et al., 2011, Lisman and

Redish, 2009, Robbe et al., 2006]. In the oscillatory interference model, for exam-

ple, phase precession of the somatic oscillation arises naturally as a consequence of

interference of two oscillators at the soma.

1.4.2 Role of theta in learning and memory

An important role proposed for theta mediated phase precession is to process behav-

ioral time scale spike patterns to enable activity-dependent plasticity mechanisms

[Mehta et al., 2002, Robbe et al., 2006, Dragoi and Buzsáki, 2006]. When neurons

with overlapping place fields or grid fields generate phase precessing spikes in suc-

cessive cycles of theta they appear as a compressed sequence that preserves the order

of appearance of place fields. This sequence unfurls in a single cycle of theta. Theta

mediated compression of sequences is thought to enable activity-dependent plas-

ticity mechanisms that rely on the precisely ordered pre and postsynaptic neurons

[Mehta et al., 2002, Yamaguchi et al., 2007]. When phase precession is selectively

inhibited in the hippocampus using cannabinoids, rats were unable to use recently

experienced trajectories to guide their future explorations [Robbe et al., 2006].

In freely behaving animals neuronal spike patterns are modulated by theta rhyth-

mic oscillations. When such theta modulation was mimicked by electrically stimu-

lating axonal fibers connected to the soma of CA1 neurons, the extent of LTP was

maximally enhanced as compared to LTP induced by continuous spikes at higher

frequencies. For example, a spike pattern comprising bursts of 4 spikes at 10-millisecond

intraburst spike interval delivered at a regular interval of 200 ms elicited almost 40

percent increase in the synaptic strength, while the bursts at a regular interval of 2

seconds induced strength increase not exceeding 10 percent [Larson et al., 1986].

Finer temporal control of the stimulus protocol, in another set of experiments,

revealed the crucial role of theta phase in gating induction of LTP using bursty spike
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patterns. A burst of spikes at 200 Hz delivered at the depolarizing phase of theta os-

cillations induced reliable LTP. The LTP so induced can be effectively reversed by an-

other burst delivered at the hyperpolarizing phases in subsequent cycles [Hölscher

et al., 1997].

These experiments point out that the complicated machinery involved in long

term plasticity mechanisms believed to underlie learning are tuned to phase-locked

bursts that are generated in vivo in freely behaving animals.

1.4.3 Role of theta in interregional communication

Phase coherent oscillations have been hypothesized to facilitate efficient information

transfer across brain regions [Fries, 2016, Akam and Kullmann, 2014]. Local LFP

oscillations reflect the synchronous changes in the excitability of the population of

neurons. When the phases of the LFP in two regions are synchronized it implies that

inputs arrive at the most excitable phases [Fell and Axmacher, 2011].

In a working memory task [Jones and Wilson, 2005b], rats were trained to re-

member a location cue that was associated with a reward at a different location. The

post-learning accuracy of the task performance was nearly 80 percent. As the animal

navigated from the cued to the rewarded location, the hippocampus and the mPFC

showed increased coherence without any perceptible change in the power of theta

frequency LFP oscillation. This increase in coherence was lower or absent when the

animal incorrectly headed to the unrewarded location or was forced to move along

a trajectory that was invariably rewarded.

In another set of experiments [Kim and Lee, 2011], rats were trained to topple

either of two objects (toys), indicating their preference to the experimenter to get a

reward. They had to choose one of the objects irrespective of the order in which it

was placed. The rats were also supposed to choose the first object in one context and

the second object in another context. Hippocampal neurons showed clear receptive

fields distinguishing the places and contexts in the early sessions when the animals

were still learning the task. In later trials, prefrontal cortical neurons developed

spatial receptive fields, that reflected the type of event (For example, entering to a

platform where the decision is taken) irrespective of the context. Interestingly theta
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coherence between the hippocampus and the medial prefrontal cortex was maximal

post-learning near the locations where the animal was making a choice.

A similar increase in coherence is also observed between the hippocampus and

the ventral striatum [van der Meer and Redish, 2011].

A plethora of other experimental studies, including the above mentioned, sug-

gest that theta rhythm couples regions in a behavior dependent manner and facilitate

efficient communication between the involved regions. However, the mechanism

that brings two or more regions into phase synchronized states is mostly unknown

[Varela et al., 2013, Remondes and Wilson, 2013, Fujisawa and Buzsáki, 2011, Wilson

et al., 2013].

1.5 Our Work

In Chapter 2, we find two qualitatively different regimes in which the local motif

of MEC can operate: The autonomous switching and switching induced by exter-

nal input that toggled the activity among interneurons. We show, in the regime of

externally driven dynamics that theta rhythmic input stabilizes the response of the

local network motif, which we explore in Chapter 3. Moreover, this explains losing

of periodic firing fields of the grid cells of the medial entorhinal cortex. The mech-

anism by which this is achieved is also explored in chapter 3. Briefly, Theta created

temporal windows wherein the weak inputs arriving at the proper phases induces

successful switching in the activity of local competitive circuits, while those arriving

at other phases fail to do so. This also allowed us to contemplate a way in which

theta might facilitate inter-regional communication which is dealt with in Chapter

4. Finally, I discuss how our work fits within the current knowledge in the field

emanating from experimental and theoretical work in systems neuroscience.
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Chapter 2

Dynamical regimes of medial

entorhinal cortex

2.1 Introduction

Almost all the sensory information directed to the hippocampus is routed via the

entorhinal cortex, a six-layered cortical region that surrounds hippocampus proper

[Witter et al., 2017]. Distinct anatomical connections and functional divisions mo-

tivated neuroscientists to divide the entorhinal cortex into the medial and lateral

entorhinal cortex [Burwell and Amaral, 1998]. Medial entorhinal cortex harbors cir-

cuits that are involved in processing information related to spatial navigation and

episodic memory. For example there are spatially modulated grid cells [Hafting

et al., 2005], head direction cells coding for orientation of the animals head [Sargolini

et al., 2006], neurons that increase their firing rate almost linearly with increasing ve-

locity of the animal [Kropff et al., 2015], cells that fire in response to borders of the

enclosure the animal is put in [Solstad et al., 2008], and neurons that encode the du-

ration of episodes [Robinson et al., 2017]. The different kinds of neurons with clearly

defined receptive fields in varying contexts continue to be discovered [Diehl et al.,

2017, Høydal et al., 2019].

Stellate cells of the medial entorhinal cortex are the most prominent excitatory

cells found in layer II of the medial entorhinal cortex, where the concentration of

pure grid cells is most abundant. One-fourth of the stellate cells are grid cells [Row-

land et al., 2018]. They send direct projections to the dentate gyrus and CA3 of

the hippocampus. Stellate cells are easily distinguishable from pyramidal cells, the
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other type of excitatory cells found in layer II, by their morphology (large soma size

and star-like appearance of dendrites) and electrophysiological properties [Alonso

and Klink, 1993]. In response to depolarizing inputs, stellate cells generate sus-

tained membrane potential oscillations at theta frequency. Upon further depolar-

ization, they show mixed-mode oscillations wherein subthreshold oscillations are

interspersed with action potential spiking responses [Dickson et al., 2000].

A series of biophysical experiments teased apart the ionic currents that made

the subthreshold oscillations in response to depolarization possible [Magistretti and

Alonso, 1999, Magistretti et al., 1999, Dickson et al., 2000]. Modeling studies also

articulated the details of how subthreshold oscillations are generated [Dickson et al.,

2000, Fransén et al., 2004, Rotstein et al., 2006]. Membrane potential oscillations are

mediated by the interaction of two ionic currents that are active below the spiking

threshold. One of the currents, called Ih, is due to non-specific cation channels that

are activated by hyperpolarized membrane potentials. They increase the membrane

potential when open. This hyperpolarization activated depolarizing property of the

current along with the kinetic scheme endows a resonant property to stellate cells

at theta frequency [Dickson et al., 2000]. To generate sustained membrane potential

oscillations, the resonating Ih currents needs to be amplified by a persistent sodium

current. These are non-inactivating, depolarization activated depolarizing currents

that are quick to reach their steady-state as a function of membrane potential as op-

posed to Ih currents [Magistretti and Alonso, 1999]. The mechanism of membrane

potential oscillation mixed with spiking response is illustrated in figure 2.1 and fig-

ure 2.2.

Another characteristic electrophysiological feature of stellate cell is the sag re-

sponse to an inhibitory/hyperpolarizing input pulse. Instead of reaching a lower

membrane potential asymptotically, the membrane potential, after a delay, bounces

back to a relatively more depolarized state. For strong enough inhibitory pulses,

this delayed depolarization with the help of amplifying INaP current, can reach the

threshold and lead to a spike. This rebound spiking property of Ih is observed in

anesthetized animals in vivo and is hypothesized to be capable of forming grid pat-

terns of grid cells [Shay et al., 2016].
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FIGURE 2.1: sag response and mixed mode oscillation in a stellate cell. (a) A biophysical model comprised
of conductances mediating Ih, leak current shows the characteristic sag response (upper trace) in re-
sponse to step hyperpolarizing currents of various amplitudes. When spiking currents (INa and IK)
and persistent sodium current, INaP , are added to the biophysical model, it exhibited mixed mode
oscillation where the membrane potential oscillations are interspersed with spikes. (b) The voltage
response (first and second row) showing the spiking and membrane potential oscillations. The low
amplitude oscillations of the membrane potential, upon a closer look (second row), reveals the steady
increase in the amplitude of the membrane potential and the coincident of the spike with the peak of
the membrane potential oscillation. The ionic currents involved in mediating the mixed mode oscil-
lations are shown in the third and fourth row of the panel. Third row - INaP current. Fourth row - Ih
current
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FIGURE 2.2: Mechanism of mixed mode oscillation in the stellate cell model. ( a ) Trajectory of the system
exhibiting mixed mode oscillation behavior is shown in The Voltage−mh f −mhs volume/hyperplane.
mhf is the gating variable (taking the values from 0 to 1). mhs is the gating variable of the slow
component of the Ih current. The subthreshold regime is shown in the inset (shown expanded in the
upper panel): The slower increase in the strength of Ihs(slowcomponento f h − current) progressively
brings the peaks of subthreshold oscillations to spiking threshold upon which the system leaves the
regime of subthreshold oscillation to that of spiking dynamics. The faster-time scale spiking currents,
in turn, return the system to a state from where it evolves toward the subthreshold regime again. Such
switching of activity between slower, low amplitude oscillations and faster large amplitude oscillations
(spikes) is referred to as mixed mode oscillation [Rotstein et al., 2008]. (b) A stellate cell expressing
mixed mode oscillation.
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Fast spiking, parvalbumin-positive, inhibitory interneurons of the medial en-

torhinal cortex are shown to be essential for spatial coding [Miao et al., 2017] and

they send GABAergic projections exclusively to perisomatic regions of the stellate

cells [Fuchs et al., 2016]. The medial septum, one of the main sources of theta

for hippocampal formation, target the fast spiking interneurons of the MEC with

GABAergic innervations of inhibitory neurons of medial septum [Gonzalez-Sulser

et al., 2014]. As a consequence, the inhibitory interneurons of MEC are strongly

modulated by theta. Stellate cells with sparse, if any, excitatory interactions among

them, interact with each other mainly via these inhibitory interneurons [Couey et al.,

2013]. There are also reports of mutual inhibition [Wouterlood et al., 1995] among

inhibitory interneurons which is rarely utilized in models to explain the grid-like

patterns produced by stellate cells.

Here we built a small network motif composed of stellate cells and fast spiking

interneurons with all the crucial electrophysiological properties mentioned above

incorporated into them, to understand the major dynamical regimes of functional

relevance in the medial entorhinal cortex.

2.2 Results

2.2.1 Oscillatory and bistable dynamics of a MEC network motif

Layer II of the MEC consists of two distinct microcircuits with characteristic pat-

terns of connectivity within and sparse connections across circuits [Witter et al.,

2017, Nilssen et al., 2018]. Stellate cells and fast-spiking parvalbumin positive in-

terneurons [Couey et al., 2013, Buetfering et al., 2014] form one circuit while pyrami-

dal cells and 5HT3A interneurons form the other [Witter et al., 2017, Nilssen et al.,

2018]. This di-synaptic circuit motif, where principal neurons interact via an in-

hibitory intermediary, is prevalent throughout the EC [Couey et al., 2013, Fuchs

et al., 2016, Nilssen et al., 2018]. To understand how a network’s architecture af-

fects its dynamics we simulated a simple network motif (Figure 2.3 b), a building

block of the MEC, that consisted of biophysically detailed models of stellate cells

[Acker et al., 2003, Rotstein et al., 2006] and inhibitory interneurons [Wang, 1996].
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FIGURE 2.3: Oscillatory and bistable dynamics in MEC. (a) shows the rebound spiking response of a stel-
late cell to a single inhibitory spike. The time of the inhibitory spike is shown by the vertical line. In the
absence of inhibition, the membrane potential of the stellate cell showed subthreshold oscillations. (b)
A supra-threshold input applied to the inhibitory interneurons caused a rhythmic switching of activity
in the network motif. Stellate cells spiked (gray traces) when the inhibitory interneuron (black traces)
transitioned from activity to silence. ∆C is the constant applied current above a baseline given to both
the inhibitoy interneurons. (c) Switching failed in the absence of excitatory input; continuous firing
of one interneuron ( black trace ) passively recruited the stellate cell ( in gray trace ) while the other
interneuron (black trace) and corresponding stellate cell remained silent. (d) Increasing the strength of
applied current (∆C) resulted in failure of switching with fast spiking interneuron completely silencing
the other interneuron.
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Stellate cells show subthreshold membrane potential oscillations and generate re-

bound spikes when released from inhibition [Alonso and Klink, 1993] (Figure 2.3 a).

We modeled these properties using a hyperpolarization activated depolarizing cur-

rent (Ih) [Dickson et al., 2000, Shay et al., 2016] and an amplifying persistent sodium

current (INaP) [Magistretti and Alonso, 2002] in addition to leak and spiking currents

(IL, INa and IK ). We modeled interneurons using modified sodium and potassium

currents that allowed it to spike at high frequency [Wang, 1996]. In our simulations,

both interneurons (Figure 2.3) received supra-threshold input. However, since they

inhibit each other, only one of the neurons spiked while the other remained silent.

Successive inhibitory spikes from an interneuron activated depolarizing Ih currents

in the postsynaptic stellate cell. This eventually drove the stellate cell to spike. Ex-

citatory drive from the stellate cell activated the other interneuron of the pair that,

in turn, silenced the first one. The activity of this motif switched rhythmically. The

interneurons alternated between episodes of spiking and quiescence and oscillated

out of step with each other. Rebound spikes by stellate cells marked every transi-

tion from spiking to quiescence (Figure 2.3 b) and may serve as a viable mechanism

to generate periodic firing fields of grid cells [Shay et al., 2016]. Excitation due to

rebound spiking caused rhythmic switching. When we removed excitatory inputs

from stellate cells to the interneurons, only one interneuron remained active even

though the interneurons reciprocally inhibited each other (Figure 2.3 c). Transitions

in the activity of inhibitory interneurons can drive other stellate cells to fire, po-

tentially leading to a pattern of activity where different neurons are sequentially

activated. As the input to inhibitory interneurons increased so did its spiking fre-

quency [Wang, 1996]. At higher frequencies, the time between inhibitory spikes was

too short for the post-synaptic neuron to fire a rebound spike and cause a switch

in the activity pattern (Figure 2.3 d). In this parameter regime, depending on the

initial conditions, either one of the interneurons continually generated action po-

tentials while the other interneuron remained quiescent due to regular inhibitory

postsynaptic potentials arriving at a faster rate.
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FIGURE 2.4: Modulation of Ih conductance switches regimes. For (a) and (b) the value of Ih conductance
was fixed at 1.5mS/cm2. The conductance is increased slightly for (c). Increased applied current ∆C
disrupted the autonous switchig activity which is recovered by increasing the Ih conductance.

2.2.2 Modulation of Ih conductance leads to the transition of regimes

The two dynamical regimes - oscillatory alternative spiking regime and bistable

regime, are resulting from the interaction of properties of connectivity (mutually

inhibitory interaction), synapses(fast inhibitory time scales), and intrinsic properties

of individual neurons of the motif. Modulatory factors can impinge on any of these

to affect the dynamical behavior of the network motif. For example, in the previous

section modulating the gain of inhibitory neurons or the strength of excitatory con-

nections from stellate cells to inhibitory interneurons can induce the transition of the

behavior of the network motif from an autonomous oscillator to a bistable system or

vice versa. The conductance of Ih current responsible for rebound spiking can also

provide another way for modulatory control of the regimes as switching is induced

by rebound spiking stellate cells. For example, in figure 2.4 a and 2.4 b, an increase

in firing rate brought about by increased depolarization to both the interneurons

lead to the transition from oscillatory activity pattern to the bistable regime. When

the conductance value of Ih current is slightly increased, the autonomous oscillatory

activity is recovered.
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FIGURE 2.5: Transient pulse toggles states in the bistable regime. (a) the network motif is same as before
and the applied current is such that it allows continuous firing of only one interneuron ( Figure 2.4
c). A transient pulse is given to the silent interneuron. (b) Switching in the activity of inhibitory
interneurons caused by the external pulse. The post synaptic stellate cell is released from inhibition
upon this switch.

2.2.3 Transient pulse toggles states in bistable regime

The symmetric competitive interaction between the inhibitory interneurons leads

to a bistable state at high firing rate, where depending on the initial condition one

of the neurons reigned in firing continuously while the other one received regular

inhibitory postsynaptic potentials impeding its ascent to spiking threshold. The net-

work acted as a bistable switch where one of the interneurons remained active until

a transient external perturbation toggled the switch (Figure 2.5). When inhibitory

input to one of the stellate cells ceased, it emitted a rebound spike that marked the

transition from one state of the network to the other (Figure 2.5). Thus, depending

on the parameter regime, the motif simulated here can act as an autonomous oscil-

lator (Figure 2.3 b) or as a switch (Figure 2.5) whose state could be toggled between

activity and quiescence by a transient external perturbation.

2.3 Discussion

Our results show that a network motif based on the architecture of MEC operates

in two modes, one where it switches autonomously between states and the other

where it shows bistable states. A transient pulse can be used to toggle between the

states. For a region of the brain known to exhibit self organized activity patterns
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as well as gating neocortical inputs to the hippocampus via the perforant pathway,

having two modes where it exploits the internal structure to generate autonomous

switching and switch among states with transient pulses suggest a way in which it

can perform such functions.

Autonomous switching is caused by rebound spiking of stellate cells that fired

in response to inhibition from the active interneuron of two mutually inhibiting in-

terneurons. The connectivity of the network is such that the stellate cell sends excita-

tory projections to an interneuron that it does not receive inhibition from. Anatomi-

cal studies suggest the existence of such a connectivity scheme [Schmidt et al., 2017].

The resulting dynamics can be extended to sequential activity if more inhibitory

and stellate cells are added via feedforward connections from stellate cells to in-

hibitory interneurons. Asymmetry in stellate to inhibitory interneurons can enforce

sequential spiking akin to velocity dependent asymmetries in continuous attractor

models [McNaughton et al., 2006]. In continuous attractor models, the varying ve-

locity inputs are integrated by modulating the asymmetry in a neural sheet. Thus

asymmetric connectivity in our network motif ( extended to include more neurons

) correspond to the activity of the neural population integrating the position of an

animal moving with constant velocity.

Continuous attractor models(CAN) of the circuits of medial entorhinal cortex

(mEC) often incorporate a strong recurrent excitation [McNaughton et al., 2006,

Guanella et al., 2007], which has little experimental support to it. The excitatory

neurons of entorhinal cortex (mEC), on the other hand, send sparse mutual exci-

tatory connections among them [Couey et al., 2013]. Their interaction is mainly in-

hibtory, which is mediated by the fast spiking interneurons of the mEC. Later models

of CAN [Burak and Fiete, 2009], however, revealed that pure inhibitory interaction

among the grid cells can generate hexagonal pattern. The inhibitory connections

enforced in those models can be justified by assuming that there is a dedicated in-

hibitory interneuron for each pair of excitatory neurons. This simplification fails

when relative numbers of excitatory and inhibitory neurons and their convergent

(many-to-one) and divergent (one-to-many) synaptic connections are taken into con-

sideration. Thus, models like ours where inhibitory neurons are explicitly included

would be able to address these concerns. Also, mechanisms of generation of gamma



2.3. Discussion 33

rhythm explicitly invoke the role of a population of fast spiking inhibitory neurons

[Wang, 1996, Shipston-Sharman et al., 2016]. Thus, a large scale implementation of

our model has the potential to generate gamma rhythmic activity as well.

Our work modeled a scenario where the system could be moved between com-

peting states. Bistable or multistable states abound in nervous systems of many

species of animals, where active processes operating at the cellular and network

level mediate quick transitions by a transient pulse-like input. In CPGs involved in

swimming behavior of marine mollusk Clione limacina, certain inhibitory interneu-

rons are endowed with membrane ion channels that allow the neurons to remain

at either of the two membrane potential values, a low resting membrane poten-

tial and a depolarized plateau potential that are separated by 40-50 mV. Transient

depolarizing or hyperpolarizing pulses result in quick switching from the resting

membrane potential to a plateau potential or from a plateau potential to the resting

potential. Different phases in the swimming pattern of the mollusk are recruited

by the different membrane potentials of the inhibitory neuron. Thus the membrane

level implementation of bistability allows for dynamic reconfiguration of circuits

to subserve drastically different patterns of behaviour [Arshavsky et al., 1985]. A

similar phenomenon is observed where switching to one of the two states of the

membrane potential of a neuron allows it to participate in either pyloric or gastric

mill rhythms in the stomatoganglion of lobster [Weimann et al., 1991]. A network

level implementation of a bistable switch is potentially implemented by two regions

of the mesopontine tegmentum on either side of the region [Lu et al., 2006]. These

two regions send GABAergic innervation to each other, and one of the regions send

glutamatergic innervation to the basal forebrain, the medulla and spinal cord. These

glutamatergic innervations bring paradoxical state characteristic of REM sleep.

An increase in the firing rate of interneurons resulted in a change from an au-

tonomous oscillator to a bistable system in our model. The switching of dynamical

patterns using changes in the gain of neurons is suggested by [Zhang and Abbott,

2000]. A presynaptic neuron sends projection to a group of neurons of a circuit re-

sulting in a fine balance of excitation and inhibition. A gradual change in the firing

rate of the presynaptic neuron disrupts the fine balance of strong excitatory and in-

hibitory synaptic potentials in the postsynaptic neurons. This disruption of balance
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can lead to a drastic change in the drive to those neurons to cause a switch in activity

regime. Our model suggests that a similar switch can be achieved in a small motif

where the gain modulation is combined with intrinsic properties of biophysically

realistic neurons.

Changes in conductance values of Ih current, induced transition from one regime

to another (for increasing values of Ih, the dynamics shifted from bistability to au-

tonomous switching ). Ih currents are shown to be modulated by the neurotransmit-

ter, acetylcholine. For example, muscarinic receptor activation leads to a reduction

of Ih current and a shift in the steady state activation curve such that the current is

diminished at depolarized membrane potentials [Heys and Hasselmo, 2012, Pastoll

et al., 2012]. Our results suggest that neuromodulatory signals can cause changes in

dynamical patterns of activity via changing conductance values and channel prop-

erties of Ih current mediating channels.
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Chapter 3

Theta Induced reliability

3.1 Introduction

Oscillatory electrical activity at the scale of populations of neurons characterizes var-

ious states of the brain in health and disease [Buzsáki and Draguhn, 2004, Steriade,

2001]. Brain oscillations cover a wide range of frequencies with oscillators closer in

frequency space rarely occurring together in a particular region of the brain, demar-

cating distinct oscillators [Buzsáki and Draguhn, 2004]. These rhythmic fluctuations

have been implicated in subserving many cognitive, mnemonic and behavioral per-

formance of animals of various species [Colgin, 2013, Buzsáki and Draguhn, 2004].

For example, oscillations tune the response profile of neurons towards inputs at a

given frequency band while shutting the inputs in other bands [Akam and Kull-

mann, 2010]. Oscillatory LFPs can also work as reference frames against which neu-

rons can align their spikes when coding for a feature of a stimulus [Panzeri et al.,

2010]. Combined with the firing rate of neurons that selectively increases in response

to certain stimulus features, the phase of the spikes provides complementary coding

capacity. A clear example is the phase and rate coding of spatial locations by the

neurons of hippocampal formation [O’Keefe, 1976, Skaggs et al., 1996]. Another im-

portant function attributed to local population level oscillatory activity is providing

a stable representation of information in the presence of noise.

Theta rhythm is a slow oscillation, of 6 to 12 Hz frequency, in local field potential

recordings of depth electrodes or EEG recordings at the scalp-level. These oscilla-

tions increases in power or gain prominence as an animal engages in exploratory

locomotion and cognitively demanding tasks [Colgin, 2013, Buzsáki, 2002]. It is
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observed in many regions of the brain, but is more pronounced, and is well stud-

ied in the hippocampal formation [Colgin, 2013]. The medial septum is an im-

portant source of theta rhythm for the entire hippocampal-entorhinal axis [N et al.,

1979, Vertes and Kocsis, 1997, Gonzalez-Sulser et al., 2014]. Accordingly, when phar-

macological agents that inactivate neural activity were momentarily infused into the

medial septum, the power of theta rhythm across all major subfields of hippocampal

formation is reduced [Mitchell et al., 1982]. As a consequence, individual neurons

also expressed reduced rhythmicity at a lower frequency [Koenig et al., 2011].

In a pair of experiments [Koenig et al., 2011, Brandon et al., 2011], rats were

made to forage in a square enclosure while single-unit recording and local popula-

tion level electrical activity in the form of LFP was being recorded simultaneously.

Medial septum mediated theta rhythmic activity in both the hippocampus as well

as in the medial entorhinal cortex were reduced transiently upon inactivation of the

medial septum. The power of theta rhythm was brought back to normalcy once the

effect of the pharmacological agent died down (figure 3.1 a). The hippocampus and

medial entorhinal cortex harbor a milieu of neurons that encode features relevant for

navigation and memory [O’Keefe, 1976, Fyhn et al., 2004, Hafting et al., 2005, Sar-

golini et al., 2006, Solstad et al., 2008, Stensola et al., 2012]. Of these, the periodic

firing fields of grid cells, that covers the arena an animal forages in, was vanished

once theta input from the medial septum was disrupted. Grid cells recovered their

firing fields eventually, as the effect of the pharmacological agent was reduced and

the power of theta rhythm was high enough (figure 3.1 b). This transient disruption

is specific to the hexagonal periodicity of grid cells, leaving intact the sparse and

unique place fields formed by place cells of the hippocampus. The non-spatially

modulated head direction cells and border cells of the medial entorhinal cortex were

also unaffected.

There was a reduction in firing rate in the absence of medial septal inputs. Later

works [Bonnevie et al., 2013] showed that the periodic firing of grid cells requires

excitatory input from the hippocampus proper. Can the disruption of firing fields

of grid cells on MS inactivation be attributed to the reduced firing rate of individual

neurons? Various observations from these experiments suggested that the disrup-

tion was not due to the reduced firing rate of the neurons. The firing rate of grid
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a

b

FIGURE 3.1: Theta is required for stability. (a) Application of lidocaine to medial septum momentarily
reduced the power of the theta rhythmic oscillations in MEC and hippocampus. Once the effect of
lidocaine died down, the power of the oscillation, as reflected in the spectrogram and in raw trace,
recovered to normalcy. From figure 1B of [Koenig et al., 2011]. (b) The blocking of medial septum also
disrupted the ability of grid cells to fire in a periodic manner in the grid fields. right panel. The grid
fields formed before the medial septum (upper panel - spiking response overlaid on top of trajectories
of the animal, middle panel - firing rate map, lower panel - autocorrelation of firing rate map.) display
periodicity characteristic of grid cells. Left panel. Momentary disruption of grid field formation after
lidocaine application and the recovery of them later. From figure 2A of [Koenig et al., 2011].
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cells recovered independent of the recovery of spatial periodicity. Nongrid cells

(place cells, head direction cells, border cells, etc), some of which have a spatially

modulated (non-hexagonal) firing fields, have a comparable reduction in the firing

rate upon removal of theta rhythm, nevertheless, maintained their receptive fields

intact throughout. Thus an explanation of mere reduction in firing rates causing a

disruption in the grid cell firing does not explain these experimental findings. The

oscillatory drive from the medial septum must be involved in crucial ways to stabi-

lize the periodic firing fields of grid cells.

In the previous chapters, we have seen how the network motif of the medial en-

torhinal cortex operates in two different regimes: Autonomous oscillator and mul-

tistable system with external input working as a toggling mechanism among the

stable steady states. In this chapter, we find out that with realistic topological con-

straints the network fails to follow switching in the direction facilitated by the ex-

ternal input. Instead, the network dynamics is a mix of internal dynamics and the

external inputs that fluctuate noisily to render useless any coding provided by in-

dividual neurons. In the presence of oscillatory drive from inhibitory innervations

of the medial septum, the network regains its stable response behavior to external

inputs in spite of noisy background variations across trials. Our results corrobo-

rate the experimental findings of Koenig et al [Koenig et al., 2011] and Brandon et

al [Brandon et al., 2011], demonstrating the disruption of the periodic firing of grid

pattern in the absence of rhythmic medial septal inputs.

3.2 Results

3.2.1 Feedback excitation from stellate cells disrupt reliable response to

external input

In a network motif comprising mutually inhibiting interneurons and stellate cells,

where transient external pulse reliably switched activity in the interneuron popula-

tion, we introduced random excitatory connections from stellate cells to inhibitory

interneurons (compare figure 3.2 a and b). The response of the MEC network, as

a result of this feedback excitation, did not consistently follow the external drive
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(compare figure 3.2 c and d). Interneurons received competing depolarizing inputs,

one from the transient external drive and the other due to stellate cell spikes. The

background noise and the history of activation determined which interneuron won

this competition and silenced all others. This led to unreliable switching and consid-

erable trial-trial variability in the activity of inhibitory interneurons. Therefore, the

firing of stellate cells, that mark the shifts in interneuron activity, was also unreliable

across trials (figure 3.2 d, bottom trace in gray background).

100 ms

10
 tr

ia
ls

100 ms

a b

c d

FIGURE 3.2: Stability of input driven sequences. (a) Network with sequential suprathreshold depolar-
izing pulses (temporal order of the input is shown by the red arrows) driving a subset of interneurons
that were connected to a single postsynaptic stellate cell (filled gray circle). The response of the in-
terneurons over 10 trials is shown as a raster plot in (c). The stellate cell (bottom raster shaded in gray)
responded reliably over multiple trials. When feedback excitation from the stellate cell to a randomly
selected subset of interneurons (b) was introduced, the response of the interneurons to the sequential
input was perturbed and stellate cells did not spike reliably. The duration of the inputs is marked by
the colored boxes in (c) and (d)

3.2.2 Model building

Our network is comprised, as before, of interneurons and stellate cells. We have con-

strained our topology based on properties reflected in the firing of stellate cells as

observed in various experiments [Hafting et al., 2005, Ray et al., 2014, Rowland et al.,

2018, Krupic et al., 2015, Barry et al., 2012, Shilnikov and Maurer, 2016, Yoon et al.,

2016, Wernle et al., 2018]. Stellate cells are the most predominant of principal neu-

rons found in medial entorhinal cortex. A signinficant proportion of the stellate cells

are spatially modulated, with as much as one fourth of them expressing hexagonal
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firing fields of a grid cell [Hafting et al., 2005, Ray et al., 2014, Rowland et al., 2018].

The grid fields are segregated into anatomical modules along dorsoventral axis such

that any two grid cell from a single module have almost identical grid field size and

inter grid field distance. The only difference between them is that the centre of fir-

ing fields occupy different locations. Thus, among the stellate cells from the same

module, with their overlapping, phase shifted hexagonal firing fields, they cover the

entire arena an animal is actively exploring. Rather than being rigid frames, these

hexagonal firing field yield to many experimental manipulations that deform the

symmetric hexagonal pattern. The concensus from these expermental findings is

that the spatial contiguity of the hexagonal pattern arises as a result of network level

interactions, rather than being mediated by independent, cellular level integration

of afferent inputs. Specifically, our model assumes that the overlapping firing fields

of stellate cells are brought forth by overlapping inhibitory inputs they receive. This

assumption augurs well with the experimental manipulations that find the phase

differences between any two grid cells unperturbed , even when their individual

grid patterns are sheared [Krupic et al., 2015], stretched [Barry et al., 2012] and reori-

ented by perturbations originating from external cues [Wernle et al., 2018]. Figure

3.3 a shows the overlapping receptive fields of four stellate cells. The periodic trian-

gular lattice of the receptive fields can be used to form a torus such that any point

in space can be mapped to a point in that unit torus. This mapping captures the

essential spatially symmetric pattern of grid cells. For example, all the places where

the firing of population of grid cells are identical are specified by one location on the

torus. Any arbitrary trajectory an animal traverses can be mapped to a recurring tra-

jectory on the unit torus [Shilnikov and Maurer, 2016]. Any straight line trajectories

on any of the two primary axes of the triangular lattice corresponds to a mapping on

a cirlcle such that the trajectory is represented as a wave of neuronal activity travers-

ing along the circle. We wanted to model the scenario where the animal is traversing

along the linear trajectory along the primary axis. When combined with the assump-

tion that the overlapping activity of two stellate cells are due to overlapping inputs,

this yielded a neuronal network model where adjacent stellate cells, on a concep-

tual ring, that fire in close temporal and spatial proximity were receiving connection

from overlapping group of interneurons. A single interneuron connects to adjacent
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stellate cells with the strength that follows a gaussian profile. As in the chapters

before, the interneurons are connected to each other in all-to-all manner (Figure 3.3

b). The neighborhood relationship between interneurons was therefore inherited

from their connections onto the stellate cell layer and the sequential order of exter-

nal pulses. Stellate cells extended random excitatory inputs onto the interneuron

layer. The wave like propagation along a cirlcle that a linear trajectory of the animal

is mapped to is implemented with sequential activation of inhibitory interneurons

with a transient input.

FIGURE 3.3: Construction of network topology. A schematic representation of the overlapping grid-
like receptive fields of 4 grid cells is shown in the left panel of (a). As the rat traveled along a linear
trajectory (marked in the figure as straight line paths), the grid field repeated periodically (middle
panel of (a)). This can be mapped to a circle (right panel of (a)). Stellate cells in the network (gray filled
circles in (b)), received inhibitory input from the interneuron layer (coloured circles). The strength of
the inhibitory input followed a Gaussian profile (distribution shown in (b)). Each stellate cell connected
to a randomly selected group of interneurons.

3.2.3 Theta subdues trial to trial variability

The response of a subset of 20 stellate cells from the ring network to a temporally

varying input that sequentially excites the interneurons on the ring is shown in the

raster plot of figure 3.4 a. In the presence of random noise across trials, the response

of the network was not reliable across trials and did not always follow the input.
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The activity of one of the neurons from this network, averaged across 10 trials, in

the form of firing rate, is shown in figure 3.4 c. As the sequential external pulses

were given assuming neurons were arranged on a circle, each neuron received a

suprathreshold input at regular intervals. The neuron was just as likely to fire when

an input was present as when it was absent.

Reliable responses of principal neurons in the EC and the hippocampus are often

contingent upon the presence of theta oscillations. One source of theta to the MEC

is a central pattern generator in the medial septum [Vertes and Kocsis, 1997] that ex-

tends GABAergic connections to the inhibitory interneurons and periodically mod-

ulates its firing rate [Gonzalez-Sulser et al., 2014]. We implemented theta rhythmic

modulation of the MEC network by periodically (6-12Hz) driving the entire popu-

lation of inhibitory interneurons (See methods for details). The pulse like input that

was used to drive the neurons remained the same as in earlier simulations (See fig-

ure 2 and methods). Neighboring interneurons were recruited in successive cycles of

the theta oscillations (125ms apart). We found that the presence of theta oscillations

ensured that only those neurons receiving an external input fired and suppressed

the activity of all the other interneurons.

The output generated in response to a sequential input pattern was stable across

noise trials (figure 3.4 b). The firing rate map (figure 3.4 c, solid line) calculated for

one neuron as an animal traversed a linear track (figure 3.4 c, schematic) is shown.

Assuming that the animal moved at a uniform velocity, it encountered each grid

field (alternately, received an external input) after a fixed interval of time and reliably

generated a sequence of spikes in response to the input. Note that uniform velocity

is not a prerequisite for stable stellate cell responses as we will explain in the next

section.

3.2.4 Theta induced reliability persists over a range of frequencies

Theta oscillations span a range of frequencies from 6 to 12 Hz in rodents. Do changes

in theta frequency compromise the reliability of the network responses? As theta fre-

quency increased, the time between inhibitory bursts and rebound spikes remained

nearly the same since this was determined by the time scale of the rebound kinetics
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FIGURE 3.4: Theta mediated stability of an MEC network The response of the stellate cells in the absence
of theta drive to the inhibitory interneuron layer is shown as a raster plot in (a). When theta oscilla-
tions (8Hz) were present, stellate cells evoked a reliable response over ten trials (b). The mean firing
rate convolved with a moving Gaussian window is shown in (c) when theta oscillations were present
(solid line) or absent (dashed line). The schematic below shows the grid fields of a rat running at a uni-
form velocity. The temporally periodic spiking pattern of stellate cells appears as a spatially periodic
response.
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of stellate cells. Therefore, the phase at which stellate cell spikes occurred started to

shift systematically as the frequency increased (figure 3.5 a, b). As long as the shifted

stellate cell spikes stayed within a phase window where the inhibitory neurons were

sufficiently hyperpolarized by the theta drive, the network responses continued to

follow the external input. At frequencies 12Hz stellate cell spikes invaded the re-

ceptive phases of the theta oscillations and began to interfere with the ability of the

network to follow an external input. This caused an increase in the standard devi-

ation of the spike time distribution (figure 3.5 a) and a further deterioration of the

network’s response. We calculated the reliability across trials measured as the pair-

wise dissimilarity between spike trains (see methods). This measure showed greater

reliability (lower spike distance - circles in figure 3.5) for theta between 6-12 Hz com-

pared to a network that was not driven by theta oscillations (triangles in the box

plot of figure 3.5 c). Changes in theta frequency can signal changes in the animal’s

behavior. For example, theta frequency is linearly related to the animal’s velocity

[Jeewajee et al., 2008] and can change dynamically with changes in velocity. As the

animal’s velocity increased, it encountered grid fields more rapidly. This translated

in our model as an increased rate at which external pulses arrived at neighboring

interneurons. We found that the network responded reliably to external inputs de-

spite velocity dependent changes in frequency (figure 3.5 d). Our simulations also

show that stable sequences are generated despite dynamic changes in the frequency

of theta that can speed up or slow the onset of activity in successive neurons (figure

3.5 d).

3.3 Discussion

Our work shows that theta might play a role in stabilizing the response of the MEC

network to sequential inputs by reducing the influence of internal distractors. Our

approach differs from the way in which the experimental observations of Koenig

et. al [Koenig et al., 2011] and Brandon et. al [Brandon et al., 2011] has been inter-

preted in the literature until now. The requirement of theta oscillations for the stable

generation of grid cells has been taken as evidence for the oscillatory interference
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model of grid field formation (See Introduction) [Burgess et al., 2007]. The propo-

nents of the continuous attractor model dispute the role of theta by arguing that the

stabilizing properties of medial septal theta arise due to its excitatory glutamatergic

inputs rather than the rhythmic GABAergic inputs [Moser et al., 2014, Moser et al.,

2017]. More experiments need to be performed in order to understand the mech-

anism of the emergence of hexagonal periodicity in MEC. But the requirement of

external inputs impinging on layer II MEC for the stable emergence of the grid field

has been gaining evidence from neuroanatomical and system neuroscience studies

[Witter et al., 2017, Tocker et al., 2015, Dordek et al., 2016, Bonnevie et al., 2013]. Our

work emphasizes the stabilizing role of theta for such externally generated inputs.

Theta rhythm is thought to generate periodic temporal windows for local computa-

tions at certain phases of the rhythm [Mizuseki et al., 2009]. Also, any increase in the

velocity of the animal is associated with a monotonous increase in the frequency and

amplitude of theta rhythm across the hippocampal formation [Hinman et al., 2016].

Medial septal inactivation, which disrupts periodic firing fields of grid cells[Koenig

et al., 2011, Brandon et al., 2011], disrupts this transformation of speed signals into

increased frequency and amplitude of theta rhythm [Hinman et al., 2016]. These ob-

servations emphasize the role of theta rhythm in generating a reliable response to

inputs arriving at commensurate frequencies that vary as a function of the velocity

of the animal. But, the local circuits should be able to generate a reliable response

for a wide range of frequencies at which the phase locked external inputs arrive.

Our work demonstated that it is possible for a local circuit made of biophysically

realistic stellate and interneurons with mutual inhibitory interactions to reliably re-

spond to a wide range of frequencies. How does theta rhythmic drive to the local

circuit generated reliable response? What properties of the local circuit allowed it to

respond reliably to external inputs phase locked to theta rhythmic drive? We will

try to answer these questions in the next chapter.
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FIGURE 3.5: Reliability across a range of theta frequencies. (a) Polar plots showing the distribution of
phases of stellate cell spikes for a range of theta frequencies from 6Hz to 15Hz. (b) The circular mean of
the phase distribution of spikes plotted against theta frequency. (c) box plot of the spike distance in the
presence (filled circles) and absence (triangles) of theta as a function of the rate at which input pulses
stimulated successive interneurons. (d) Raster plot showing the response of the neurons (40 stellate
cells - black lines, 40 interneurons - red lines) across ten trials (as in Figure 4d and 4e). Theta frequency
varied periodically (0.5Hz, blue trace above the raster plot) between 6.0 and 12.0Hz. A magnified
version of the raster plot on the left shows spikes against a background of frequency modulated theta
oscillations
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Chapter 4

Mechanism of theta induced

reliability

4.1 Introduction

The hippocampal formation encodes neuronal representations of the external world

that are relevant for navigation and memory. The firing rate of pyramidal cells of

the hippocampus, for example, encode the location of an animal as it enters these

circumscribed regions, known as place fields, and the firing rate of the recorded cell

monotonically increases towards the center of the field [O’Keefe, 1976]. Apart from

this symmetric firing rate, information about the location of the animal is also en-

coded in the phase of theta rhythm at which the individual place cells fire. As the

animal traverses the place field of a neuron, the spiking systematically shifts from

the trough of theta to near the peak of theta as it exits the field [OKeefe and Recce,

1993]. Grid cells of the medial entorhinal cortex fire at the vertices of a hexagonal

grid [Fyhn et al., 2004, Hafting et al., 2005]. Like place cells, the phase of grid spikes

also precesses with respect to theta rhythmic LFP [Hafting et al., 2008]. When com-

bined with firing rate coding, phase precession increases the information content

of the place cell response about the location of the animal significantly. Such tem-

poral coding referenced to internally generated, behaviourally modulated rhythms

abounds in nervous systems [Panzeri et al., 2010, Kayser et al., 2009]. One of the

crucial roles attributed to oscillations observed in various regions of the brain is to

stabilize neuronal activity patterns in the presence of noise [Kayser et al., 2009].

The stabilizing role of temporal coding with oscillations is seen in the auditory
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cortex. Information about auditory stimuli is represented in spatially distributed cell

assemblies that evolve over time. These spatiotemporal patterns are locked to slow

oscillations (4-8Hz) that are concurrenty observed. Including information about the

phases at which cell assemblies and temporal patterns of neurons occur improves

the representation of auditory stimulus. Slow oscillations provide separate channels

for information representation in a wide variety of neuronal systems. When natural-

istic noise was added to a fixed stimuli that did not vary across trials, the coding rep-

resented by the firing rate across spatiotemporal scales deteriorated; However, phase

code provided by a slow oscillatory background drive persisted and increased the

information content, even more than when there was no noise [Kayser et al., 2009].

Reduced reliability in the absence of slow theta rhythmic drive in the medial

entorhinal cortex provides another example of the role of oscillations in stabilizing

neural responses. How do slow oscillations bring about a reliable neuronal response

in the presence of destabilizing noisy background activity?

Diverse experimental observations suggest a few potential ways by which oscil-

lations can cause reliable neuronal response across trials. Oscillations in local cir-

cuits modulate the gain of neurons thereby affecting their spike timing [Tiesinga

et al., 2004]. External inputs can increase the amplitude and can reset the phase

of the oscillations in the target regions [Rizzuto et al., 2003]. Thus, gain modula-

tion and phase resetting can lead to precise neuronal spiking from the onset of the

stimulus. Oscillations are often generated in a central pattern generating circuits

and are broadcast to many target regions. The synchronized oscillations along with

long-range connections can bring about phase synchronized oscillations across the

regions mediating efficient information transmission. Oscillations can directly in-

fluence the precision of action potentials as well. Slow oscillations are particularly

suited for reducing the impact of noise on precise neuronal spike patterns. The hy-

perpolarizing phase of the oscillation curtailed the accumulating jitter in the timing

of action potentials of individual neurons mainly by reducing membrane potential

variations.

Phase synchronized oscillations might ensure phase locked inputs arriving at the

local circuits. Yet, it is not sufficient to explain how the local circuit responds reliably

to the external inputs. Accumulating jitter alone would not explain the loss of grid
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cell periodicity when theta oscillation in the medial entorhinal cortex is removed.

The firing fields do not become more diffuse but often fire at different locations com-

pared to the original vertices of the hexagonal pattern. Therefore, the mechanisms

mentioned above cannot explain the loss of grid cell periodicity when theta rhythms

are removed.

We show that theta achieves reliable receptive field formation via two mecha-

nisms: 1) It creates temporal windows where a phase locked afferent input can in-

duce a reliable switching in a local competitive circuit, and 2) it synchronizes and

relegates the stellate cells to the hyperpolarizing phase where they are unable to

induce any activity in the recurrent circuit they are part of.

4.2 Results

4.2.1 Theta create temporal windows of heightened switching ability of

local circuits

How do theta oscillations affect the network such that it responds selectively to an

external input and not to the distractors, namely, competing excitatory spikes from

stellate cells? As pointed out in chapter 2, the mEC network motif can operate in

two different regimes: The activity in the local circuit is shifted intrinsically due to

asymmetries present in the network (oscillatory regime) or the switching is exter-

nally induced by pulse like inputs that toggled the activity from one interneuron to

the other. We continued our discourse further on with the regime where the external

pulses arriving sequentially, commensurating at theta frequencies, distinctly toggled

the activity of the local interneuron population. With the feedback excitation from

stellate cells, the toggle can either be achieved via the external input or via feedback

excitation. To understand the effect of theta oscillations on the network, we first sim-

ulated a simple network (Figure 4.1 a) where the two interneurons received differ-

ent constant depolarizing inputs. The neuron receiving the higher input continually

spiked while the other neuron was kept quiescent due to continuous inhibition. In

order to toggle the activity of this network, we stimulated the quiescent neuron with

a transient pulse. For sufficiently strong pulses, the neuron’s activity switched for
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FIGURE 4.1: Mechanism of theta induced reliability. ( a ) Membrane potential of inhibitory interneu-
rons when they received different suprathreshold inputs. The neuron receiving the higher input fired
continually (bottom trace) while the other remained silent (top trace). ( b ) The same network motif
as (a) (stellate cells not shown) was simulated. A weak transient pulse was given to the interneuron
receiving the lower DC input (top panel of (b)). The stimulated interneuron (top trace) did not switch.
A strong pulse caused a successful switch (bottom two traces). ( c ) Theta rhythmic drive was given to
both the interneurons. A weak pulse (duration of the pulse is marked by the gray bar) caused a switch
when it occurred in some phases of the theta oscillation (bottom gray trace) but not during others. (d)
raster plot showing the reliable response of a subset of 20 interneurons (red line) and 20 stellate cells
(black lines) from a larger network of 80 neurons, to an external input (marked as a gray bar in the
magnified raster plots). The response of the same network in the absence of theta oscillations is shown
in (e). Each row in d and e shows the response of a neuron across 10 trials which are plotted between
the horizontal lines in the raster plots (f) Left. The raster plot shows the phase (with respect to the theta
oscillation) at which stellate cells (black lines) and interneurons (red lines) spiked. The gray area marks
the phase of the oscillation when the stimulus was present. Right. Polar plot showing a histogram of
the phases where spikes occurred. The external input is marked in gray. (g) shows the response of the
network when theta oscillations were absent. The phase was defined in terms of the input pulse that
sequentially and periodically stimulated neighboring interneurons.
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the duration of the input (Figure 4.1 b, bottom traces). Weaker pulses, on the other

hand, did not evoke a transient switching response (Figure 4.1 b, top traces). We

then stimulated the interneurons with a periodic theta drive that modulated the fir-

ing rate of the interneurons. Interneurons were maximally depolarized at the trough

of theta and were most likely to spike then. When a weak pulse arrived at the qui-

escent neuron during the depolarizing phase of the theta oscillation, it successfully

toggled the network. However, inputs that arrived at other phases did not cause a

switch (Figure 4.1 c). Therefore, theta created periodic temporal windows where the

activity of the network could be switched from one interneuron to another.

4.2.2 Theta synchronizes stellate cells to fire at phases where local circuits

are more resistant to switching

In a larger network, we found that when the input arrived at the receptive phases of

theta, the stimulated interneurons responded reliably to the input and the locus of

activity of the network followed the input (Figure 4.1 d). However, merely creating

periodic windows where external inputs can drive the network is not sufficient to

generate reliable activity. Excitatory spikes from stellate cells can also occur during

this receptive phase and perturb the response of the network to an external input.

We found that when theta oscillations were present, the stellate cell spikes were

tightly synchronized (Figure 4.1 d). These spikes always followed a burst of activity

in the presynaptic interneurons (Figure 4.1 d inset, Figure 4.1 f). The interneurons

were locked to the trough of theta oscillations, while stellate cell spikes occurred at

a later phase due to the time taken to generate a rebound spike when released from

inhibition. The stellate cell spikes occurred when the interneurons were hyperpo-

larized and were impervious to feedback excitatation from stellate cells (Figure 4.1

d,f). The input-triggered response of the network revealed the segregation of time

between the inhibitory interneuron spikes and the stellate cell responses following

a transient input (Figure 4.1 d). When theta was present and the external input oc-

curred at a receptive phase, it was followed by a reliable burst of interneuron spikes,

followed by the activity of stellate cells. In the absence of theta, stellate cells fired

after each burst of interneuron spikes (Figure 4.1 e and the inset). However, the



52 Chapter 4. Mechanism of theta induced reliability

stellate cell spikes were broadly distributed throughout the time between successive

inputs to the network (Figure 4.1 e and Figure 4.1 g). Thus, stellate cells could effec-

tively perturb the activity of the network in a manner that derailed its response to

an external drive.

4.3 Discussion

Our work showed that theta can bring about reliability by the way it affects the gain

and precision of interneurons and stellate cells in a recurrent local circuit. By modu-

lating the gain of interneurons embedded in a competitive network and in a regime

where a single active interneuron (or a group of neurons – not sharing any mutual

inhibition) suppressed the activity of others, theta created temporal windows where

a weak input can easily switch the activity from the winning interneuron to a silent

one. Without a theta oscillation, the weak input faced competition from internal dy-

namics that stochastically varied across time and trials leading to an unstable and

unreliable sequential response across trials. It is known that the precision of spikes

is induced in the presence of strong synaptic inputs. Our work shows that the role

of theta oscillation in bringing about reliability or loss of reliability occurs in the

external input regime. Another crucial phenomenon that theta utilized in bringing

stable responses is rebound kinetics of stellate cells that match the timescale of theta.

By locking the spikes of interneuron to the most excitable phase of theta, theta se-

questered the spiking response of stellate cells, which spiked after a delay due to

rebound, to the least excitable phase.

One interesting question that might arise is that why can’t the system adapt to

subdue noises without invoking theta or any other oscillations? One answer is that

noise is inevitable in a dissipative non-equilibrium system. It starts to play an in-

teresting role once the nonlinearities and dynamics away from fixed points starts

to kick in, which happens often in biological systems [Haken, 2008]. It might also

happen that organisms actively maintain sources of noise to tackle uncertainties in

the external world. For example, noisy representations allow for stable behaviour

in the presence of volatile state of the world [Duffy et al., 2019]. Counterintutively,

noisy fluctuations can even bring about reliable responses. Correlated noise, which
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can easily be provided by divergent pathways of recurrent curcuits, induces syn-

chronized firing in neurons sharing the frequency at which they resonate, leading to

synchronized firing that oscillates at a frequency set by intrinsic properties of neu-

rons [Ermentrout et al., 2008]. The synchronized population response of the near

homogenous neurons, in turn, can provide a reference frame for encoding spatial

information in a reliable manner.

In our model the external input utilized the temporal window created by theta

oscillatory drive to induce reliable response. This same mechanism can be used to

multiplex inputs arriving at the medial entorhinal cortex wherein the local circuit

can flexibly switch responding from one target input to another. We explore this in

detail in the next chapter.
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Chapter 5

Flexible routing of reliable

information with theta rhythm

5.1 Introduction

Local regions of a brain are often specialized to perform certain subsets of compu-

tations. For any adaptive behaviour or cognitive task, many regions of the brain act

in concert as demanded by specific circumstances. As circumstances change, dis-

tinct ensembles of neuronal populations engage with each other. Given that the ebb

and flow of the external world is mostly unpredictable, animals, remarkably learn

to actively invoke brain wide configurations of active cell assemblies that best serve

moment by moment demands.

One dominant hypothesis that explains the dynamic configurations is that oscil-

lations, and particularly phase-locked oscillations of synchronously firing neurons

across brain regions facilitate the transmission of information within specific bands

[Fries, 2016]. Coherent oscillations across brain structures have been observed over a

wide range of frequencies [Siegle and Wilson, 2014, Womelsdorf et al., 2007, Landau

et al., 2015]. Slow oscillations, like the theta rhythm, are also implicated in bringing

cell assemblies together and facilitating information transmission. Various physio-

logical and behavioral experiments add increasing evidence to the role of theta oscil-

latory phase locking in coupling regions serving a task/behavior [Jones and Wilson,

2005b, Kay, 2005, Klimesch, 1999, Doppelmayr et al., 1998]. Theta oscillatory cou-

pling has been implicated in successfully encoding memories [Klimesch, 1999], im-

proving performance associated with learning [Jones and Wilson, 2005b, Kay, 2005],
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successfully recalling memories invoking learned network configurations in a task-

dependent manner [Klimesch, 1999].

In an olfactory learning tasks, rats were trained to discriminate between two

odors that arrived at regular time points in random order. The rats were supposed

to report the arrival of a conditioned odor stimulus by pressing a lever to get a re-

ward. After a few weeks of training, the rats improved their performance signifi-

cantly more than chance. As the performance fluctuated in a session spanning many

trials, coherent oscillations in theta frequency regime emerged between the olfac-

tory bulb and the hippocampus waxing and waning in step with performance fluc-

tuations. The theta frequency oscillation also coincided with the increased sniffing

frequency that preceded odor arrival in a trial [Kay, 2005].

Coherence in theta frequencies is also observed between the hippocampus and

the medial prefrontal cortex in working memory tasks and in learning context-dependent

behaviors. Learning induced changes occur both at the single cell level as well as at

the level population of neurons: the mPFC neurons started to spike in a correlated

manner to theta rhythmic LFP of the hippocampus and the phase coherence between

mPFC-LFP and hippocampal LFP increased [Jones and Wilson, 2005b].

Optogenetic activation at a theta rhythmic frequency (8Hz) of neurons from the

basolateral amygdala innervating medial entorhinal cortex immediately following

contextual fear conditioning enhanced the retention of memories [Wahlstrom et al.,

2018]. Such activation also entrained hippocampal-entorhinal LFP theta oscillations

suggesting an important role for theta oscillations in facilitating information transfer

from brain structures to the hippocampus via medial entorhinal cortex.

Buzsaki [Buzsáki, 2006] suggested three possible ways by which phase coherent

inputs can arrive at a local circuit: 1) A strong central pattern generator generating

a sustained oscillation at a certain frequency can force the target regions to oscillate

at that frequency, 2) The oscillations in a local target region can induce a cascade

of activities with characteristic time delays in its postsynaptic targets, and 3) Bidi-

rectional connections across two regions with neurons that have resonant properties

can generate sustained phase locked oscillations with only weak influences.

In the MEC network we simulated, we show that the same mechanism that al-

lowed weak phase locked inputs to cause reliable switching in the local circuit can
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also allow theta rhythm to flexibly listen to one of the competing inputs that try to

cause switching in the local circuits.
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FIGURE 5.1: Theta gates transmission of competing inputs. (a) Topology of the network. Two sets
of interneurons arranged on different rings (top and bottom empty circles) inhibit the same stellate
cell population (middle ring with filled circles). Two separate input pulse trains are given to the two
inhibitory population. The input to upper ring followed a counterclockwise activity pattern while
input to the lower ring followed a clockwise sequence. (b) The phase of each input within a single
cycle of theta for three different cases. The response of the network to these patterns of input are
shown in ( c ), ( d ) and ( e ). The peak of the oscillation corresponds to the maximally hyperpolarized
phase of theta ( c ) The input arriving at the depolarizing phase (red) elicited a spike (gray line) in the
post-synaptic stellate cell while the one arriving during the hyperpolarized phase elicited none (this
case corresponds to the top trace in (b)) (d) Both the inputs arrive at the depolarizing phase. The input
that caused a maximum depolarization (red) elicited a successful response (this case corresponds to the
middle trace in (b)). (e) The inputs to both the clockwise and the counter-clockwise rings were shifted.
This switched the stellate cell from following the counter-clockwise input to following the clockwise
input.

5.2 Results

5.2.1 Theta oscillations gate the transmission of competing inputs

When theta oscillations were present, the network reliably followed external inputs

that arrived at the receptive phase of theta. Here we examine the response of the

network when competing external inputs occur at different phases of the theta cycle.

We simulated a network consisting of two groups of interneurons connected to the

same pool of stellate cells. All the interneurons were coupled to each other. Each

group of interneurons extended inhibitory connections to the stellate cells forming

two separate ring networks (Figure 5.1 a). The upper ring of interneurons received
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a transient pulse that traveled in a counterclockwise direction while the lower ring

received an input that traveled clockwise. The two input streams, clockwise and

counterclockwise, competed to elicit a response in the same pool of stellate cells. We

kept the amplitude of both the inputs constant and varied their phase relationship

with respect to an external common theta oscillation.

In the first of the cases tested (Figure 5.1 b), one of the inputs (clockwise) arrived

when the interneurons were near their most hyperpolarized phase while the second

input (counterclockwise) arrived at the depolarizing phase. Predictably, the second

input succeeded in eliciting a sequence of spikes in the upper ring of interneurons

that entrained the stellate cells and inhibited all the other neurons. We then varied

the phase of the clockwise input such that the pulse occurred progressively closer

to the phase of the counterclockwise input (Figures 5.1 b, Figure 5.1 d and Figure

5.1 e). When the input crossed a particular phase of the theta oscillation (Figure 5.1

b bottom row and 5.1 e), it elicited spikes in inhibitory interneurons of the lower

ring. This inhibited all the other interneurons including the neurons on the upper

ring of the network. Therefore, even though the counterclockwise inputs occurred

during a depolarized phase of theta, the response of the network followed the clock-

wise inputs because it occurred earlier and also during the depolarized phase of the

theta cycle. Thus, the mechanism whereby the network selects between inputs is

determined, not only by coherent theta gain modulation of inputs, but also by the

temporal order and the phase at which the inputs occur. Thus, theta oscillations can

serve as a gate that permits a particular temporal ordering of stellate cell responses

while prohibiting a different temporal ordering in the same group of cells.

5.3 Discussion

In our model the distractor inputs were phase locked to theta albeit at the least ex-

citable phases. If the distractor inputs arrived at random phases it might compete

with the target inputs and render the response of the network relatively unstable.
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FIGURE 5.2: Phase reversal imply phase locked distractors. (a) Three hypothetical regions of a brain are
shown with the arrows representing the potential direction of information transmission. Region 2,
for example, is bidirectionally connected to both region 1 and region 2. (b) Upper schematics. Local
LFP oscillations from the three regions indicate the flow of information as would be facilitated by
mechanisms elaborated in the previous sections and chapters. lower schematics. Local oscillations
after phase reversals. (c) Upper schematics. Flow of information corresponding to the LFP phase
relationship shown in the left panel. Information is relayed from region 1 to region 3 via region 2.
Lowe schematics. Flow of information for phase reversed LFP relations. Information is routed in
the opposite direction, i.e, from region 3 to region 1 via region 2. (d) As the information is changing
the direction of its flow, the local circuits of region 2 flexibly switch from listening to region 1 (upper
schematics) to region 3 (lower schematics). Note that the distractor inputs still arrive phase locked to
the LFP oscillation.



60 Chapter 5. Flexible routing of reliable information with theta rhythm

The mechanism whereby local circuits ignore inputs multiplexed to the least ex-

citable phases of theta is termed temporal division multiplexing [Akam and Kull-

mann, 2014]. Our model, like temporal division multiplexing, suffer from distrac-

tors arriving at randoml phases. While theta rhythmic modulation in our model is

able to relegate the intrinsically generated rebound spikes of stellate cells to least

excitable phase of theta, it has no control over the externally generated distractor

inputs.

There might be a scenario under which the distractor inputs might be packaged

into the least receptive phases of rhythmic oscillations. It is exemplified by the phe-

nomenon of phase reversals in a constellation of coherent neural assemblies across

brain structures [Adey, 1960, Naya, 2001]. An illustration ( figure 5.2 ) demonstrate

the possibility of phase locked distractors arriving at the hyperpolarized phase of an

oscillation. The information transfer in certain bidirectionally connected regions of

the brain is shown to be flexible in its direction [Naya, 2001]. Thus, when informa-

tion is flexibly reversed in a path involving at least three distinct regions of the brain,

one of the region (not in the edge) has to switch flexibly between responding to one

or the other of the adjacent regions. When the regions involved are exhibiting phase

coherent oscillations, the distracting inputs to the target region are locked to a phase

of the common oscillation.
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Chapter 6

Inheriting Phase precession

6.1 Introduction

Phase precession of place and grid cells of the hippocampal formation provides one

of the most robust temporal codes known in systems neuroscience [OKeefe and

Recce, 1993]. The first set of spikes the place cell generates, as an animal visits

the corresponding place field, is aligned to the trough of a theta cycle. Subsequent

spikes, as the animal moves through the place field, are aligned to phases of the LFP

oscillation. These spikes occur at progressively earlier phases until the animal exits

the place field. Phase precession never exceeds 360 degrees. Thus, knowledge of

the phase of LFP for a spike of place cell, provides more information about the lo-

cation of the animal within the place field, than only knowing its firing rate which

is nearly symmetric with respect to the center of the place field [OKeefe and Recce,

1993, Skaggs et al., 1996]. The place of the animal is encoded more accurately when

this phase information and receptive field information are combined [Jensen and

Lisman, 2000].

Another interesting consequence of phase precession can be gleaned when more

place cells with overlapping place fields are considered [Foster and Wilson, 2007].

An animal traverses overlapping place fields over a time scale of seconds. With

theta phase precession, neurons with neighboring place fields fire sequentially in a

cycle of theta rhythm that matches the order in which the corresponding place fields

are visited [Mehta et al., 1997, Feng et al., 2015].

Compression of place cell sequences within each theta cycle can enable rapid

learning of the trajectories. Spike timing dependent plasticity (STDP), discovered in
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hippocampal slices, is sensitive to spike times of the order of milliseconds. A presy-

naptic neuron spiking a few milliseconds earlier than a postsynaptic neuron causes

strengthening of the synapse connecting the two neurons. When the presynaptic

spike occurs after a postsynaptic spike, the strength of the synapse decreases [qiang

Bi and ming Poo, 1998]. Millisecond differences in the compressed sequences can

strengthen the forward synapses thus storing the information of the path travelled

as asymmetric connections [Arai et al., 2014].

6.1.1 Mechanism of emergence of phase precession

More than two decades after the discovery of phase precession in place cells in the

hippocampus, the mechanisms that lead to phase precession still remain unknown.

Models of phase precession are typically of two kinds. Those that require spatial

input and those that don’t.

Models receiving phase locked spatial input

Spatial information in the neurons of the hippocampal formation can be jointly in-

ferred from the firing rate and the phase of the theta oscillation. The models that

generate a phase precessing spike pattern sometimes utilize the information of either

the firing rate or assume phase locked spatial inputs that arrive at a fixed phase (not

precessing phases) and activate successive neurons with overlapping place fields

[Tsodyks et al., 1996, Bose et al., 2000].

In the model due to Tsodyks et. al [Tsodyks et al., 1996], the phase locked input

in each cycle of theta activates a single neuron in a chain of neurons asymmetrically

connected in one direction. The activated neuron triggers a cascade of activity in

the direction of the asymmetry. This activity is terminated by the hyperpolarizing

phase of theta oscillation. In the next cycle of theta, the next neuron in the chain is

triggered at the same phase. Thus at every cycle of theta successive neurons in the

chain are activated. As a consequence, in subsequent cycles the phase of the neuron

shifts to an earlier phase.

In another model [Bose et al., 2000], the phase locked inputs, in the beginning

of place field of a pyramidal cell, activate a transient activity in a motif comprising
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the pyramidal cell and an interneuron (or group of interneurons). The end of the

place field is determined by the end of this transient activity which orchestrates the

phase precession across cycles of theta without any further spatial input to the mo-

tif. The interneuron of the motif receives pacemaker input at the frequency of the

background oscillation. Outside the place field, the interneuron is enslaved to the

pacemaker input (which is inhibitory), whereas inside the place field, the dynam-

ics of the network involves the interaction between pyramidal cell and inhibitory

neuron with pyramidal cell spike leading the inhibitory spike.

Models receiving non rhythmic spatial input

In a model due to Mehta et al [Mehta et al., 2002], an asymmetric ramp depolariza-

tion is combined with theta paced inhibition onto the soma of pyramidal cells. This

ramp increases over successive cycles of theta. Pyramidal cells are thus released

from theta paced inhibition at progressively earlier phases resulting in precessing

spikes.

In another [Chadwick et al., 2016] model the interneurons are phase locked to

the external theta drive outside the place field. Inside the place field the place cells

provide enough depolarization to nudge the interneurons to produce spikes that

drift with respect to the background oscillation. Thus, with strong enough excita-

tory drive inside a place field the interneurons can be made to phase precess to a

range of phases below 360 degree. Phase precessing interneurons, in turn, can re-

cruit pyramidal cells to phase precess.

Models that does not require spatial input

In the oscillatory interference model, interaction between two oscillators can explain

both the firing rate code of the place/grid cells and the phase code exemplified by

phase precessing spikes. One of these oscillators coincides with the background

theta oscillation while the frequency of the other oscillator is slightly higher than the

background theta oscillation. The frequency of the faster oscillator is also propor-

tional to the velocity of the animal. For an animal running along a linear track with
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constant velocity, phase precession can arise as a consequence of the interaction be-

tween a slow oscillator and a fast oscillator. The combined nested oscillation of the

two oscillators exhibit two time scales: 1) an envelope oscillation of slow frequency

(the frequency equalling the difference between the frequencies of the two oscilla-

tors) and 2) A faster oscillation (the frequency equalling the average of the frequen-

cies of the oscillators, hence faster than the slowest oscillator) that induces spiking

in the grid cell that precess with respect to the slower background oscillation.

Continuous attractor model can explain the emergence of phase precession when

intrinsic conductances are added to individual neurons. In a model due to Navratilova

et. al [Navratilova et al., 2011], continuous attractors were configured such that a

bump like activity was generated and maintained without any external input in a

set of neurons arranged on a ring. A velocity input from an animal moving in one of

the two directions was fed to one of the two separate rings of neurons that received

input from equivalent neurons in the original ring. These neurons sent back their

projections to the ring attractor with an offset (clockwise or counterclockwise), as a

function of the direction input they received. As these neurons received both head

direction information as well as positional information, they were called conjunctive

grid cells. Theta rhythmic input to these conjunctive cells allowed them to fire ac-

tion potentials only at a part of a theta cycle. They caused a movement of ‘bump’

of activity in one direction along the ring due to their offset. As the hyperpolariz-

ing phase of theta terminated this moving ’bump’ of activity, at successive cycles of

theta the bump of activity would start from arbitrary neurons on the ring. However,

the activity resumed from locations along the ring where a recent firing activity has

occurred due to a depolarizing membrane potential dynamics of stellate cell that

followed a spiking activity. This enabled the ring attractor to resume activity at the

hyperpolarizing phase of theta from recently fired stellate cells, resetting the moving

bump of activity in a partial manner. As the resetting of activity is only partial, and

the moving bump of activity will proceed from this point onward in the next cycle

of theta, the neuron would start firing at earlier phases of theta.

We have, in the previous chapters, induced spatially modulated activity in stel-

late cells that are recruited by inhibitory interneurons, to explain the reliability due

to theta. Experimental observations [Schmidt et al., 2017, Ego-Stengel and Wilson,
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2007, Frank et al., 2001] and modeling studies [Bose et al., 2000, Chadwick et al.,

2016] hint at the possibility that interneurons of mEC due to their intrinsic nature

alone or from their interaction with excitatroy neurons can display phase precess-

ing spikes. In this chapter, we explore the role of phase precessing interneurons in

inducing phase precession in stellate cells, and how asymmetry in inhibitory con-

nections affect the extent of phase precession.

6.2 Results
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FIGURE 6.1: Interneurons pass on phase precession to stellate cells. ( a ) A stellate cell is connected to 5
interneurons. (b) The interneurons spikes are generated to simulate (see methods) phase precessing
interneurons. Each interneuron produced burst of spikes at 80 Hz. Neuron next in the sequence were
phase shifted with respect to each other. At every cycle of theta the sequence is generated from over-
lapping neurons that are shifted by one neuron in the ring or line. (c) Stellate cells rebound spikes are
shown with the theta rhythm. The phase of the spikes are precessing monotonously.

6.2.1 Phase precessing inhibitory interneurons recruit stellate cells to phase

precess

Previous models have suggested that the interneurons can actively participate in

phase precession [Bose et al., 2000, Chadwick et al., 2016]. Active participation of
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interneurons in generating phase precession can be mediated ether by a temporal

mechanism [Bose et al., 2000], or can be initiated with excitatory place input from

pyramidal neurons to inhibitory interneurons [Chadwick et al., 2016]. Instead of ex-

plicitly simulating any of these models, we have assumed that interneurons phase

precessed using either of these or other mechanisms. To check if postsynaptic stel-

late cells can inherit phase precession from interneurons, we simulated the network

shown in figure 6.1 a. A single stellate cell received inputs from a set of interneurons

that were sequentially recruited at the successive cycles of theta (figure 6.1 a and b).

Each interneuron fired in successive cycles at progressively earlier phase (figure 6.1

b). Does the phase precessing interneurons induce phase precession in the stellate

cells? We found that the phase of the spikes as measured against the background

oscillation shifted to earlier phase values in the successive cycles of theta ( figure 6.1

c).

6.2.2 Asymmetry in inhibitory connectivity increases slope of phase pre-

cession

The weights of the inhibitory synapses onto stellate cell fit a symmetric Gaussian

profile. Such a Gaussian, symmetric, inhibitory connectivity profile (figure 6.2 a - red

trace) transferred the phase precession from inhibitory interneurons to stellate cells.

Next we asked what effect, if any, different possible asymmetries have on the phase

precession. We tried two different skewed connectivity (figure 6.2 a, green trace

and figure 6.2 b, blue trace - compare with the symmetric inhibitory connectivity (

red trace )) All connectivity profiles induced phase precession in the target stellate

cell (figure 6.2 b). The asymmetry in one of the directions introduced steepest phase

precession compared to the other profiles tested ( fig 6.2 b - the green trace compared

to the blue and red traces).

6.3 Discussion

We have shown that stellate cells can be recruited to phase precess by interneurons

of the medial entorhinal cortex. We have also shown that introducing asymmetry
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FIGURE 6.2: An asymmetry in the connectivity increases the slope of phase precession. ( a ) the profile of
connection strength of inhibitory synapses from a line of interneurons onto a single stellate cell (not
shown). The index of the interneurons are shown in the x axis. The strength of inhibitory conductance
is shown in the y-axis. (b) All connectivity profiles, symmetric or otherwise, induced phase precession.
Phase as a function of time is shown. The slope of phase precession is increased for the asymmetric
connectivity.
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in the inhibitory-excitatory connections resulted in steeper phase precession of stel-

late cells. This asymmetry can result from activity dependent plasticity mechanisms.

Haas et. al [Haas et al., 2006], has observed in slices of entorhinal cortex a plasticity

mechanism in the inhibitory synapses of principal neurons. This inhibitory plas-

ticity is sensitive to the relative timing of the presynaptic and post synaptic spikes.

Repeated traversals of a grid field by an animal on a linear track can induce asym-

metric connections from inhibitory neurons to excitatory neurons due to spike tim-

ing dependent plasticity of the inhibitory synapses. Our result would suggest that

the asymmetry so induced must impact the slope of phase precession. Feng et. al

[Feng et al., 2015] observed in CA1 region of the hippocampus that a large number

of neurons lacked a clear phase precessing temporal pattern that only got stabilized

in the subsequent laps through a linear track. Plasticity mechanisms that introduce

asymmetry might explain the strengthening of phase precession with experience ob-

served in the hippocampal formation.
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Discussion

We showed that the MEC interneurons are receptive to external inputs only within

cyclic windows defined by theta oscillations. Further, theta oscillations corralled

stellate cells to spike synchronously at a phase where inhibitory interneurons were

hyperpolarized and less receptive to excitatory inputs. This prevented stellate spikes

from depolarizing randomly connected postsynaptic inhibitory interneurons that

could compete with external inputs to other neurons. This mechanism to generate

reliable sequences can also be harnessed to ensure that the entorhinal cortex selec-

tively gates inputs such that some inputs that arrive at specific phases are transmit-

ted to postsynaptic targets while others are blocked.

7.1 Biophysical models and degeneracy of stellate cell elec-

trophysiology

We have utilized the timescales of rebound spikes of the stellate cells mediated by Ih

currents to explain theta induced reliability of local circuits with respect to sequential

external input patterns. Though we have used biophysical model incorporating the

dynamics of ion channels mediating subthreshold oscillations and spiking activity

[Rotstein et al., 2006, Fransén et al., 2004, Dickson et al., 2000], we haven’t incorpo-

rated many other ion channels that are found in stellate cells of medial entorhinal

cortex [Pastoll et al., 2012]. Especially, incorporation of calcium currents and cal-

cium dependent potassium currents would enhance formation of doublets and cause

burst of spikes in response to depolarizing currents [Fransén et al., 2004, Mittal and
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Narayanan, 2018]. These channels also modulate the subthreshold oscillations [Mit-

tal and Narayanan, 2018], afterhyperpolarization and delayed after potential (DAP)

[Klink and Alonso, 1993], and are found to be altered in an artificial rat model of

Alzheimer’s disease [Heggland et al., 2019]. Theta time scale of DAP enables one of

the continuous attractor models [Navratilova et al., 2011] to recover the bump of ac-

tivity after a hyperpolarizing phase of theta to ultimately lead to phase precession of

spikes across theta cycles. We have, in our model, chosen a set of parameters that are

fixed for all the stellate cells used in our simulations. Variability arised mainly as a

result of conductance based synaptic noise we have incorporated in our model. But

a recent study found many-to-many mapping of ion channel properties to electro-

physiological properties of stellate cells [Mittal and Narayanan, 2018]. It also argued

for incorporating heterogeneties in channel properties in modeling studies that try

to understand the function of mEC microcircuits, as the properties of ion channels

and integrative properties of neurons of mEC are variable in nature [Pastoll et al.,

2019]. Although we haven’t explicitly incorporated heterogeneity in our large scale

simulations, our result from small motif is an attempt in extending the realm of de-

generacy and robustness from cellular neurophysiology to microcircuits (see Modu-

lation of Ih conductance leads to the transition of regimes and Figure 2.4). Also the

sag ratio, of all the electrophysiological properties studied, seem to be modulated

independently by most number of ion channels and is mostly correlated with other

electrophysiological properties of stellate cells [Mittal and Narayanan, 2018]. Thus

rebound spiking, robust to perturbations of ion channel properties, would render

the response of stellate cells stable in the presence of theta rhythmic drive.

7.2 Phase locked spatial inputs to interneurons

The most abundant inhibitory interneurons in the MEC express parvalbumin, and

they concentrate their GABAergic synapses onto stellate cells (and intermediate pyra-

midal neurons) [Wouterlood et al., 1995, Fuchs et al., 2016, Berggaard et al., 2018].

Buffering et al. [2014], determined that these neurons are broadly tuned to spa-

tial locations as opposed to grid cells that fire sparsely and at periodic locations in
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space. The phases of the grid cells that provided inputs to an interneuron were un-

correlated. The authors suggested that the spatially uncorrelated inputs from grid

cells imparted aperiodic firing fields to interneurons. Their finding adds to the ob-

servation that parvalbumin-positive fast-spiking interneurons in the hippocampus

and neocortical circuits are broadly tuned [Tremblay et al., 2016, Royer et al., 2012].

However, these regions are also endowed with a subset of fast-spiking inhibitory

interneurons that are tuned to spatial receptive field [Wilent and Nitz, 2007, Ego-

Stengel and Wilson, 2007, Najafi et al., 2018]. Earlier experiments predating the dis-

covery of grid cells also found that the fast-spiking inhibitory neurons of the entorhi-

nal cortex display retrospective coding properties [Frank et al., 2001]. Thus, there is

a possibility that a subset of interneurons does indeed code for grid-like fields.

In the same study [Buetfering et al., 2014], the probability of finding a pair of

principal neurons and an interneuron, such that the pyramidal neuron spikes are

followed by interneuron spikes within few milliseconds, is increased manyfold if

they are recorded from the same tetrode instead of from different tetrodes (133 out of

3538 pairs for the same electrode. 30 out of 9414 pairs for different electrodes). Thus,

spatial proximity increases the likelihood that the interneurons will be activated by

the principal neurons. The organization of the grid cells in a small neighborhood

within a local MEC circuit is such that their relative anatomical location with respect

to each other resembles the relative phases of their respective grid fields in a two-

dimensional arena where they are defined [Gu et al., 2018]. This functional map is

predominantly studied for principal neurons without any knowledge about their lo-

cal wiring. Another study provides complementary wiring information: Serial block

electron microscopy in a tissue block from the MEC reveals that axons protruding

from an excitatory neuron make dense excitatory synapses onto adjacent inhibitory

interneurons along the axonal path before they innervate excitatory neurons. Any

one of the local interneurons receiving these dense excitatory inputs, in turn, makes

inhibitory connections with myelinated axons onto the nearby excitatory neuron that

is directly excited by its presynaptic neuron [Schmidt et al., 2017]. This cellular level

feedforward network is hypothesized to provide a substrate for efficient information

transmission. Taken together, the functional map from phase-shifted grid fields to

grid cells in MEC [Gu et al., 2018] and a local feedforward inhibitory circuitry the
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principal neurons are embedded in [Schmidt et al., 2017], suggest a convincing pos-

sibility of the inhibitory interneurons coding for grid cells. This grid-like property

could be inherited from local principle neurons or both of the neurons can inherit

the grid field firing property from grid cells of deeper layers of MEC.

We have, in our model, provided spatial inputs to inhibitory interneurons. Anatom-

ical evidence listed above suggests that inhibitory neurons could be tuned to code

for grid cells. Apart from layer II MEC, layer V neurons [Sargolini et al., 2006] and

subiculum [Boccara et al., 2010] also include grid cells in their local circuitry. Layer

V MEC, which receives input from the hippocampus as well as the superficial lay-

ers of the MEC, is the only known output of the hippocampal formation that sends

projections across neocortical sites. Layer V neurons also send ascending fibers to

the superficial layers of MEC. Projections from deeper layer (Layer V) neurons ram-

ify onto neurons throughout superficial layers. Of these, synapses onto inhibitory

interneurons comprise 44 percent of the total target connections[Ohara et al., 2018].

This suggests that the inhibitory interneurons of layer II might even receive spatially

modulated external inputs as used in our model.

By implementing the interneurons and excitatory stellate cells explicitly, our

model has the potential to address other questions related to the circuit level func-

tioning of medial entorhinal cortex. The interaction of excitatory and inhibitory neu-

rons can generate grid cell firing that coexist with theta-nested gamma oscillations.

An independent modulation of power and phase alignment of gamma rhythms can

be achieved to increase the efficiency of information transfer to downstream neu-

rons without affecting the grid field firing [Shipston-Sharman et al., 2016]. Solanka

et. al, 2015, [Solanka et al., 2015] have shown that perturbation of interneurons with

spatial inputs can disrupt the firing of interneurons in a hexagonal pattern while

keeping the grid fields of most of the excitatory neurons intact. Thus, only a subset

of excitatory interneurons and interneurons need have grid like firing patterns.

Another characteristic feature of our model is that the inputs arrived locked to

theta rhythmic drive and caused a reliable switching in the activity of local circuits.

The implication of this assumption is that inputs arriving on a cycle by cycle basis

can induce grid-like patterns in target neurons. This is particularly observed in a re-

cent experiment due to Zutshi et. al [Zutshi et al., 2018], where they optogenetically



7.3. Stability in the absence of theta oscillations 73

activated pyramidal neurons that excited most of the neuronal types in the MEC

which included the inhibitory interneurons as well. When the pyramidal neurons

were rhythmically excited at theta frequency, the recurrent excitation onto other cell

types momentarily disrupted the grid cells ability to fire in hexagonal vertices. As

the excitatory impact waned within a cycle of theta, the external inputs arriving in a

small remaining window were sufficient to induce reliable grid field formation in the

MEC circuit. Thus, cycle by cycle integration of external inputs from other cortical

inputs or deep layers of MEC converging onto superficial layers of MEC is sufficient

to generate spatially modulated firing fields of grid cells.

Thus our model that includes theta rhythmic spatial inputs to interneurons ar-

riving phase-locked to theta is supported by various experimental observations.

7.3 Stability in the absence of theta oscillations

100ms

0

0.05

0.1

0π

a b

FIGURE 7.1: Response of the network to a slow oscillation (2 Hz). The input (shown in gray) toggles the
activity of interneurons that continue to generate a burst of spikes (a). Rebound spikes by stellate cells
occurred at a phase that did not perturb the sequence. (b) histogram of the phase at which the stellate
cells (dark bars) and the inhibitory interneurons (red bars) generate spikes.

Our model suggests that stable sequential activity is contingent upon the pres-

ence of theta oscillations. In the absence of theta, multiple traversals over a given

region of space failed to evoke a reliable response that is required to form grid-like

receptive fields. However, recordings from Egyptian fruit bats show that grid-like
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receptive fields can be formed in the absence of continuous theta oscillations [Yart-

sev et al., 2011]. This seems at odds with our model and experiments in rodent MEC

where excising theta reversibly perturbs the grid-like structure of the receptive fields

of MEC neurons [Koenig et al., 2011]. One way to reconcile these contradictory ob-

servations is to assume that the MEC network in bats receives large amplitude inputs

compared to smaller amplitude inputs in rodents. This can lead to a stable response

even in the absence of theta oscillations (Figure 4b, bottom traces). However, given

that the MEC is a hub that receives multiple inputs, relying only on the amplitude

of the input would impair its ability to selectively respond to some inputs while ig-

noring others that are equally salient. An additional layer of control can multiplex

between similar inputs. Multiplexing is typically implemented using oscillations

[Akam and Kullmann, 2010, Akam and Kullmann, 2014]. We used theta oscillations

to modulate the gain and amplify inputs arriving at some phases while attenuat-

ing the effect of others. This phase dependent gain modulation does not require a

continuous fixed frequency oscillation. Interestingly, even though bats lack a per-

sistent oscillatory signal like theta in rats, they generate fluctuating low frequency

local field potentials to which a significant proportion of principal cells are locked

[Eliav et al., 2018]. Can our model network use these low frequency inputs to gen-

erate a reliable output? We showed that reliability of our model network responses

progressively deteriorates in the high theta frequency regime (> 11Hz) (Figure 5c).

At low frequencies, the interneurons fire over a longer duration corresponding to a

widened window of depolarization. The hyperpolarizing phase of the theta oscilla-

tion tends to shut the response of the interneurons and triggers a rebound excitation

in stellate cells (Figure 7a). Stellate cell spikes continue to occur during the hyper-

polarizing phase of theta oscillations (Figure 7b) and do not perturb the inhibitory

network. Therefore, network responses to low frequency oscillations are reliable.

Bats show a large variability in the frequency of local field potential fluctuations

unlike theta oscillations in rodents that vary over a smaller range. In our model

network the input driven switch from one interneuron to another is rapid due to

inhibitory competition between fast-spiking interneurons and occurs within a single

theta cycle. Therefore, the network activity can respond to fluctuations in a cycle-by-

cycle manner, relegating distractors to a hyperpolarized phase in spite of variations



7.4. Role of neuromodulation in gating sequences 75

in instantaneous frequencies. Changes in instantaneous frequency that occur on a

slower time scale than the switching time scale have little impact on perturbing the

input driven dynamics of the network. Thus the slow local field fluctuations seen in

bats may be sufficient to evoke a reliable response in stellate cells.

7.4 Role of neuromodulation in gating sequences

Our model demonstrated that theta oscillations can gate the transmission of infor-

mation between different brain regions. One can selectively couple two regions

by ensuring that the phase of theta is coherent across these regions and informa-

tion is transmitted during a restricted phase window of theta. Inter-regional inter-

actions via oscillatory phase coherence is not restricted to circuits including MEC,

but widespread across many cortical and subcortical structures [Colgin, 2011, Col-

gin, 2013, Kay, 2005, Kim and Lee, 2011, Liebe et al., 2012, Fries, 2016]. A number

of behaviors depend on recruiting a broad network of regions. For example, hip-

pocampal and amygdalar circuits show theta coherence when animals are exposed

to anxiety inducing situations [Adhikari et al., 2010]. Working memory in rodents

[Jones and Wilson, 2005b] recruits hippocampal and medial prefrontal cortex via

theta synchrony. Many adaptive behaviours coincide with an enhanced coherence

in the phase of the local field oscillations between different brain regions [Reinhart

et al., 2015, Tendler and Wagner, 2015]. Memories at various stages of encoding,

consolidation and retrieval invoke different configurations of brain regions that are

dynamically assembled by theta phase coherence across these regions. During the

early phases of learning an association between a conditioned and an unconditioned

stimulus, the hippocampal - LEC coupling is characterized by phase synchronized

theta oscillations. As learning progresses, the phase synchrony between the hip-

pocampus and LEC decreases with a concomitant increase in LEC-medial prefrontal

cortex synchrony [Takehara-Nishiuchi et al., 2012]. Theta synchrony is a read-out of

increased information transfer across brain regions. However, finer control over the

input during each theta cycle is required to ensure that MEC networks selectively

listen to or ignore incoming inputs. What are the mechanisms that ensure the right

inputs arrive at the right phase of theta? Inhibitory interneurons that participate in
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generating and maintaining hippocampal theta rhythms broadcast rhythmic inhibi-

tion that targets inhibitory interneurons in other areas [Gonzalez-Sulser et al., 2014].

These, in turn, synchronize principal neurons. The effectiveness of inhibition onto

principal neurons can alter the degree of synchronization and the phase of princi-

pal neuron spikes. In the hippocampal-medial prefrontal cortex circuit, this is likely

controlled by neuromodulators like dopamine [Benchenane et al., 2010]that can ef-

fectively shift the phase of principal neuron spikes with respect to a theta oscilla-

tion and selectively couple it to brain regions downstream. Modulatory control can

therefore create transient functional networks that flexibly serve different behavioral

contingencies.

7.5 Effects of synaptic plasticity on sequences

Our simulations operated in a regime where the system responded to a sequential

external drive and moved the locus of activity from one neuron to another. Stel-

late cells spiked and registered the temporal location of this transition. In the MEC

network, GABAergic connections onto the principal neurons show spike timing de-

pendent plasticity that enhances the weights of inhibitory connections for those

synapses where the postsynaptic stellate cell spikes after the inhibitory interneuron

[Haas et al., 2006]. Repeated sequential activation of the same network will there-

fore lead to changes in synaptic weight that introduce asymmetries in the network

architecture [Mehta et al., 1997]. These asymmetries can influence the autonomous

activity of the network (Figure 2.3 b) to follow sequences that were reinforced by past

inputs. These sequences may appear as episodes where the activity of the network

is replayed [Ólafsdóttir et al., 2018]in the absence of any external inputs.

In sum, our study highlights the central role of theta oscillations in generating

reliable sequences and forming transient functionally connected networks. This is

possible due to the fortuitous similarity between the time scales of theta oscillations

and conductances of stellate cells together with the architecture of the MEC network.
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7.6 Reliability and Phase precession

Grid cells of MEC are shown to display phase precessing spikes in both linear as

well as two-dimensional trajectories. In our model, one crucial mechanism by which

theta rhythmic input to interneurons induced reliability is sequestering of stellate

cell spiking to the least excitable phase of theta. Though we haven’t explicitly mod-

eled the emergence of phase precession, we have modeled the scenario where the

stellate cells can inherit the phase precession from interneurons. If stellate cells gen-

erate spiked that progressively precess in phase, it may eventually disrupt the re-

sponse of the network to external inputs. How to reconcile theta induced reliability,

as we propose, with phase precession phenomenon.

The microcircuit that we modeled can be envisioned as a functional module that

imparts reliability to the larger network of MEC in which it is embedded. With this

perspective, the phase precession can be thought to be mediated by a different set of

neurons in MEC that are not part of the reliability inducing subnetwork. In support

of this hypothesis, Mizuseki et. al[2009], find that in the entorhinal cortex majority of

neurons are phase-locked to theta than showing phase precession, and the steeper

slope of phase precession of stellate cells among MEC notwithstanding, the phase

precession in EC neurons is weaker and rarer compared to that of hippocampal neu-

rons. Even when phase precession is observed, it never covers more than 360 degrees

for a single traversal of the gid field. Indeed, the average range of phases for single

traversals is 180 degrees [Schmidt et al., 2009]. Phase precession and reliability can

coexist if the spikes are relegated to the least excitable half of a theta cycle.

The phase precession and reliability due to theta can also coexist, if additional

mechanisms, not biologically unrealistic, are included. For example, the spikes of a

stellate cell on successive cycles of theta can be made to have a lesser and lesser im-

pact onto its postsynaptic inhibitory interneurons. This can be implemented if stel-

late cells are assumed to have limited resources of vesicles in their axon terminals:

The later spikes occurring at more depolarized phases will be, with the depletion of

presynaptic vesicles, unable to generate postsynaptic currents, and thus would fail

to induce spikes in the interneurons; The initial spikes occurring at the most hyper-

polarized phases would generate postsynaptic currents that would fail due to the
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attenuating effect of the hyperpolarizing phase of theta.

Thus theta induces reliability as we propose can accommodate the phase coding

of hippocampal formation as reflected in phase precessing spikes.
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Methods

A.1 Neuron Models

Stellate cells and interneurons were modeled as conductance based, single com-

partment spiking neuron models. Stellate cells were endowed with voltage depen-

dent ion channels that were active at subthreshold membrane potentials, apart from

sodium, potassium and leak ion channels involved in spike generation. These ion

channels enabled the stellate cell to produce sustained oscillations in response to a

constant depolarization [Rotstein et al., 2006, Acker et al., 2003, Dickson et al., 2000].

The current balance equation for the equivalent circuit model of the membrane is

given by,

Stellate cell

C
dV
dt

= Iexts − INa − IK − IL − Ih − INaP − ISyn − INoise (A.1)

Interneuron

C
dV
dt

= Iexti + Ipulse − INa − IK − IL − ISyn − INoise − Iθ (A.2)

Ionic currents were modeled as follows,

Ix = gx(v, t)(v− Ex) (A.3)
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where gx(v, t) = maximal conductance× f (state of gating variables). The gat-

ing variables followed first order kinetics. For example, the gating variable, m was

given by,
dm
dt

=
−(m−m∞)

τm
(A.4)

where both m∞ and τm are functions of voltage.

An equivalent representation is

dm
dt

= αm(1−m)− βmm (A.5)

with m∞ = αm/(αm + βm); τm = 1/(αm + βm)

The functional form of each ionic current and the gating variables, maximal con-

ductances and reversal potentials are provided in the tables below.

A.2 Synapse Model

Stellate cells were randomly connected to inhibitory interneurons with an excitatory

synapse. Interneurons sent inhibitory connections to stellate cells as well as to other

interneurons.The inhibitory population was modeled as an all-to-all connected net-

work. The synapse was modeled as a conductance with a gating variable modulated

by the presynaptic voltage.

Isyn = gsyns(vpost − Esyn) (A.6)

ds
dt

= F(vpre)αs(1− s)− βss (A.7)

where, F(vpre) = (1 + tanh (vpre/4))/2, models the opening of a synaptic ion

channel in response to action potential generated by the presynaptic neuron. The

reversal potential determined the nature of synapse to be excitatory (when set to

0mV), or inhibitory (when set to -80mV).
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A.3 Connectivity

We modeled three network types - A small network motif comprised of two stel-

late cells and two interneurons (Figure 1b), and two larger networks with stellate

cells and interneurons arranged on rings. In one of the larger networks (Figure 3b)

with 40 stellate cells and 40 interneurons, the population of stellate cells and the

population of interneurons were arranged on separate rings. Each interneuron sent

projections to five adjacent stellate cells while each stellate cell sent projections to

six randomly chosen inhibitory interneurons. In the network simulated in Figure 6,

80 interneurons were divided into two sub-populations 40 interneurons each. Each

sub-population connected to the common pool of stellate cells. The neighboring in-

terneurons on each ring connected to neighboring stellate cells on the stellate cell

ring.

A.4 External input to the network

Theta rhythmic input to the network was provided by periodically modulating the

excitability of interneurons using a sinusoidally varying conductance,

Iθ = A sin(2πωt + φ)(V −Vth) (A.8)

where, A is the amplitude of theta rhythm; ω its frequency in Hz. Vth is the threshold

voltage for the theta drive.

In addition to a constant depolarizing input, a sequential pulse like input was used

to drive the inhibitory interneurons. The temporal profile of the transient external

pulse for an interneuron i is given by,

Ii
pulse =


pi
∨ if t < ti

s,min

pi
∧ + (pi

∨ − pi
∧)e(t−ts,k)/τr if ti

s,k <= t < ti
e,k

pi
∧ + (pi

∨ − pi
∧)e

(t−te,k)/τf if t > ti
e,k

(A.9)

The baseline value of the pulse was set to, pi
∨. At time, ti

s,k, to rose to a maxi-

mum, pi
∧, with a rise time of τr. At ti

e,k the pulse was switched off and fell to the
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baseline value with a fall time, τf . During a simulation, if the neuron received mul-

tiple pulses, each was indexed by the variable k. Successive pulse-like inputs were

then given to a neighbouring interneurons in successive theta cycles. The start time

of a pulse to the ith neuron was calculated using the following prescription,

ti
s = {t | t = iT + kλ, k = 0, 1, . . . } (A.10)

T, the time between pulses to successive interneurons, matched the period of

the theta oscillation. The time between successive pulses to the same interneuron

was given by λ. In the ring networks simulated here, the pulse visited all the in-

terneurons before arriving back at the same neuron. Therefore we set λ = NT. The

duration of the pulse was set to pwidth. The end time,ti
e,k, of a kth pulse to neuron i is,

ti
e,k = ti

s,k + pwidth (A.11)

A similar sequence of pulses were given to the two rings of interneurons in Figure

6a. The top ring received inputs in a counter-clockwise direction while the order of

inputs to the bottom ring followed a clockwise direction.

A.5 Measure of reliability

To compare the reliability of the responses of the network for a given sequence of in-

puts across noisy trials, we used a measure of similarity between spike trains termed

SPIKE-distance [Kreuz et al., 2013]. This measure can be calculated for each neuron

across all pairs of trials and averaged over time. This value was calculated for a

sub-set of neurons (N = 8) that received input for all the theta frequencies that

were simulated. The distribution of mean reliability across trial for each neuron is

shown in Figure 5c. The analysis were implemented using a Python library, PySpike

[Mulansky and Kreuz, 2016]. A brief summary of the way the method measures

reliability is shown in figure .

All the simulations were performed using a home-grown C++ library, insilico,

that uses odeint, a boost C++ library to solve ordinary differential equations. The

differential equations were integrated using an Euler method with the time step of



A.5. Measure of reliability 83

FIGURE A.1: A brief description of reliability measure. (a) upper panel - three spike trains (SA, SO, SB) are
shown. (b) Instantaneous pairwise spike distance between SA and SO is shown in red. Spike distance
between SB and SO is shown in green. The estimation of spike distance, d(t), between green (SB)
and black (SO) spike trains (green circle) from four corner spike surrounding a point in time, t (where
vertical black line spans the lower and upper panels), is illustrated using the step wise formulae used
in arriving at it. As is clear from the figure, the similar spike trains SO and SA lead to smaller spike
distance measure (red trace - lower panel) as opposed to more dissimilar spike trains SB and SO that
maintain higher value of spike distance throughout (green trace -lower panel). The instantaneous
spike distance also tracks changes in similarity of spike trains over time (green trace - lower panel)

.
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0.01ms. The codes for running the simulations and analysing the outputs are avail-

able in the github repository

https://github.com/arunneru/theta_gates_reliable_sequences_mEC.

The odeint library can be found at the following website:

http://headmyshoulder.github.io/odeint-v2/.

A.6 Inheriting phase precession

Previous models explain how phase precession can be generated by interneurons.

We have assumed that the interneurons are already phase precessing and connected

them to a single stellate cell. Instead of explicitly modeling each interneuron we

have generated artificial spike generators that simulate the phase precession. As

neurons are successively recruited into the cycles of theta oscillations from line of

interneurons, the temporal profile of inhibitory post synaptic currents onto a single

stellate cell, within a cycle, changes dynamically. The inhibition onto the stellate

cell as a function of the phase of theta in a cycle changes in a predictable manner

as dictated by the connectivity profile of the inhibitory synapses from a line of in-

terneurons. Thus the number of artificial simulators are further reduced to equal

the fixed number of inhibitory neurons firing within a cycle of theta. The inhibition

onto a single stellate cell is dynamically changed on every theta cycle to simulate the

different connecctivity profile modeled.

https://github.com/arunneru/theta_gates_reliable_sequences_mEC
http://headmyshoulder.github.io/odeint-v2/
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Ion channel

Current

and

Its kinetics

Maximal conductance

and

Reversal potential

Stellate cell

sodium

INa = gNam3h(v− ENa)

αm = −0.1(v + 23)/(e−0.1(v+23) − 1)

βm = 4e−(v+48)/18

αh = 0.07e−(v+37.0)/20

βh = 1/(e−0.1(v+7) + 1)

gNa = 52

ENa = 55

potassium

IK = gKn4(v− EK)

αn = −0.01(v + 27)/(e−0.1(v+27) − 1)

βn = 0.125e−(v+37)/80

gK = 11

EK = −90

persistent sodium

INaP = gNaPms(v− ENa)

τms = 0.15

ms∞ = 1/(1 + e−(v+38)/6.5)

gNaP = 0.5

HCN

Ih = gh(0.65mh f + 0.35mhs)(v− Eh)

mhs∞ = 1/(1 + e(v+2.83)/15.9)58

τmhs = 5.6/(e(v−1.7)/14 + e−(v+260)/43)) + 1

mh f∞ = 1/(1 + e(v+79.2)/9.78)

τmh f = 0.51/(e(v−1.7)/10 + e−(v+340)/52) + 1

gh = 1.5

Eh = −20

Interneuron
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sodium

INa = gNam3h(v− ENa)

αm = 0.1(v + 35)/(1− e−(v+35)/10)

βm = 4e−(v+60)/18

αh = 0.07e(v+58)/20

βh = 1/(e−0.1(v+28) + 1)

gNa = 35

ENa = 55

potassium

IK = gKn4(v− EK)

αn = 0.01(v + 34)/(1− e−0.1(v+34))

βn = 0.125e−(v+44)/80

gK = 9

EK = −90

TABLE A.1: Functional form of conductances and gating variables

Parameter Symbol Value

Synapse

Maximal mutual inhibition conductance gii 1.0 mS/cm2

Maximal inhibitory conductance onto stellate cells gie 0.6 mS/cm2

Maximal excitatory conductance onto inhibitory interneurons gei 0.03 mS/cm2

Forward rate of inhibitory synapse αs,inh 3.33 s−1

Reverse rate of inhibitory synapse βs,inh 0.11 s−1

Forward rate of excitatory synapse αs,exc 100.0 s−1

Reverse rate of excitatory synapse βs,exc 0.33 s−1

Input

External current to stellate cells Iexts -2.7 µA/cm2

External current onto interneurons Iexti 0.2 µA/cm2

Baseline pulse current for interneuron p∨,i -0.05 µA/cm2

Maximum pulse current for interneuron p∧,i 1.0 µA/cm2

Amplitude of theta drive A 0.04 mS/cm2

Threshold voltage for theta drive Vth -80 mV

TABLE A.2: List of default network and input parameters
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Licensed Content Publication Nature Neuroscience

Licensed Content Title Theta phase–specific codes for two-dimensional position, trajectory

and heading in the hippocampus

Licensed Content Author John R Huxter, Timothy J Senior, Kevin Allen, Jozsef Csicsvari

Licensed Content Date Apr 20, 2008

Licensed Content Volume 11

Licensed Content Issue 5

Type of Use Thesis/Dissertation

Requestor type academic/university or research institute

Format print and electronic

Portion figures/tables/illustrations

Number of

figures/tables/illustrations

1

High-res required no

Will you be translating? no

Circulation/distribution <501

Author of this Springer

Nature content

no

Title Graduate student

Institution name IISER PUNE

Expected presentation date Aug 2019

Portions Supplementary Figure S5 a

Requestor Location IISER Pune

 Biology Division, Main building,

 IISER Pune,

 Dr.Homi Bhabha Road, Pashan

 Pune, MAHARASHTRA 411008

 India

 Attn: IISER Pune

Total 0.00 USD

Terms and Conditions

Springer Nature Terms and Conditions for RightsLink Permissions
Springer Nature Customer Service Centre GmbH (the Licensor) hereby grants you a
non-exclusive, world-wide licence to reproduce the material and for the purpose and
requirements specified in the attached copy of your order form, and for no other use, subject
to the conditions below:
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1. The Licensor warrants that it has, to the best of its knowledge, the rights to license reuse

of this material. However, you should ensure that the material you are requesting is

original to the Licensor and does not carry the copyright of another entity (as credited in

the published version).

  

If the credit line on any part of the material you have requested indicates that it was

reprinted or adapted with permission from another source, then you should also seek

permission from that source to reuse the material.

  

2. Where print only permission has been granted for a fee, separate permission must be

obtained for any additional electronic re-use. 

  

3. Permission granted free of charge for material in print is also usually granted for any

electronic version of that work, provided that the material is incidental to your work as a

whole and that the electronic version is essentially equivalent to, or substitutes for, the

print version.

  

4. A licence for 'post on a website' is valid for 12 months from the licence date. This licence

does not cover use of full text articles on websites.

  

5. Where 'reuse in a dissertation/thesis' has been selected the following terms apply:

Print rights of the final author's accepted manuscript (for clarity, NOT the published

version) for up to 100 copies, electronic rights for use only on a personal website or

institutional repository as defined by the Sherpa guideline (www.sherpa.ac.uk/romeo/).

  

6. Permission granted for books and journals is granted for the lifetime of the first edition and

does not apply to second and subsequent editions (except where the first edition

permission was granted free of charge or for signatories to the STM Permissions Guidelines

http://www.stm-assoc.org/copyright-legal-affairs/permissions/permissions-guidelines/),

and does not apply for editions in other languages unless additional translation rights have

been granted separately in the licence.

  

7. Rights for additional components such as custom editions and derivatives require additional

permission and may be subject to an additional fee. Please apply to

Journalpermissions@springernature.com/bookpermissions@springernature.com for these

rights.

  

8. The Licensor's permission must be acknowledged next to the licensed material in print. In

electronic form, this acknowledgement must be visible at the same time as the

figures/tables/illustrations or abstract, and must be hyperlinked to the journal/book's

homepage. Our required acknowledgement format is in the Appendix below.

  

9. Use of the material for incidental promotional use, minor editing privileges (this does not

include cropping, adapting, omitting material or any other changes that affect the meaning,

intention or moral rights of the author) and copies for the disabled are permitted under this

licence.

  

10. Minor adaptations of single figures (changes of format, colour and style) do not require the

Licensor's approval. However, the adaptation should be credited as shown in Appendix

below.

  

 
Appendix — Acknowledgements:

 
For Journal Content:

 Reprinted by permission from [the Licensor]: [Journal Publisher (e.g.
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication)

 
For Advance Online Publication papers:

 Reprinted by permission from [the Licensor]: [Journal Publisher (e.g.
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication), advance
online publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM].)
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For Adaptations/Translations:
 Adapted/Translated by permission from [the Licensor]: [Journal Publisher (e.g.

Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication)

Note: For any republication from the British Journal of Cancer, the following
credit line style applies:

Reprinted/adapted/translated by permission from [the Licensor]: on behalf of Cancer
Research UK: : [Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL
NAME] [REFERENCE CITATION (Article name, Author(s) Name),
[COPYRIGHT] (year of publication)

For Advance Online Publication papers:
 Reprinted by permission from The [the Licensor]: on behalf of Cancer Research UK:

[Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL NAME]
[REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] (year
of publication), advance online publication, day month year (doi: 10.1038/sj.
[JOURNAL ACRONYM])

For Book content:
 Reprinted/adapted by permission from [the Licensor]: [Book Publisher (e.g.

Palgrave Macmillan, Springer etc) [Book Title] by [Book author(s)]
[COPYRIGHT] (year of publication)

 
Other Conditions:
 
Version  1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or

+1-978-646-2777.
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SPRINGER NATURE LICENSE

 TERMS AND CONDITIONS

Jun 07, 2019

 
This Agreement between IISER Pune -- Arun Neru Balachandar ("You") and Springer
Nature ("Springer Nature") consists of your license details and the terms and conditions
provided by Springer Nature and Copyright Clearance Center.

License Number 4603460619130

License date Jun 07, 2019

Licensed Content Publisher Springer Nature

Licensed Content Publication Nature

Licensed Content Title Microstructure of a spatial map in the entorhinal cortex

Licensed Content Author Torkel Hafting et al

Licensed Content Date Jun 19, 2005

Type of Use Thesis/Dissertation

Requestor type academic/university or research institute

Format print and electronic

Portion figures/tables/illustrations

Number of

figures/tables/illustrations

1

High-res required no

Will you be translating? no

Circulation/distribution <501

Author of this Springer

Nature content

no

Title Graduate student

Institution name IISER PUNE

Expected presentation date Aug 2019

Portions Figure 3 a

Requestor Location IISER Pune

 Biology Division, Main building,

 IISER Pune,

 Dr.Homi Bhabha Road, Pashan

 Pune, MAHARASHTRA 411008

 India

 Attn: IISER Pune

Total 0.00 USD

Terms and Conditions

Springer Nature Terms and Conditions for RightsLink Permissions
Springer Nature Customer Service Centre GmbH (the Licensor) hereby grants you a
non-exclusive, world-wide licence to reproduce the material and for the purpose and
requirements specified in the attached copy of your order form, and for no other use, subject
to the conditions below:

1. The Licensor warrants that it has, to the best of its knowledge, the rights to license reuse

of this material. However, you should ensure that the material you are requesting is

original to the Licensor and does not carry the copyright of another entity (as credited in

the published version).

  

If the credit line on any part of the material you have requested indicates that it was
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reprinted or adapted with permission from another source, then you should also seek

permission from that source to reuse the material.

  

2. Where print only permission has been granted for a fee, separate permission must be

obtained for any additional electronic re-use. 

  

3. Permission granted free of charge for material in print is also usually granted for any

electronic version of that work, provided that the material is incidental to your work as a

whole and that the electronic version is essentially equivalent to, or substitutes for, the

print version.

  

4. A licence for 'post on a website' is valid for 12 months from the licence date. This licence

does not cover use of full text articles on websites.

  

5. Where 'reuse in a dissertation/thesis' has been selected the following terms apply:

Print rights of the final author's accepted manuscript (for clarity, NOT the published

version) for up to 100 copies, electronic rights for use only on a personal website or

institutional repository as defined by the Sherpa guideline (www.sherpa.ac.uk/romeo/).

  

6. Permission granted for books and journals is granted for the lifetime of the first edition and

does not apply to second and subsequent editions (except where the first edition

permission was granted free of charge or for signatories to the STM Permissions Guidelines

http://www.stm-assoc.org/copyright-legal-affairs/permissions/permissions-guidelines/),

and does not apply for editions in other languages unless additional translation rights have

been granted separately in the licence.

  

7. Rights for additional components such as custom editions and derivatives require additional

permission and may be subject to an additional fee. Please apply to

Journalpermissions@springernature.com/bookpermissions@springernature.com for these

rights.

  

8. The Licensor's permission must be acknowledged next to the licensed material in print. In

electronic form, this acknowledgement must be visible at the same time as the

figures/tables/illustrations or abstract, and must be hyperlinked to the journal/book's

homepage. Our required acknowledgement format is in the Appendix below.

  

9. Use of the material for incidental promotional use, minor editing privileges (this does not

include cropping, adapting, omitting material or any other changes that affect the meaning,

intention or moral rights of the author) and copies for the disabled are permitted under this

licence.

  

10. Minor adaptations of single figures (changes of format, colour and style) do not require the

Licensor's approval. However, the adaptation should be credited as shown in Appendix

below.

  

 
Appendix — Acknowledgements:

 
For Journal Content:

 Reprinted by permission from [the Licensor]: [Journal Publisher (e.g.
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication)

 
For Advance Online Publication papers:

 Reprinted by permission from [the Licensor]: [Journal Publisher (e.g.
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication), advance
online publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM].)

For Adaptations/Translations:
 Adapted/Translated by permission from [the Licensor]: [Journal Publisher (e.g.

Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication)
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Note: For any republication from the British Journal of Cancer, the following
credit line style applies:

Reprinted/adapted/translated by permission from [the Licensor]: on behalf of Cancer
Research UK: : [Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL
NAME] [REFERENCE CITATION (Article name, Author(s) Name),
[COPYRIGHT] (year of publication)

For Advance Online Publication papers:
 Reprinted by permission from The [the Licensor]: on behalf of Cancer Research UK:

[Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL NAME]
[REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] (year
of publication), advance online publication, day month year (doi: 10.1038/sj.
[JOURNAL ACRONYM])

For Book content:
 Reprinted/adapted by permission from [the Licensor]: [Book Publisher (e.g.

Palgrave Macmillan, Springer etc) [Book Title] by [Book author(s)]
[COPYRIGHT] (year of publication)

 
Other Conditions:
 
Version  1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or

+1-978-646-2777.
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THE AMERICAN ASSOCIATION FOR THE ADVANCEMENT OF SCIENCE LICENSE

 TERMS AND CONDITIONS

May 20, 2019

 
This Agreement between IISER Pune -- Arun Neru Balachandar ("You") and The American
Association for the Advancement of Science ("The American Association for the
Advancement of Science") consists of your license details and the terms and conditions
provided by The American Association for the Advancement of Science and Copyright
Clearance Center.

License Number 4593081334500

License date May 20, 2019

Licensed Content Publisher The American Association for the Advancement of Science

Licensed Content Publication Science

Licensed Content Title Internally Generated Cell Assembly Sequences in the Rat

Hippocampus

Licensed Content Author Eva Pastalkova,Vladimir Itskov,Asohan Amarasingham,György

Buzsáki

Licensed Content Date Sep 5, 2008

Licensed Content Volume 321

Licensed Content Issue 5894

Volume number 321

Issue number 5894

Type of Use Thesis / Dissertation

Requestor type Scientist/individual at a research institution

Format Print and electronic

Portion Figure

Number of figures/tables 1

Order reference number

Title of your thesis /

dissertation

Graduate student

Expected completion date Aug 2019

Estimated size(pages) 1

Requestor Location IISER Pune

 Biology Division, Main building,

 IISER Pune,

 Dr.Homi Bhabha Road, Pashan

 Pune, MAHARASHTRA 411008

 India

 Attn: IISER Pune

Total 0.00 USD

Terms and Conditions

American Association for the Advancement of Science TERMS AND CONDITIONS
Regarding your request, we are pleased to grant you non-exclusive, non-transferable
permission, to republish the AAAS material identified above in your work identified above,
subject to the terms and conditions herein. We must be contacted for permission for any uses
other than those specifically identified in your request above.
The following credit line must be printed along with the AAAS material: "From [Full
Reference Citation]. Reprinted with permission from AAAS."
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All required credit lines and notices must be visible any time a user accesses any part of the
AAAS material and must appear on any printed copies and authorized user might make.
This permission does not apply to figures / photos / artwork or any other content or materials
included in your work that are credited to non-AAAS sources. If the requested material is
sourced to or references non-AAAS sources, you must obtain authorization from that source
as well before using that material. You agree to hold harmless and indemnify AAAS against
any claims arising from your use of any content in your work that is credited to non-AAAS
sources.
If the AAAS material covered by this permission was published in Science during the years
1974 - 1994, you must also obtain permission from the author, who may grant or withhold
permission, and who may or may not charge a fee if permission is granted. See original
article for author's address. This condition does not apply to news articles.
The AAAS material may not be modified or altered except that figures and tables may be
modified with permission from the author. Author permission for any such changes must be
secured prior to your use.
Whenever possible, we ask that electronic uses of the AAAS material permitted herein
include a hyperlink to the original work on AAAS's website (hyperlink may be embedded in
the reference citation).
AAAS material reproduced in your work identified herein must not account for more than
30% of the total contents of that work.
AAAS must publish the full paper prior to use of any text.
AAAS material must not imply any endorsement by the American Association for the
Advancement of Science.
This permission is not valid for the use of the AAAS and/or Science logos.
AAAS makes no representations or warranties as to the accuracy of any information
contained in the AAAS material covered by this permission, including any warranties of
merchantability or fitness for a particular purpose.
If permission fees for this use are waived, please note that AAAS reserves the right to charge
for reproduction of this material in the future.
Permission is not valid unless payment is received within sixty (60) days of the issuance of
this permission. If payment is not received within this time period then all rights granted
herein shall be revoked and this permission will be considered null and void.
In the event of breach of any of the terms and conditions herein or any of CCC's Billing and
Payment terms and conditions, all rights granted herein shall be revoked and this permission
will be considered null and void.
AAAS reserves the right to terminate this permission and all rights granted herein at its
discretion, for any purpose, at any time. In the event that AAAS elects to terminate this
permission, you will have no further right to publish, publicly perform, publicly display,
distribute or otherwise use any matter in which the AAAS content had been included, and all
fees paid hereunder shall be fully refunded to you. Notification of termination will be sent to
the contact information as supplied by you during the request process and termination shall
be immediate upon sending the notice. Neither AAAS nor CCC shall be liable for any costs,
expenses, or damages you may incur as a result of the termination of this permission, beyond
the refund noted above.
This Permission may not be amended except by written document signed by both parties.
The terms above are applicable to all permissions granted for the use of AAAS material.
Below you will find additional conditions that apply to your particular type of use.
FOR A THESIS OR DISSERTATION

 If you are using figure(s)/table(s), permission is granted for use in print and electronic
versions of your dissertation or thesis. A full text article may be used in print versions only
of a dissertation or thesis.
Permission covers the distribution of your dissertation or thesis on demand by ProQuest /
UMI, provided the AAAS material covered by this permission remains in situ.
If you are an Original Author on the AAAS article being reproduced, please refer to your
License to Publish for rules on reproducing your paper in a dissertation or thesis.
FOR JOURNALS:

 Permission covers both print and electronic versions of your journal article, however the
AAAS material may not be used in any manner other than within the context of your article.
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FOR BOOKS/TEXTBOOKS:
 If this license is to reuse figures/tables, then permission is granted for non-exclusive world

rights in all languages in both print and electronic formats (electronic formats are defined
below).
If this license is to reuse a text excerpt or a full text article, then permission is granted for
non-exclusive world rights in English only. You have the option of securing either print or
electronic rights or both, but electronic rights are not automatically granted and do garner
additional fees. Permission for translations of text excerpts or full text articles into other
languages must be obtained separately.
Licenses granted for use of AAAS material in electronic format books/textbooks are valid
only in cases where the electronic version is equivalent to or substitutes for the print version
of the book/textbook. The AAAS material reproduced as permitted herein must remain in
situ and must not be exploited separately (for example, if permission covers the use of a full
text article, the article may not be offered for access or for purchase as a stand-alone unit),
except in the case of permitted textbook companions as noted below.
You must include the following notice in any electronic versions, either adjacent to the
reprinted AAAS material or in the terms and conditions for use of your electronic products:
"Readers may view, browse, and/or download material for temporary copying purposes only,
provided these uses are for noncommercial personal purposes. Except as provided by law,
this material may not be further reproduced, distributed, transmitted, modified, adapted,
performed, displayed, published, or sold in whole or in part, without prior written permission
from the publisher."
If your book is an academic textbook, permission covers the following companions to your
textbook, provided such companions are distributed only in conjunction with your textbook
at no additional cost to the user:
 
- Password-protected website

 - Instructor's image CD/DVD and/or PowerPoint resource
 - Student CD/DVD

All companions must contain instructions to users that the AAAS material may be used for
non-commercial, classroom purposes only. Any other uses require the prior written
permission from AAAS.
If your license is for the use of AAAS Figures/Tables, then the electronic rights granted
herein permit use of the Licensed Material in any Custom Databases that you distribute the
electronic versions of your textbook through, so long as the Licensed Material remains
within the context of a chapter of the title identified in your request and cannot be
downloaded by a user as an independent image file.
Rights also extend to copies/files of your Work (as described above) that you are required to
provide for use by the visually and/or print disabled in compliance with state and federal
laws.
This permission only covers a single edition of your work as identified in your request.
FOR NEWSLETTERS:

 Permission covers print and/or electronic versions, provided the AAAS material reproduced
as permitted herein remains in situ and is not exploited separately (for example, if
permission covers the use of a full text article, the article may not be offered for access or for
purchase as a stand-alone unit)
FOR ANNUAL REPORTS:

 Permission covers print and electronic versions provided the AAAS material reproduced as
permitted herein remains in situ and is not exploited separately (for example, if permission
covers the use of a full text article, the article may not be offered for access or for purchase
as a stand-alone unit)
FOR PROMOTIONAL/MARKETING USES:

 Permission covers the use of AAAS material in promotional or marketing pieces such as
information packets, media kits, product slide kits, brochures, or flyers limited to a single
print run. The AAAS Material may not be used in any manner which implies endorsement or
promotion by the American Association for the Advancement of Science (AAAS) or
Science of any product or service. AAAS does not permit the reproduction of its name, logo
or text on promotional literature.
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SPRINGER NATURE LICENSE

 TERMS AND CONDITIONS

May 20, 2019

 
This Agreement between IISER Pune -- Arun Neru Balachandar ("You") and Springer
Nature ("Springer Nature") consists of your license details and the terms and conditions
provided by Springer Nature and Copyright Clearance Center.

License Number 4593150304814

License date May 20, 2019

Licensed Content Publisher Springer Nature

Licensed Content Publication Nature

Licensed Content Title Mapping of a non-spatial dimension by the hippocampal–entorhinal

circuit

Licensed Content Author Dmitriy Aronov, Rhino Nevers, David W. Tank

Licensed Content Date Mar 29, 2017

Licensed Content Volume 543

Licensed Content Issue 7647

Type of Use Thesis/Dissertation

Requestor type academic/university or research institute

Format print and electronic

Portion figures/tables/illustrations

Number of

figures/tables/illustrations

2

High-res required no

Will you be translating? no

Circulation/distribution <501

Author of this Springer

Nature content

no

Title Graduate student

Institution name IISER PUNE

Expected presentation date Aug 2019

Portions Figure 1 and Figure 2

Requestor Location IISER Pune

 Biology Division, Main building,

 IISER Pune,

 Dr.Homi Bhabha Road, Pashan

 Pune, MAHARASHTRA 411008

 India

 Attn: IISER Pune

Total 0.00 USD

Terms and Conditions

Springer Nature Terms and Conditions for RightsLink Permissions
Springer Nature Customer Service Centre GmbH (the Licensor) hereby grants you a
non-exclusive, world-wide licence to reproduce the material and for the purpose and
requirements specified in the attached copy of your order form, and for no other use, subject
to the conditions below:
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1. The Licensor warrants that it has, to the best of its knowledge, the rights to license reuse

of this material. However, you should ensure that the material you are requesting is

original to the Licensor and does not carry the copyright of another entity (as credited in

the published version).

  

If the credit line on any part of the material you have requested indicates that it was

reprinted or adapted with permission from another source, then you should also seek

permission from that source to reuse the material.

  

2. Where print only permission has been granted for a fee, separate permission must be

obtained for any additional electronic re-use. 

  

3. Permission granted free of charge for material in print is also usually granted for any

electronic version of that work, provided that the material is incidental to your work as a

whole and that the electronic version is essentially equivalent to, or substitutes for, the

print version.

  

4. A licence for 'post on a website' is valid for 12 months from the licence date. This licence

does not cover use of full text articles on websites.

  

5. Where 'reuse in a dissertation/thesis' has been selected the following terms apply:

Print rights of the final author's accepted manuscript (for clarity, NOT the published

version) for up to 100 copies, electronic rights for use only on a personal website or

institutional repository as defined by the Sherpa guideline (www.sherpa.ac.uk/romeo/).

  

6. Permission granted for books and journals is granted for the lifetime of the first edition and

does not apply to second and subsequent editions (except where the first edition

permission was granted free of charge or for signatories to the STM Permissions Guidelines

http://www.stm-assoc.org/copyright-legal-affairs/permissions/permissions-guidelines/),

and does not apply for editions in other languages unless additional translation rights have

been granted separately in the licence.

  

7. Rights for additional components such as custom editions and derivatives require additional

permission and may be subject to an additional fee. Please apply to

Journalpermissions@springernature.com/bookpermissions@springernature.com for these

rights.

  

8. The Licensor's permission must be acknowledged next to the licensed material in print. In

electronic form, this acknowledgement must be visible at the same time as the

figures/tables/illustrations or abstract, and must be hyperlinked to the journal/book's

homepage. Our required acknowledgement format is in the Appendix below.

  

9. Use of the material for incidental promotional use, minor editing privileges (this does not

include cropping, adapting, omitting material or any other changes that affect the meaning,

intention or moral rights of the author) and copies for the disabled are permitted under this

licence.

  

10. Minor adaptations of single figures (changes of format, colour and style) do not require the

Licensor's approval. However, the adaptation should be credited as shown in Appendix

below.

  

 
Appendix — Acknowledgements:

 
For Journal Content:

 Reprinted by permission from [the Licensor]: [Journal Publisher (e.g.
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication)

 
For Advance Online Publication papers:

 Reprinted by permission from [the Licensor]: [Journal Publisher (e.g.
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication), advance
online publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM].)
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For Adaptations/Translations:
 Adapted/Translated by permission from [the Licensor]: [Journal Publisher (e.g.

Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION
(Article name, Author(s) Name), [COPYRIGHT] (year of publication)

Note: For any republication from the British Journal of Cancer, the following
credit line style applies:

Reprinted/adapted/translated by permission from [the Licensor]: on behalf of Cancer
Research UK: : [Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL
NAME] [REFERENCE CITATION (Article name, Author(s) Name),
[COPYRIGHT] (year of publication)

For Advance Online Publication papers:
 Reprinted by permission from The [the Licensor]: on behalf of Cancer Research UK:

[Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL NAME]
[REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] (year
of publication), advance online publication, day month year (doi: 10.1038/sj.
[JOURNAL ACRONYM])

For Book content:
 Reprinted/adapted by permission from [the Licensor]: [Book Publisher (e.g.

Palgrave Macmillan, Springer etc) [Book Title] by [Book author(s)]
[COPYRIGHT] (year of publication)

 
Other Conditions:
 
Version  1.1
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or

+1-978-646-2777.
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SPRINGER NATURE LICENSE

 TERMS AND CONDITIONS
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