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Abstract

Standard Model of elementary particles (SM) explains various physical phenomena
occurring in the world around us in the terms of participating fundamental par-
ticles and interactions among these particles. The particle family of the model is
completed with the long sought Higgs boson of mass 125 GeV by the CMS and AT-
LAS experiments at the Large Hadron Collider in 2012. The SM, however, is largely
accepted to be incomplete as it does not explain theoretical stability of the Higgs
boson mass, or explain observed dark matter in the universe, or incorporate gravity
to name a few. Many beyond SM theories are postulated to overcome limitations
of the SM. One of such theories is Supersymmetry (SUSY). SUSY models predict a
partner to every SM particle, which differs by spin half from the SM counterpart.
These particles are expected to be more massive than their SM cousins.

This thesis presents a search for SUSY in a final state with multiple jets, b-jets and
large missing transverse momentum. The search is performed using 137 fb−1data
collected by CMS experiment at LHC, over the years 2016, 2017 and 2018 using
proton-proton collisions at centre of mass energy of 13 TeV. The SM events and
different SUSY topologies which also give the same final state are considered. No
signature for SUSY is found based on this analysis. The limits are put on differ-
ent SUSY scenarios with squark and gluino pair production. Depending on model,
gluinos with mass up to 2-2.3 TeV and squarks with mass 1.1-1.6 TeV are probed at
95% confidence level.
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Chapter 1

Introduction

Scientific endeavours are mostly carried out to understand the phenomena observed
in nature, and most of them as well influence, impact and benefit human kind in
long term. The Large Hadron Collider (LHC) project at Geneva (Switzerland) is a
collaboration of around 100 countries across the world, is one such unprecedented
large scientific effort. It is established with an aim to answer some of the burning
questions posed by particle physics and astrophysical observations.

Standard Model (SM) [1–3] is a theory of fundamental particles and their inter-
actions which successfully explains a large amount of natural phenomena occurring
in the universe around us. In the SM, the spin-half particles, leptons and quarks con-
stitute the fundamental blocks of matter. Gauge bosons, W, Z, photon and gluons,
carry one unit of spin, and are responsible for mediating various interactions among
particles. The electromagnetic force experienced by particles carrying electric charge
is mediated by photon. The weak force is mediated by W and Z bosons, in which
W is responsible for phenomena like radioactive decays, while Z boson mediates
neutral, weak interactions. The protons and neutrons within an atomic nucleus are
bound together by strong force, overcoming repulsive electric forces among protons.
The strong force is mediated by gluons. The masses of elementary particles are un-
derstood to originate from interactions with the Higgs boson field.

Despite of being a very successful theory supported by many collider and non-
collider experimental observations, we know that the SM is still an incomplete the-
ory. It does not have answers to many puzzles posed by nature like the composition
of dark matter [4, 5], dominance of matter over anti-matter [6, 7], theoretical mass
stability of recently discovered Higgs boson [8, 9], and incorporating fundamental
gravitational force within it to name a few [10]. Believing the intuition based on
development of the particle physics in past, it seems quite possible that the SM is
only a partial manifestation of some more complete theory whose remaining con-
stituents are still to be discovered. Many new theories are postulated to overcome
shortcomings of the SM. Supersymmetry (SUSY) is one of such beyond SM (BSM)
theory, which can possibly answer some of these unresolved questions. The SUSY
postulates a counterpart for every SM field differing by a spin-half unit, and hence
predicts many new particles. These particles, if exist in nature, are expected to be
much heavier than their SM cousins as they have not yet already been observed. To
produce such heavy particles in laboratory, we need very high energies, beyond the
energy ranges exploited through accelerator experiments ever before.

At LHC, two proton beams are collided at centre of mass energy of 13 TeV, the
highest collision energy ever achieved in a particle collider. When these relativistic
protons collide, energy gets converted into mass, and heavy particles can be pro-
duced with mass of TeV range (if these exist in nature). The outcomes of collision
are detected and recorded, at four different detectors installed on the LHC ring. The
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Compact Muon Solenoid (CMS) is one of the two general purpose detectors de-
signed to study outcome of proton proton collisions. A Toroidal LHC ApparatuS
(ATLAS) is the another general purpose detector. This thesis describes a search for
SUSY particles in multijets and missing transverse momentum final state using data
equivalent of 137 fb−1 integrated luminosity, collected by CMS experiment over
years 2016, 2017 and 2018 (called full Run 2 or legacy dataset).

The SUSY search strategies at both the ATLAS and CMS experiments can be
broadly divided into categories like inclusive or generic searches based on final state
signatures of jets, MET and zero or more leptons, and targeted searches leveraging
on full mass reconstruction of SM particles (Z, W, H or top including the boosted ob-
ject tagging). The inclusive searches mainly target processes with large production
cross sections for gluinos and squarks [11–14]. The approach of not tuning to specific
models for this search has benefit of simultaneous coverage to a large and diverse
strongly produced SUSY phase space. While the zero or one lepton final states bene-
fit from large branching fractions of SM particles (Ws or Zs) to quarks, the multilep-
ton final states are relatively cleaner with lesser background contributions. Hence
these searches performed in exclusive final states have different background com-
position, systematic uncertainties, and will provide a concrete cross-check in case
of potential new discoveries. The sensitivity to stop pair production is enhanced
by tagging the top-quarks in boosted regime, or constructing their masses using re-
solved decay products [15, 16]. Production cross section of both charged and neutral
electroweakinos is very low and generally with small amount of hadronic activity.
Such events are best triggered based on leptonic signatures which also makes the
backgrounds smaller as compared to zero lepton searches. With well understood
detectors and huge amount of data, the experiments are also extending searches to
unusual topologies resulting from long lived particles, or soft leptons results from
compressed particle spectra models [17, 18].

The SUSY search described in this thesis, is an extension of the analysis with 13
TeV collision data, first carried out with 2.3 fb−1 back in the year 2015 [13]. From
2015 to 2019, the analysis has gone through multiple evolutions to accommodate the
increased amount of collected data and the changes in detector response over time. I
directly contributed to the results published by this analysis with 35.9 fb−1 of CMS
data in year 2017 [19] and 137 fb−1 of full Run 2 data in year 2019 [20]. These two
milestone results included major evolutionary steps of going from 72 independent
search regions to 174 independent search regions accommodating lowering jet multi-
plicity to explore compressed SUSY phase space. Such a detailed exploration of data
in multiple dimensions of jets, b-jets, HT and MHT required revisiting the methods
to estimate the SM backgrounds. I made a detailed study of the data driven method
using tau-response templates hadronic tau background estimation in 2015 publica-
tion, and identified several lacunae related to kinematic distributions of muon and
tau leptons which brought the estimated hadronic tau background yield closer to the
expected, as summarized in chapter 6. In the full Run2 analysis based on 2016-2018
data, I worked on updating the two independent background strategies of event
by event lost lepton estimation and tau template method for hadronic tau estima-
tion by a new independent strategy using average transfer factors to obtain signal
region yields starting from control regions in data. Hence, I integrated the estima-
tion of these two major SM background components together (comprising around
50% of total background). I took a lead in understanding the challenges posed by
data quality during legacy analysis, mainly devising the strategies to mitigate the
effects of fake MHT due to successively degrading response of electromagnetic end-
cap detectors across the full dataset, and failure of a section of hadron calorimeter
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endcap in 2018 data. I presented these studies in the CMS SUSY meetings as well as
in CMS JetMET group, and these methods are used by various other analysis in the
SUSY group. The current version of analysis has successfully extended gluino mass
exclusion from 1600 GeV in year 2015 to 2310 GeV in 2019, with the full Run 2 data.

In addition to the SUSY search analysis, I invested significant time on FastSim
calorimetry project. The project was aimed at improving the performance of Fast
Simulation (FastSim), a widely used simulation technique in SUSY sample genera-
tion (50 K to few million events for a single point on SUSY mass scan). I started with
basic kinematic comparisons of FastSim versus FullSim, where FullSim uses Geant4
based detail detector simulation and is well tested using test beam data. These com-
parisons lead to the understanding of the origin of observed discrepancies in Fast-
Sim when compared to FullSim. As a step towards improving the performance of
Fast simulation, I developed a new parameterized form to model hadron shower
starting position and its transverse shower development in FastSim. The perfor-
mance of this new parameterized model is also validated against Geant4 and found
to be better by orders of magnitude at many places as compared to existing FastSim
models in use.

The thesis has elaborative discussion on the strategy used in the analysis work
and also summarizes to the reader the SUSY phase space exclusion achieved based
on this analysis. It also talks about the methodical investigation done to understand
limitations of existing FastSim model and the progress made towards its improve-
ment. The thesis is structured as follows. Chapter 2 gives a brief introduction to
the SM and motivates why one should search for SUSY. Chapter 3 explains the basic
experimental set up used at CMS detector to collect data. As detector conditions are
evolving continuously due to exposure to radiation, it becomes important to under-
stand data very well to not get mislead by any anomalous signal in detector. Later
part of chapter 3 discusses how various issues with legacy data quality were han-
dled during this SUSY search. Chapter 4 discusses role of Monte Carlo simulations
in such SUSY search, and in particular various studies carried out to improve perfor-
mance of Fast Simulation which has key role in SUSY sample generation. Chapter 5
starts with basic details of SUSY analysis discussed in this thesis and introduction to
background estimation. Chapter 6 is devoted to details of two different background
estimation strategies, tau template and average transfer factor, implemented as ma-
jor parts of this thesis work. At the end, chapter 7 summarizes results and conclu-
sions of this analysis.
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Chapter 2

Standard Model and
Supersymmetry

2.1 Standard Model of elementary particles

Standard Model (SM) has been an immensely successful theory in explaining the
fundamental constituents of matter and interactions among them. The particles in
this theory can be classified into three categories. Fermions form a group of elemen-
tary particles which are fundamental constituents of known matter. Gauge bosons is
a set of particles which act as mediators for weak, electromagnetic and strong forces.
The Higgs boson, the recently discovered scalar boson, interaction with which gives
rise to nonzero mass to fermions and weak interaction gauge bosons. The theory is
tested to a very high precision by a series of accelerator experiments carried at LEP,
Tevatron and LHC [21–24]. The success of this theory is two fold. It explained and
supported most of the experimental observations. Secondly, many of its predictions
based on theoretical perspective later got confirmed through experimental observa-
tions. As an example, precision measurements at LEP [22] tested electroweak theory
to per mill precision level.

2.1.1 Fermions

Fermions have characteristic half-integral spin as the name suggests. Leptons and
quarks fall in this category, with three generations for each based on mass heirarchy
[25]. Table 2.1 shows particle content with their fundamental properties for fermion
class. There is an associated antiparticle to every particle, such that all quantum
numbers for antiparticle are opposite to that of particle. Three lepton generations
have individual associated quantum numbers, Le, Lµ and Lτ . Le =1 for first gener-
ation, Lµ =1 for second generation and Lτ =1 for third generation. In quark sector,
quantum number called charm (C=1), strangeness (S=1), bottomness (b=1) and top-
ness (t=1) are associated to quarks c, s, b and t respectively. For u and d quarks,
relevant quantum numbers associated are the third component of isospin I3 =1/2
and I3 =-1/2 respectively.

2.1.2 Bosons

Table 2.2 shows particle content of boson category. Bosons possess integer spin. The
Gluon (g), photon (γ), W and Z are vector bosons with spin one. Higgs boson is a
scalar boson with spin zero. The W boson having -1 charge has an antiparticle with
equal and opposite charge. Vector bosons act as mediators of various forces and
their masses decide the range of mediated force. Gluons and photon are massless
and act as mediator for strong and electromagnetic force respectively, while W±,
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TABLE 2.1: Fermions

spin class generation particles mass (MeV) charge (Q)

1/2 leptons 1st νe ≤ 2 ×10−6 0
e 0.511 -1/2

2nd νµ ≤ 0.19 0
µ 105.7 -1/2

3rd ντ ≤ 18.2 0
τ 1777 -1/2

1/2 quarks 1st u 2.2 2/3
d 4.7 -1/3

2nd c 1.275 ×103 2/3
s 95 -1/3

3rd t 173.1 ×103 2/3
b 4.18 ×103 -1/3

Z0 are massive gauge bosons which mediate weak force. The scalar particle, Higgs
boson is responsible for masses of fermions and bosons.

TABLE 2.2: Bosons

particle mass (GeV) charge (Q) spin

g 0 0 1
γ 0 0 1
W 80.4 -1 1
Z 91.2 0 1
H 125.2 0 0

2.1.3 Fundamental interactions

The SM lagrangian is obtained by imposing three local gauge invariances on quark
and lepton field vectors: U(1)Y ⊗ SU(2)L ⊗ SU(3)C. According to Noether’s the-
orem, coupling of quark or lepton fields with gauge fields arises naturally as a re-
sult of imposed invariance. Photon is a gauge field associated to U(1) symmetry,
SU(2)L gauge symmetry gives rise to three weak vector bosons W+, W− and Z0

and SU(3)C symmetry implies existence of eight gluons. Here the generic property
of SU(n) group that it has n2 − 1 independent generators, allows 3 and 8 gauge
bosons (which are independent generators) for SU(2)L isospin and SU(3)C color
symmetry respectively. In total, the SM thus has twelve force carrying gauge parti-
cles. Conserved quantities from U(1)Y, SU(2)L and SU(3)C symmetry are electric
charge (Q), isospin and color respectively [26].

Strong interactions

The SU(3) symmetry of strong interaction forces a quantum number called "color" to
be conserved in any such interaction. Quarks and gluons participate in strong inter-
action. Each of quarks, can have color quantum number R (called "red"), G (called
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"green") or B (called “blue”). Eight gluons which are generators of this group, arise
from unitary, traceless representations of 3×3 matrix and possess a linear combina-
tion of R, G, B colors. Eight independent generators are :

RG, RB, GB, GR, BR, BG, RR−GG/
√

2, RR+GG− 2BB/
√

6

Here "bar" implies anticolor. Anti-quarks possess color opposite to that of quark. At
every quark-gluon and gluon-gluon interaction, color exihibited at either of legs is
so as to conserve color at the vertex. The strength of this interaction increases with
distance. At very small distances, quark-quark coupling strength becomes so small
that quarks within mesons and baryons become almost free (called asymptotic free-
dom) [27, 28]. Beyond ∼ 1 fm, the force among colored objects become so strong
that no color object can have individual identity, but instead they are combined to
form colorless objects, called "hadrons". This process of forming colorless objects
via color exchanges, is called hadronization. The property that quarks and gluons
can not be isolated beyond 1 fm and hence lead to hadronization, is called “color
confinement”. Hadrons come in two categories. Mesons are quark-antiquark com-
position, while baryons are three quark states. For mesons and baryons, “Baryon
number” are equal to zero and one respectively. These quark confined states, obey
generalized Gell-Nishijima formula, which relates total charge (Q), third component
of strong isospin (I3), baryon number (B), strangeness (S), charm (C), bottomness (b)
and topness (t):

Q = e[I3 +
B + S + C + t+ b

2
] (2.1)

Proton is the lightest baryon with valence quark composition “uud” which pos-
sesses RGB color combination to make the proton color neutral. These valence
quarks are embedded within a sea of gluons and non-valence quarks. Quarks and
gluons within proton are together called as “partons”. During energetic proton-
proton collision at LHC, at fundamental level, the interacting partons from two pro-
ton beams get enough energy to move apart from each other. But due to color con-
finement, these can not be isolated and combine with quarks and gluons sponta-
neously formed at the dispense of their potential energy to form a spray of colorless
hadrons which gets boosted in the direction of net momentum carried by interact-
ing partons. In experimental terms, this spray of boosted hadrons is called a “jet”.
As LHC is a hadron machine (as protons are hadrons), strong interactions dominate
over direct production of electroweak processes.

Electromagnetic interactions

All charged particles undergo electromagnetic interaction via photon exchange. As
photon is massless, electromagnetic force has infinite range. Electric charge and par-
ity conservation is respected at every photon-fermion interaction vertex. As photon
does not possess electric charge, it can not have self interaction. As a result, tripho-
ton vertex does not exist unlike trigluon vertex in case of strong interaction, where
gluons themselves possess color charge. The popping up of electromagnetic com-
ponent (electrons, photons) in hadron machine like LHC, starts with a fundamental
process π0 → 2γ, where π0s are copiously produced in hadronization of quarks and
gluons. So even though, direct production of electroweak bosons is rarer compared
to strong interactions, electromagnetic components (electrons and photons) are not
that rarer at LHC because of π0s. The typical time scale of this process is 10−17s.
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Weak interactions

The SU(2) isopin symmetry imparts left handed fermions with I3 = ± 1/2 paired up
to form a doublet (νL, eL). Particles in these doublet interact via W and Z bosons.
Weak force is mediated by W and Z bosons and is experienced by particles carrying
weak hypercharge Y. Left handed fermions have Y=-1 and weak force experienced
is proportional to Y. The electric charge Q, I3 and Y are connected by Gell-Mann-
Nishijima formula

Q = e[I3 +
Y

2
] (2.2)

As an example, electron has I3 =-1/2, Y=-1/2, hence Q=-e. In the SM, neutrinos
are massless and do not have right handed counterparts. Right handed counter-
parts of fermions like electron, muon do not participate in weak interaction; and are
represented as isospin singlets.

The heavy W and Z bosons, make a weak interaction a short range. As name
suggests, this interaction is weaker (and slower) compared to strong and electro-
magnetic interaction. A typical time scale of weak decay π+ → µ+νµ is 10−9s.

Electroweak symmetry breaking

At high energies, electromagnetic and weak force are unified and follow U(1)Y ⊗
SU(2)L symmetry. The γ, W+, W− and Z0 are the mass states obtained from linear
combination of four gauge fields, Bµ associated to U(1) symmetry and Wµ

i (i=1, 2,
3) associated to SU(2) symmetry.

W+ = (W1 − iW2)/
√

(2) (2.3)

W− = (W1 + iW2)/
√

(2) (2.4)

Z0 = −Bsinθw +W3cosθw (2.5)

γ = Bcosθw +W3sinθw (2.6)

Here θw is called weak mixing angle. Photon is massless while W± and Z0 are
heavier. The origin of mass asymmetry between mediators of electromagnetic and
weak force (so called "electroweak symmetry breaking") is explained by Higgs mech-
anism.

Higgs mechanism

In the SM, force mediatorsBµ,Wµ
i and gluons are expected to be massless, as a naive

introduction of mass term in SM lagrangian, breaks local gauge symmetry. But in
reality, W± and Z0 particles are found to be massive [29–31]. To explain the masses
of SM heavy bosons (and fermions), the SM lagrangian is extended to include Higgs
field with quartic potential [32, 33]. This potential has nonzero minimum (called
vaccum expectation value). Expansion of SM lagrangian about minimum of poten-
tial leads to spontaneous symmetry breaking and gives rise to massive electroweak
bosons.

Before spontaneous symmetry breaking, there is a massless Bµ gauge field asso-
ciated to U(1)Y symmetry (2 degrees of freedom (dof) associated to two transverse
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polarizations), and three massless Wµ
i fields associated to SU(2)L symmetry (6 dof).

For spontaneous symmetry breaking, Higgs field takes a complex scalar doublet
form (4 dof). Thus in total, there are 12 degree of freedom. Interaction of Higgs
field with SM lagrangian, gives rise to a real scalar Higgs boson (dof 1), Wµ

i and Bµ

mix to give three massive vector bosons (W± and Z0) (dof 9; two transverse and one
longitudinal polarization associated to each boson) and one massless photon (dof 2).
Thus, total degrees of freedom is preserved after spontaneous symmetry breaking.
Coupling of Higgs field with fermions is proportional to mass and hence strongest
for the top quark, followed by weak gauge bosons.

2.2 Limitations of the SM

The SM is immensely successful in explaining fundamental nature of the world
around. With Higgs discovery in 2012, the SM is complete in its elementary par-
ticle constituents. But some questions are still unanswered by SM.

• Out of four known fundamental forces, gravity, electromagnetic, weak and
strong, SM has explanation only for electromagnetic, weak and strong, while
gravity is not incorporated yet. It is postulated that gravity can become com-
parable to strengths of other three forces at energy as high as GUT scale (1015

GeV). The SM has no explanation for why and how this is the case.

• Based on astronomical observations, it is known that not all visible matter in
universe can explain rotation curve of galaxy, instead there should be an extra
matter (which is invisible by all means so far) distributed from galaxy centre
to its halo to explain this curve [34]. This invisible matter (also called “dark
matter”) is supposed to have no interaction other than weak force. The SM
has no candidate, which can explain this significant abundance of dark matter.

• Experimentally detected Higgs boson has mass 125 GeV [8, 9]. But considering
quantum loop corrections to Higgs mass (from SM fermion coupling to Higgs
field), Higgs mass can go as high as the Planck mass scale. For Higgs boson
mass to be stable at 125 GeV, very high fine tuning in mass is needed. Thus SM
does not satisfactorily explain Higgs boson mass at 125 GeV [35–38].

With these limitations in mind, many beyond SM theories are proposed to over-
come drawbacks of SM. One of such theory is Supersymmetry or SUSY.

2.3 Supersymmetry

Supersymmetry is a theory which maps every fermion to boson and vice versa. Thus
each SM particle has one superpartner. Superpartners of quarks and leptons, are
called with prefix “s” to their SM counterparts (e.g. sup, selectron), while part-
ners of gauge bosons are called with postfix “ino” to names of SM counterparts (e.g.
guagino, wino). Each SUSY particle is denoted with “tilde” on symbol of their SM
counterparts. In SUSY world, instead of single particle states, one has to deal with
(super)multiplets of particle states.

Only chiral supermultiplets can contain fermions whose left handed parts trans-
form differently than right handed parts. Hence all SM fermions should be member
of chiral supermultiplet. As an example, partner of left and right handed Dirac elec-
tron, will be left and right handed components of selectron, ẽL and ẽR. Similar is the
case with other leptons and quarks.
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It is observed that SM Higgs scalar boson should be a part of two Higgs chiral
supermultiplets. This is because, a doublet with weak hypercharge Y=1/2 can only
give mass to up-type quarks with charge +2/3 and a doublet with Y=-1/2 can give
mass to down type quarks with charge -1/3. These doublets are denoted as (H+

u ,
H0
u) and (H0

d , H−d ). A physical SM Higgs boson is a linear combination of H0
u and

H0
d .

The vector bosons of the SM reside in gauge supermultiplets. Every gluon has
associated gluino, to form spin 1/2 color-octet. The electroweak gauge symmetry
SU(2)L ⊗ U(1)Y is associated to Wµ

i , Bµ and also to their superpartners called wino
and bino. After electroweak symmetry breaking, bino, a neutral wino and two neu-
tral Higgsinos combine to form four physical mass states, called neutralinos (χ̃0

i

where i=1..4), while two charged winos and two charged Higgsinos combine to form
four charged mass states, called charginos (χ̃±i where i=1,2). This is called minimal
supersymmetric extension of the SM spectrum (MSSM) where there are superpart-
ners like higgsino, wino, zino, together with all squarks and sleptons [39–41].

TABLE 2.3: Chiral supermultiplets in MSSM

Name spin 0 spin 1/2

squarks, quarks (ũL, d̃L) (uL, dL)
ũR uR
d̃R dR

sleptons, leptons (ν̃, ẽL) (ν, eL)
ẽR eR

Higgs, Higgsino (H+
u ,H0

u) (H̃+
u ,H̃0

u)

(H−d ,H0
d ) (H̃−d ,H̃0

d )

TABLE 2.4: Gauge supermultiplets in MSSM

Name spin 1/2 spin 1

gluino, gluon g̃ g

wino, W bosons W̃µ
i Wµ

i

bino, B boson B̃µ Bµ

The SM fermion (f) coupling−λfHff induces one loop correction to Higgs mass:

∆m2
H = −2λ2

fΛ2 (2.7)

Similarly, a scalar (S) coupling −λs|H|2|S|2 induces one loop correction to Higgs
mass:

∆m2
H = λsΛ

2 (2.8)

If the new physics is such that each quark and lepton of the SM were accom-
panied by two complex scalars having the same Higgs couplings of the quark and
lepton (λs =|λf |2), Λ2 term will automatically cancel and the Higgs mass would be
stabilized at its tree level.
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At lower energies, coupling strength of interaction is maximum for strong, mini-
mum for weak and intermediate for electromagnetic. With energy, coupling strengths
of strong, electromagnetic and weak interactions vary. Extrapolation of strengths to
higher energies show that, with a set of existing SM particles, the three gauge cou-
plings become of comparable strength only approximately. In other words, unifi-
cation of strong, electroweak forces will not be exact. But if one just allows for the
MSSM, the extrapolation of three gauge couplings with energy meet exactly at one
point, called GUT scale and also will let proton decay rate to be compatible with
present experimental bounds.

In MSSM, gauge interactions of sleptons and squarks are expected to be similar
to SM quarks and leptons, that is, left handed squarks couple to W bosons but right
handed squarks do not. Chargino and neutralino are mass eigenstates formed after
superposition of gauge eigenstates wino, bino and higgsino. Neutralinos which are
the lightest supersymmetric particle, are considered to be stable and only weakly in-
teracting, and hence is a favored dark matter candidate. These prospective outcomes
of supersymmetry, make it attractive to search for at the colliders.

2.4 R parity

In the SM, baryon number (B) conservation does not allow decay of proton to any
other lighter particle, as proton is the lightest baryon. But unlike stability of electron,
which is ensured by local gauge symmetry associated with photon field, there is
no fundamental symmetry to ensure baryon number conservation. Due to this, in
the MSSM, baryon number and lepton number are not supposed to be conserved
separately. As a result, decay of proton to (e+,π0) will be allowed in the MSSM.
But experimental observation is that proton is stable and current limits on proton
decay is about 1033 years [42]. To keep proton decay intact even in supersymmetric
extension of SM, a new quantum number called “ R parity” is defined [43, 44].

PR = (−1)3(B−L)+2s (2.9)

Here B, L and s are respectively baryon number, lepton number and spin of a
particle. All SM particles have PR even. Their supersymmetric partners will have
odd PR.

Another consequences of R parity conservation will be:

• in proton-proton collision, SUSY particles should be produced in pairs.

• decay of each SUSY particle should have odd number of SUSY particles at each
stage of decay chain.

2.5 Simplified models

In this thesis, SUSY models conserving R parity are investigated. For the interpreta-
tion of results, the models are considered in which either gluinos or squarks are pro-
duced in pairs in a proton-proton collision. Figure 2.1 shows representative strong
SUSY production scenarios considered in this search [45–49]. The names of these
simplified SUSY models are adopted in such a way that they define the sequence
of production and decay of particles. Each of these models assumes that all other
SUSY particles, except those appearing in diagrams, are very heavy and not acces-
sible at the LHC. Also the decay chain as specified in the model is assumed to have
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100% branching ratio. Looking into such topology featured simplified models allow
results to be interpreted for many realistic scenarios. Following are the details of the
models considered.

• T1tttt, T1bbbb, T1qqqq - T1 refers to scenarios with gluino pair production.
For example, T1tttt represents a decay chain where gluino has decayed to tt
and χ̃0

1. Similarly, T1bbbb and T1qqqq respectively represent decay to bb and
light flavoured qq in association with χ̃0

1.

• T2tt, T2bb, T2qq - T2 refers to squark-antisquark pair production. In T2tt sce-
nario, top squark-antisquark decay to their SM counterparts along with χ̃0

1. In
a similar way, T2bb and T2qq refer to production and decay of bottom and
light flavoured squark-antisquark pair respectively.

• T5qqqqVV- T5 model again refers to gluino pair production, which decay to
light flavoured qq but now in association with next-to-lightest neutralino χ̃0

2 or
chargino χ̃±1 . The probability for decay to χ̃0

2, χ̃+
1 and χ̃−1 is assumed to be 1/3

each. The χ̃0
2 and χ̃±1 , further decay to Z or W boson and χ̃0

1.

These models may or may not have leptons in the final state. The search de-
scribed in this thesis only looks into zero lepton final state, i.e. the heavy quarks
and bosons are only allowed to decay in hadronic final state. Depending on whether
there is gluino or squark-antisquark pair production, these scenarios can populate in
high or low jet multiplicity regions respectively. End product of each decay chain has
neutralino as Lightest Supersymmetric Particle (LSP), which is stable and weakly
interacting, hence can be a viable dark matter candidate. The presence of LSP in col-
lision events leads to a distinctive signature of large missing transverse momentum
(pmiss

T or MET). As will be discussed in chapter 7, this analysis has achieved exclusion
of gluino mass to 2180 GeV, 2310 GeV, 2030 GeV for T1tttt, T1bbbb and T5qqqqVV
scenarios and squark mass exclusion to 1190 GeV, 1220 GeV and 1630 GeV for T2tt,
T2bb and T2qq scenarios respectively.
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FIGURE 2.1: Representative diagrams of gluinos and squark pair pro-
duction in rowwise left to right ordering: T1tttt, T1bbbb, T1qqqq,

T5qqqqVV, T2tt, T2bb and T2qq
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Chapter 3

Experimental set up and event
reconstruction

This chapter gives an overview of the experimental set up used to create the pp col-
lisions at the LHC, and to collect the collision data by the CMS detector. With each
subdetector system optimized for its purpose, the chosen experimental set up is effi-
cient in inferring physics processes which possibly took place as the proton bunches
collided. Nevertheless, assessing the data quality is a crucial step before analyzing
it for the physics motivation under consideration. Later part of this chapter tries to
give glimpse of challenges with multijets + pmiss

T search, and how detector related
anomalies were identified and rejected in data taken during various phases of Run
2 operations.

3.1 The LHC as an accelerator and a collider

The LHC [50] is operated by European Organization for Nuclear Research (CERN).
This underground experiment is running at 27 km diameter circular tunnel in the
Geneva region near Switzerland and France borders. Two proton beams, each with
a centre of mass (CM) energy 6.5 TeV are collided at a designed luminosity (L) of
1034cm−2s−1. Each proton beam is like a train of proton bunches, where consecutive
bunches are separated by about 25 ns in time. Each proton bunch has about 1011

protons and is flying almost close to speed of light.

3.1.1 Acceleration and bunch formation

The procedure of getting relativistic protons uses a chain of multiple accelerators
each of which is designed to increase their energies in specific range before passing
on the protons to the subsequent stage. At first, protons are extracted from hydrogen
gas by applying very high voltage and sent to Radio Frequency (RF) cavity, where
protons get focussed and assembled to form bunches. The RF cavity increases en-
ergy of protons from 90 keV to 750 keV. After that, energy of protons is increased
successively through accelerators LINAC2 (50 MeV), Proton Synchrotron Booster
(PSB) (1.4 GeV), Proton Synchrotron (PS) (25 GeV), Super Proton Synchrotron (SPS)
(450 GeV), and finally the LHC (6.5 TeV). Fig. 3.1 shows a sketch of the CERN accel-
erator complex.

3.1.2 Parton-parton interaction at collision point

With a spacing of 25 ns or 7.5 meters, 3546 proton bunches are possible across the
LHC ring of 27 km. Out of these only 2808 are filled while others are kept empty
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FIGURE 3.1: The CERN accelerator complex

for ejection of used proton beam once instantaneous luminosity has gone below cer-
tain threshold and also to guarantee safe dumping of beam in case of problems. At√

s =13 TeV, proton-proton inelastic collision cross section (σinel) is 80 mb (cross sec-
tion for elastic and diffractive processes do not contribute as their output is hardly
possible to fall within detector coverage). As a result, average number of inelastic
proton-proton collisions (pp) per bunch crossing expected (after all 3546 bunches are
crossed) are about 16.

L × σinel × bunch separation × fraction of filled bunches =

1034cm−2s−1 × 80mb × 25 ns × 2808

3546
= 16

This number is very close to the mean of average pp interactions per bunch cross-
ing observed in year 2015 (< µ >) as shown in fig. 3.2 (right). With dedicated work
by experts on how to increase number of bunches in a single proton beam, how to
squeeze the beam to have smaller area and what should be beam crossing configu-
ration, the LHC by end of Run 2 could attain the instantaneous luminosity double
of its nominal value, it had started with, as shown in fig. 3.2 (left).

As proton is a composite structure made up of quarks and gluons (collectively
called partons), energy of interacting partons (Q2) is different from centre of mass
energy of the pp system. Parton Distribution Function (PDF) decides probability
of fraction of proton energy carried by a parton, and hence the energy available
in a parton-parton interaction to produce the SM or new particles. A hard collision
event is the one where partons which interact are energetic enough to produce heavy
particles. The probability to have hard collision increases with Q2.

For a given bunch crossing, more than one pair of partons can undergo a hard
interaction. The one with the maximum momentum transfer between the partons
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is referred as “primary interaction vertex” or “primary vertex”, while the others are
called “pile up” interaction vertices. The particles produced in the pile up interac-
tions result in undesired overlap with those produced in the primary interaction,
and is called “in-time pile up”. Another source of undesired overlap is “out-of-time
pile up”, where the outcomes of two consecutive bunch crossings get mixed up if
signal capturing by detector is not fast and extends beyond 25 ns by when the next
bunch crossing takes place. Both the “in-time” and the “out-of-time” pile up pose
challenges at the time of acquisition of data (real time or online) and its analysis (of-
fline). The LHC was designed to have on average 25 proton-proton interactions per
crossing. But, as shown in fig. 3.2, average pp interactions during Run 2 were about
34 [51], with a large variation across years and also during data taking in single year.
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FIGURE 3.2: Integrated luminosity and average pile up during Run 2

The two proton beams, after being fully accelerated, are made to cross each other
at four collision points across the LHC ring, and the outcome of collision is recorded
by detectors surrounding these beam crossing points, namely the CMS, ATLAS, AL-
ICE and LHCb. The CMS and the ATLAS are general purpose detectors, with max-
imum spatial coverage around the interaction points. A Large Ion Collider Exper-
iment (ALICE) is designed to study heavy ion physics and the Large Hadron Col-
lider beauty experiment (LHCb) uses a specialized detector to study flavor physics
(mainly hadrons containing b-quarks).

3.2 The CMS detector

A perspective view of the CMS detector is shown in fig. 3.3. Silicon based pixel and
strip tracker surrounds the pp interaction point and provides precise momentum
measurement of charged tracks using bending of trajectories in high magnetic field.
Tracker covers 5.8 m in length and 2.5 m in diameter. Outside tracker sits electro-
magnetic and hadronic calorimeters, which have a role of energy measurement by
fully absorbing incoming energetic particles. Electromagnetic calorimeter is special-
ized for energy measurement of electrons and photons, while hadron calorimeter
plays a crucial role in jets and pmiss

T measurement. The assembly of tracker, electro-
magnetic and hadronic calorimeter sits inside a bore of superconducting solenoid,
which provides the high magnetic field (3.8 T) necessary for bending of charged
particles, especially muons. Muons do not shower inside calorimeter, hence only
track measurement is possible for them. Also the highly energetic muons fly almost
straight in the detector, hence a large bending power is needed for a good track mea-
surement. Muon chamber is the outermost component of this detector and helps to
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make muon momentum measurement precise in association with inner tracker mea-
surement. With all these subdetectors in place, overall dimensions of CMS detector
becomes, length 21.6 m, diameter 14.6 m and weight 12500 tonne.
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Figure 1.1: A perspective view of the CMS detector.

to measure precisely the momentum of high-energy charged particles. This forces a choice of
superconducting technology for the magnets.

The overall layout of CMS [1] is shown in figure 1.1. At the heart of CMS sits a 13-m-
long, 6-m-inner-diameter, 4-T superconducting solenoid providing a large bending power (12 Tm)
before the muon bending angle is measured by the muon system. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon stations to be integrated to ensure robustness and full
geometric coverage. Each muon station consists of several layers of aluminium drift tubes (DT)
in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented by
resistive plate chambers (RPC).

The bore of the magnet coil is large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of 5.8-m length and 2.6-m di-
ameter. In order to deal with high track multiplicities, CMS employs 10 layers of silicon microstrip
detectors, which provide the required granularity and precision. In addition, 3 layers of silicon
pixel detectors are placed close to the interaction region to improve the measurement of the impact
parameter of charged-particle tracks, as well as the position of secondary vertices. The expected
muon momentum resolution using only the muon system, using only the inner tracker, and using
both sub-detectors is shown in figure 1.2.

The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with cov-
erage in pseudorapidity up to |η | < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap region. A
preshower system is installed in front of the endcap ECAL for π0 rejection. The energy resolution
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FIGURE 3.3: CMS detector perspective view

The common nomenclature associated with direction and four momentum of
particles in CMS detector are as given in table 3.1

TABLE 3.1: CMS detector nomenclature

Nomenclature Description

Origin Nominal collision point
x-axis radially inward pointing LHC centre
y-axis vertically upward
z-axis along beam direction
r

√
x2 + y2

φ in x-y plane with respect to x
θ with respect to +z axis
Pseudorapidity η -ln(tan(θ/2))
Energy and momentum in pT and ET

transverse direction
Imbalance of momentum in pmiss

T or MET
transverse direction

3.2.1 Solenoid

Superconducting magnet is an electromagnet made from coils of superconducting
wire Niobium-Titanium (NbTi). They have zero electrical resistance (when cooled
down to few kelvins), hence can carry extra high currents to generate very large
magnetic field.
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Figure 1.2: The muon transverse-momentum resolution as a function of the transverse-momentum
(pT ) using the muon system only, the inner tracking only, and both. Left panel: |η | < 0.8, right
panel: 1.2 < |η |< 2.4.

of the ECAL, for incident electrons as measured in a beam test, is shown in figure 1.3; the stochas-
tic (S), noise (N), and constant (C) terms given in the figure are determined by fitting the measured
points to the function

(σ
E

)2
=

(
S√
E

)2

+

(
N
E

)2

+C2 . (1.1)

The ECAL is surrounded by a brass/scintillator sampling hadron calorimeter (HCAL) with cov-
erage up to |η | < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres
embedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light is
detected by photodetectors (hybrid photodiodes, or HPDs) that can provide gain and operate in
high axial magnetic fields. This central calorimetry is complemented by a tail-catcher in the bar-
rel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorime-
ter. The Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward
calorimeters ensure full geometric coverage for the measurement of the transverse energy in the
event. An even higher forward coverage is obtained with additional dedicated calorimeters (CAS-
TOR, ZDC, not shown in figure 1.1) and with the TOTEM [2] tracking detectors. The expected jet
transverse-energy resolution in various pseudorapidity regions is shown in figure 1.4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12500
t. The ECAL thickness, in radiation lengths, is larger than 25 X0, while the HCAL thickness, in
interaction lengths, varies in the range 7–11 λI (10–15 λI with the HO included), depending on η .
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FIGURE 3.4: Muon momentum resolution in two different η
rangeswith and without using muon system

Higher the momentum of particle, lesser is the bending of track (Lorentz force
law: mv=qBr) which degrades the momentum resolution. Thus a large bending
power is especially needed for precise momentum measurement of highly ener-
getic charged particles, mostly produced in decay of heavy bosons. The individual
hadrons within jets and electrons from heavy boson decays are not as challenging
as muons for precise momentum measurement due to relatively low momentum of
hadrons within jets while electomagnetic shower due to electrons and photons are
short and get contained within electromagnetic calorimeter. Muons do not undergo
shower to deposit their energy in calorimeter, hence relies only on track momentum
measurement. Thus superconducting magnet best serves for the purpose of precise
momentum measurement across MeV to TeV energy range.

The CMS superconducting solenoid is 13 m long, has 6 m inner diameter and
provides 4T field. Bore of coil accomodates the inner tracker and the calorimetry
inside. A 12 Tm bending power is achieved before muon is measured in muon
system. Muons in final state provide a clean signature, as they do not undergo
bremsstrahlung. Hence, it is advantageous to have a very good momentum reso-
lution. The bending power of a solenoid is such that inner tracker along with muon
chamber improves momentum resolution of tracker alone system from 60% to 8% in
0 < η < 0.8 region and 50% to 16% in 1.2 < η < 2.4 region as shown in Figure 3.4.

3.2.2 Tracker

The CMS tracking system is made up of silicon as active material. The foremost
tracker encountered by particles produced at pp interaction is pixel detector. The
pixel detector has three barrel pixel layers at radii of 4.4, 7.3 and 10.2 cm. On both
sides of these pixel layers, there are disks of pixel modules on either η sides. The
pixel detector delivers three high precision space points on each charged particle tra-
jectory. The radial region between 20 cm and 116 cm is occupied by the silicon strip
tracker. This region is formed using Inner Barrel and Disks (TIB/TID). The TIB/TID
system delivers up to 4 r-φ measurements: a single point resolution of 23 µm and
35 µm for first two and a third layer respectively. The TIB/TID is surrounded by
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Tracker Outer Barrel (TOB). It has an outer radius of 116 cm and consists of 6 barrel
layers. They provide 6 r-φ measurements with single point resolution of 53 µm and
35 µm, respectively for first four and last two layers. The TOB extends in z between
±118 m. Endcap tracking detectors (TEC+ and TEC- where the sign indicates the
location along the z axis) cover the region 124 cm < |z| < 282 cm and 22.5 cm < |r|
< 113.5 cm. Average pitch of these strips is about 184 µm. Fig. 3.5 has schematic
sketch of tracker.

3.2. The compact muon solenoid 17

the charge of particles. The magnetic flux returns through a 10 kilo-ton iron yoke.
Total energy stored in the magnet is 2.6 GJ at 4 T magnetic field and the energy
stored per unit cold mass is 11.6 kJ/kg which is higher than the values of any of the
magnets used in particle physics detectors.

3.2.3 Inner tracking system

The tracking system is used to measure the momentum of the charged particles, de-
termine their trajectory and to help in locating primary pp collision vertices and ver-
tices of certain particle decays (secondary vertices). At a luminosity of 1034 cm−2s−1,
on an average 1000 particles pass through the tracker every 25 ns. Tracker uses about
200 m2 of Si, has length of 5.8 m and diameter of 2.5 m and covers up to |η| = 2.5.

TABLE 3.2: Characteristics of subsystems of tracker. Pitch for the strip
tracker refers to the distance between neighboring strips

Subsystem Layers Location (cm) Pitch Position resoln.
Pixel barrel 3 cylindrical r : 4.4 - 10.2

100× 150 µm2 10µm in trans.
Pixel endcap 2 disks z : 34.5 - 46.5 20− 40 µm longt.
TIB 4 cylindrical r : 20 - 55 80 - 120 µm 13 - 38 µm in rφ

TOB 6 cylindrical r : 55 - 116 122 - 183 µm 18 - 47 µm in rφ

TID 3 disks z : 58 - 124 100 - 141 µm 13 - 38 µm in rφ

TEC 9 disks z : 124 - 282 97 - 184 µm 18 - 47 µm in rφ

It is composed of inner pixel detector consisting of 3 layers at radii 4.4 cm, 7.3
and 10.2 cm in the barrel region. The other component is the Si strip tracker which
extends up to 1.1 m in barrel region with 10 layers in it. On either side of the barrel
are the endcaps which have 2 disks in the pixel detector and 3 plus 9 disks in the strip
tracker. There are in total 1440 modules in pixel detector with 66 million pixels; 15148
modules in strip tracker with 9.3 million strips. A part of cross sectional schematic
view of the tracker [55] is shown in Fig. 3.4 with different modules namely: pixel,
inner barrel (TIB), outer barrel (TOB), inner disks (TID) and endcaps (TEC). The

3

2 The CMS tracker
The CMS collaboration uses a right-handed coordinate system, with the origin at the centre
of the detector, the x-axis pointing to the centre of the LHC ring, the y-axis pointing up (per-
pendicular to the plane of the LHC ring), and with the z-axis along the anticlockwise-beam
direction. The polar angle θ is defined relative to the positive z-axis and the azimuthal an-
gle φ is defined relative to the x-axis in the x-y plane. Particle pseudorapidity η is defined as
− ln[tan(θ/2)].

The CMS tracker [5] occupies a cylindrical volume 5.8 m in length and 2.5 m in diameter, with
its axis closely aligned to the LHC beam line. The tracker is immersed in a co-axial magnetic
field of 3.8 T provided by the CMS solenoid. A schematic drawing of the CMS tracker is shown
in Fig. 1. The tracker comprises a large silicon strip tracker with a small silicon pixel tracker
inside it. In the central pseudorapidity region, the pixel tracker consists of three co-axial barrel
layers at radii between 4.4 cm and 10.2 cm and the strip tracker consists of ten co-axial barrel
layers extending outwards to a radius of 110 cm. Both subdetectors are completed by endcaps
on either side of the barrel, each consisting of two disks in the pixel tracker, and three small
plus nine large disks in the strip tracker. The endcaps extend the acceptance of the tracker up
to a pseudorapidity of |η| < 2.5.
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Figure 1: Schematic cross section through the CMS tracker in the r-z plane. In this view, the
tracker is symmetric about the horizontal line r = 0, so only the top half is shown here. The
centre of the tracker, corresponding to the approximate position of the pp collision point, is
indicated by a star. Green dashed lines help the reader understand which modules belong to
each of the named tracker subsystems. Strip tracker modules that provide 2-D hits are shown
by thin, black lines, while those permitting the reconstruction of hit positions in 3-D are shown
by thick, blue lines. The latter actually each consist of two back-to-back strip modules, in which
one module is rotated through a ‘stereo’ angle. The pixel modules, shown by the red lines, also
provide 3-D hits. Within a given layer, each module is shifted slightly in r or z with respect to its
neighbouring modules, which allows them to overlap, thereby avoiding gaps in the acceptance.

The pixel detector consists of cylindrical barrel layers at radii of 4.4, 7.3 and 10.2 cm, and two
pairs of endcap disks at z = ±34.5 and ±46.5 cm. It provides three-dimensional (3-D) position
measurements of the hits arising from the interaction of charged particles with its sensors. The
hit position resolution is approximately 10 µm in the transverse coordinate and 20–40 µm in

FIGURE 3.4: A schematic view of the CMS tracker in r− z plane show-
ing different modules [55]. The tracker is symmetric about r = 0 line

and the figure shows only the upper part.

hit position resolution provided by the pixel detector is about 10 µm and 20-40 µm

FIGURE 3.5: Tracker with different modules

A precise measurement of secondary vertices and impact parameters (section
3.3.4) is necessary for the efficient identification of heavy flavour particles (or quarks)
which are produced in many of the interesting physics channels. This is where high
granularity tracker helps. Tracking information is also heavily used in the high level
trigger (HLT) of CMS, which has to do the job of reducing the event rate of L1 trigger
output (100 kHz) to 0.5-1 kHz event rate to be written to the tape for permanent stor-
age (section 3.4). The choice of detector technology is based on occupancy level. The
pixelated detectors at radius<10 cm with dimension 100×150 µm2 keep occupancy
about 10−4 per pixel. Silicon micro strip detector at 20<r<55 cm of dimension 10
cm×80 µm has 2-3% occupancy per cell. The outer tracker has 500 µm thickness sili-
con as opposed to the 320 µm in the inner tracker. Thicker sensors would in principle
have a higher depletion voltage. But since the radiation levels in the outer tracker
are smaller, a higher initial resistivity can be chosen such that the initial depletion
voltages of thick and thin sensors are in the same range of 100 V to 300 V.

3.2.3 Electromagnetic calorimeter (ECal)

For electrons and photons of energies of order of few GeV, bremsstrahlung and pair
production are dominant mechanisms of energy loss inside material respectively.
This leads to a cascade of secondary electron-positron pairs and photons, which is
called an electromagnetic (EM) shower. The objective of ECal is to measure energy
of incoming electron or photon by total energy deposition inside detector through
electromagnetic shower. The characteristic lengths of electromagnetic shower are
radiation length (X0) and Moliere radius. The X0 is the longitudinal distance along
shower development in which incident electron losses 1/e of incident energy by
bremsstrahlung and is equal to 7/9 of photon’s free path of pair production. Moliere
radius defines distance transverse to shower development, such that a cylinder of
Moliere radius has 90% of energy of electromagnetic shower contained.
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Figure 4.1: Longitudinal optical transmission (1, left scale) and radioluminescence intensity (2,
right scale) for production PbWO4 crystals.

Figure 4.2: PbWO4 crystals with photodetectors attached. Left panel: A barrel crystal with the
upper face depolished and the APD capsule. In the insert, a capsule with the two APDs. Right
panel: An endcap crystal and VPT.

The crystals have to withstand the radiation levels and particle fluxes [69] anticipated through-
out the duration of the experiment. Ionizing radiation produces absorption bands through the
formation of colour centres due to oxygen vacancies and impurities in the lattice. The practical
consequence is a wavelength-dependent loss of light transmission without changes to the scintil-
lation mechanism, a damage which can be tracked and corrected for by monitoring the optical
transparency with injected laser light (section 4.9). The damage reaches a dose-rate dependent
equilibrium level which results from a balance between damage and recovery at 18°C [64, 70].
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FIGURE 3.6: ECal crystals in EB and EE

FIGURE 3.7: ECal barrel assembly in terms of crystals, modules and
supermodules

In CMS, ECal is a homogeneous calorimeter made up of Lead tungstate (PbWO4)
scintillating crystals. Central barrel is made up of 61200 crystals, while each endcap
is made up of 7324 crystals. High density (8.28 g/cm3), short radiation length (0.89
cm) and small Molière radis (2.2 cm) of these crystals make detector fine granular
and compact. Response time is such that 80% of the light is emitted in 25 ns; which
is consistent with proton bunch crossing. Peak emission wavelength is at 420-430
nm. There is total internal reflection inside the crystal for optimum light collection
on the photodetector. In case of barrel, non-uniform light collection by barrel crystals
due to variation in length is corrected by making one side of crystal non-transparent.

ECal barrel

ECal barrel (EB) covers a range upto |η|< 1.479. Granularity in barrel is 360-fold in
φ and (2×85) fold in η, making total of 61200 PbWO4 crystals. Each crystal makes
3◦ angle with respect to the vector from the nominal interaction vertex, in both the φ
and η projections, so as to avoid passing a particle directly through cracks between
two crystals. Crystal front face cross section is 0.0174×0.0174 in η - φ plane (22×22
mm2 at the front face of crystal, and 26×26 mm2 at the rear face). Front face of ECal
crystal (or ECal start) is at 1.29 m and crystal length is about 25.8 X0. Assembly in
ECal barrel is such that crystals are fitted into submodule and submodules are as-
sembled into modules (400 to 500 crystals). Supermodules are formed by combining
four such modules (1700 crystals). Eighteen supermodules, each with 20◦ in φ form
a half barrel. Figure 3.7 shows different components in assembly of ECal barrel.
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Figure 4.7: An endcap Dee, fully equipped with supercrystals.

4.3 Photodetectors

The photodetectors need to be fast, radiation tolerant and be able to operate in the longitudinal 4-T
magnetic field. In addition, because of the small light yield of the crystals, they should amplify
and be insensitive to particles traversing them (nuclear counter effect). The configuration of the
magnetic field and the expected level of radiation led to different choices: avalanche photodiodes
in the barrel and vacuum phototriodes in the endcaps. The lower quantum efficiency and internal
gain of the vacuum phototriodes, compared to the avalanche photodiodes, is offset by their larger
surface coverage on the back face of the crystals.

4.3.1 Barrel: avalanche photodiodes

In the barrel, the photodetectors are Hamamatsu type S8148 reverse structure (i.e., with the bulk
n-type silicon behind the p-n junction) avalanche photodiodes (APDs) specially developed for the
CMS ECAL. Each APD has an active area of 5×5 mm2 and a pair is mounted on each crystal.
They are operated at gain 50 and read out in parallel. The main properties of the APDs at gain 50
and 18°C are listed in table 4.1.

The sensitivity to the nuclear counter effect is given by the effective thickness of 6 µm, which
translates into a signal from a minimum ionizing particle traversing an APD equivalent to about
100 MeV deposited in the PbWO4.
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FIGURE 3.8: One “D” formed out of supercrystals which makes half
of each ECal endcap

ECal endcap

The ECal endcap (EE) extended the barrel coverage to 1.479 ≤ |η| ≤ 3.0. Crys-
tal front face cross section is 0.0174×0.0174 in η - φ plane (28.62×28.62 mm2 at the
front face of crystal, and 30×30 mm2 at the rear face). Crystals are arranged in x-y
grid pointing off-interaction point, making angle 2-8◦. Front face of ECal endcap
envelope is at 315.4 cm from interaction point and crystal length is about 24.7 X0.
Assembly in endcap is such that 5× 5 crystals make one supercrystal. Such 138 full
and 18 partial supercrystals make one “D” as shown in figure 3.8. Each endcap is
made up of two such “D”s.

Photodetectors

The scintillation light produced by passage of particles through ECal crystals is con-
verted to electronic signal by photodetectors located at the rear end of crystals. Re-
quirements on photodetectors are they should be fast, radiation tolerant and insen-
sitive to 4T magnetic field and particles passing through. Barrel uses avalanch pho-
todiodes with active area of 5×5 mm2. A pair of them is mounted on each crystal.
Gain is 50 at maintained temperature of 18◦ celcius. ECal endcap uses vacuum pho-
totriodes (VPT). Photomultipliers are having a single gain stage. An active area of
approximately of each VPT is 280 mm2. One VPT is glued to the back of each crys-
tal. The lower quantum efficiency and internal gain of the vacuum phototriodes,
compared to the avalanche photodiodes, make them appropriate for ECal endcap,
which has higher expected level of radiation.

Electronic readout

The on-detector electronics has been designed to read a complete trigger tower (5×5
crystals in η-φ or a super-crystal for EB and EE respectively). The signal is shaped



3.2. The CMS detector 23

by a multi-gain Pre-Amplifier and digitized by 40-MHz analog to digital converter
(ADC). The digitized data are stored during the Level-1 trigger latency (the delay
before a transfer of data begins) of about µs. The full ECal data for an event, if
all channels are read out, exceeds the allocated target of 100kB/event for ECal by
a factor of nearly 20. Reduction of the data volume is done by selective read-out
based on energy with respect to various thresholds (ET). Algorithm is based on
categorization of trigger towers based on energy (if in barrel).

If a trigger tower belongs to the high interest class (ET > 5 GeV) then the crystals
of this trigger tower and of its neighbour trigger towers (225 crystals in total in the
barrel case) are read with no zero suppression. If a trigger tower belongs to the
medium interest class (ET > 2.5 GeV), then crystals of this trigger tower (25 crystals
in the barrel case) are read with no zero suppression. If a trigger tower belongs to
the low interest class and it is not the neighbour of a high interest trigger tower, then
the crystals in it are read with zero suppression at about 3σ.

3.2.4 Hadronic calorimeter (HCal)

The objective of HCal is measurement of hadron jets and which also lead to measure-
ment of pmiss

T . HCal barrel is radially restricted by outer extent of the ECal (r = 1.77
m) and the inner extent of the magnet coil (r = 2.95 m). To compensate for the lim-
ited radial extent of HCal barrel, there is Outer HCal (HO) calorimeter (tail catcher)
outside solenoid. Beyond |η| = 3, the forward hadron calorimeters are placed at
11.2 m from the interaction point.

HCal barrel (HB)

HCal barrel plays significant role in new physics searches like SUSY (particularly
searches with all hadronic final states), where large number of high pT jets are ex-
pected mostly in central barrel region. As hadronic showers are longer in length,
HCal barrel is designed to have a depth of more than 5λ at η=0. The depth in terms
of λs is extended further using HO, which is discussed in following section. There
are 36 (18+18) identical azimuthal wedges which form HB+ and HB- in |η| = 1.3.
Wedges are constructed out of flat brass absorber plates, where “layer 1” is on inside
of LHC ring. Each wedge is divided into four φ divisions such that 18×4=72 cover
2×π (Fig.3.9) . Table 3.2 shows various layers inside a wedge.

TABLE 3.2: Layers in HB wedge

layer material thickness

front plate steel 40 mm
1-8 brass 50.5 mm
9-14 brass 56.5 mm
back plate steel 75 mm

Scintillators used as an active medium, which are placed in between brass plates.
Plastic scintillators are divided into 16 η sectors, resulting in a segmentation (∆η,∆φ)
= (0.087,0.087). The 16th η sector overlaps with HCal endcap. Scintillator tiles of a
given φ layer (i.e. 16 η sectors) are grouped into a single mechanical scintillator tray
unit, which corresponds to one readout.
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Table 5.2: Absorber thickness in the HB wedges.

layer material thickness
front plate steel 40 mm
1-8 brass 50.5 mm
9-14 brass 56.5 mm
back plate steel 75 mm

Figure 5.3: Numbering scheme for the HB wedges. Wedge 1 is on the inside (+x direction) of the
LHC ring.

The HB baseline active material is 3.7-mm-thick Kuraray SCSN81 plastic scintillator, chosen
for its long-term stability and moderate radiation hardness. The first layer of scintillator (layer 0)
is located in front of the steel support plate. It was originally foreseen to have a separate read-
out [108] and is made of 9-mm-thick Bicron BC408. The scintillators are summarized in table 5.3.
The purpose of layer zero is to sample hadronic showers developing in the inert material between
the EB and HB. The larger thickness of layer 16 serves to correct for late developing showers
leaking out the back of HB.

A tray is made of individual scintillators with edges painted white and wrapped in Tyvek
1073D which are attached to a 0.5-mm-thick plastic substrate with plastic rivets. Light from each
tile is collected with a 0.94-mm-diameter green double-cladded wavelength-shifting fibre (Kuraray
Y-11) placed in a machined groove in the scintillator. For calibration purposes, each tray has 1-mm-
diameter stainless steel tubes, called source tubes, that carry Cs137 (or optionally Co60) radioactive
sources through the center of each tile. An additional quartz fibre is used to inject ultraviolet
(337 nm) laser light into the layer 9 tiles. The top of the tray is covered with 2-mm-thick white
polystyrene. The cover is grooved to provide routing paths for fibres to the outside of the tray and
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FIGURE 3.9: 18 wedges forming HB+ / HB-

Each wedge has 17 scintillator layers in depth; of which layer 0 and 16 have
thickness of 9 mm, while layers 1-15 have 3.7 mm thickness. Layer zero is to sample
hadronic showers developing in the inert material between the EB and HB, while
layer 16 serves to correct for late developing showers leaking out the back of HB.
Light from each tile is collected with a 0.94-mm-diameter green double-cladded
wavelength-shifting fibre. After exiting the scintillator, the wavelength shifting fi-
bres (WLS) are spliced and go to an optical connector at the end of the tray and then
transferred to a hybrid photodiode (HPD).

HCal endcap (HE)

This covers 1.3 ≤ |η| ≤ 3.0. The C26000 cartridge brass is used as absorber as it is
nonmagnetic, high radiation tolerant and has good mechanical properties. Brass
plates are 79-mm-thick with 9-mm gaps to accommodate the scintillators. Total
length including ECal endcap become about 10λ. Trapezoidal shaped scintillators
have grooves in which WLS fibres are inserted. The granularity of the calorimeters
is (∆η,∆φ)=(0.087,0.087) for |η| < 1.6 and (∆η,∆φ)=(0.17,0.17) for |η|≥ 1.6. Figure
3.10 shows η-φ segmentation in HE.

Outer calorimeter (HO)

HO utilises the solenoid coil as an additional absorber and is used to identify late
starting showers and to measure the shower energy deposited after HB. The mag-
netic field is returned through an iron yoke designed in the form of five 2.536 m wide
(along z-axis) rings. The HO is placed as the first sensitive layer in each of these five
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Figure 5.16: Numbering scheme for the tiles in adjacent scintillator trays.

Figure 5.17: Numbering scheme for the HE wedges as viewed from the interaction point. The +x
direction points to the center of the LHC ring.

– 136 –

FIGURE 3.10: Segmentation of HE in (top) η and φ (bottom)
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Figure 5.19: Longitudinal and transverse views of the CMS detector showing the position of HO
layers.

5.3 Outer calorimeter design (HO)

In the central pseudorapidity region, the combined stopping power of EB plus HB does not provide
sufficient containment for hadron showers. To ensure adequate sampling depth for |η | < 1.3, the
hadron calorimeter is extended outside the solenoid with a tail catcher called the HO or outer
calorimeter. The HO utilises the solenoid coil as an additional absorber equal to 1.4/sinθ interaction
lengths and is used to identify late starting showers and to measure the shower energy deposited
after HB.

Outside the vacuum tank of the solenoid, the magnetic field is returned through an iron yoke
designed in the form of five 2.536 m wide (along z-axis) rings. The HO is placed as the first
sensitive layer in each of these five rings. The rings are identified by the numbers −2, −1, 0,
+1, +2. The numbering increases with z and the nominal central z positions of the five rings are
respectively −5.342 m, −2.686 m, 0, +2.686 m and +5.342 m. At η = 0, HB has the minimal
absorber depth. Therefore, the central ring (ring 0) has two layers of HO scintillators on either side
of a 19.5 cm thick piece of iron (the tail catcher iron) at radial distances of 3.82 m and 4.07 m,
respectively. All other rings have a single HO layer at a radial distance of 4.07 m. The total depth
of the calorimeter system is thus extended to a minimum of 11.8 λI except at the barrel-endcap
boundary region.

The HO is constrained by the geometry of the muon system. Figure 5.19 shows the position
of HO layers in the rings of the muon stations in the overall CMS setup. The segmentation of these
detectors closely follows that of the barrel muon system. Each ring has 12 identical φ -sectors.
The 12 sectors are separated by 75-mm-thick stainless steel beams which hold successive layers of
iron of the return yoke as well as the muon system. The space between successive muon rings in
the η direction and also the space occupied by the stainless steel beams in the φ direction are not
available for HO. In addition, the space occupied by the cryogenic “chimneys” in sector 3 of ring
−1, and sector 4 of ring +1 are also not available for HO. The chimneys are used for the cryogenic
transfer lines and power cables of the magnet system. Finally, the mechanical structures needed to
position the scintillator trays further constrain HO along φ .
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FIGURE 3.11: Longitudinal and transverse view of HO
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Figure 5.20: Schematic view of a HO tray shown with individual tiles and the corresponding
grooves for WLS fibres. Each optically independent (4 WLS fibres) tile is mapped to a tower of
HB. Optical fibres from the tray are routed to the decoder box which contains the photodetector
and read-out electronics.
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Figure 5.21: A simulation of the distribution of the measured energy scaled to the incident energy
for pions with incident energies of (left panel) 200 GeV at η = 0 and (right panel) 225 GeV at |η |
= 0.5. The solid and dashed histograms are measurements without and with HO, respectively.
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FIGURE 3.12: Improvement in pion energy resolution after using HO
in addition to HB

rings. Location of rings in terms of z coordinates is -5.342 m, -2.686 m, 0, +2.686 m,
+5.342 m (Fig. 3.11). As HB thickness is smaller at η=0, ring 0 has HO scintillators at
radial distances 3.82 m and 4.07 m on either side of iron. For other rings, scintillator
is only at a radial distance of 4.07 m. Tiles in HO are such that they map to towers in
HB of granularity 0.087×0.087 in η and φ. HO helps to recover the effect of shower
leakage as shown in Fig. 3.12.

Forward calorimeter (HF)

The HF covers eta range of 3.0 < |η| < 5.2. Low pT jets are mostly abundant in
this region. As this eta region is beyond ECal and tracker coverage, jets and pmiss

T

measurement in forward region relies only on this calorimeter section.
Forward hadron calorimeter is designed with the requirement that both active

and passive material should survive harsh radiation conditions. This led to choice
of quartz fibre (fused-silica core and polymer hard-cladding) as active medium.
Charged particles above the Cherenkov threshold (E≥ 190 keV for electrons) shower
and generate Cherenkov light. Only light that hits the core-cladding interface at an
angle larger than the critical angle (710) contributes to the calorimeter signal. The fi-
bres measure about 600 µm in diameter for fused silica core. Over 1000 km of fibres
are used in the HF calorimeters. A steel absorber structure is composed of 5 mm
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thick grooved plates. Fibres are inserted in these grooves. There are two sets of fi-
bres; half run over the full depth of the absorber (165 cm), while the other half starts
at a depth of 22 cm from the front of the detector. Electromagnetic showers are short
in length, hence a large fraction of their energy is in the first 22 cm. Hadron showers
are longer enough and deposit almost equal energy in both segments. This allows
to measure electromagnetic and hadronic showers. The front face of the calorimeter
is located at 11.2 m from the interaction point. Fibres run parallel to the beam line,
and are bundled to form 0.175×0.175 towers in η, φ. Light is guided through air-core
light guide, which has highly reflective (>90% at desired angle) lining to direct it in-
side of a hallow tube and then reach to photocathode. Photomultiplier tubes (PMTs)
are used to convert the light signal to electronic measurement.

3.2.5 Muon chamber

Muon chambers have objective of muon identification, momentum measurement
and triggering. Good muon momentum resolution and trigger capability is enabled
by the high-field solenoidal magnet and its flux-return yoke. Barrel system has drift
tubes which cover |η| < 1.2. Four muon stations are interspersed among the layers
of the flux return plates. Out of four stations, one is inside the yoke, 2 additional
layers embedded within the yoke and the other is outside. First three stations have
8 chambers; in two groups of four. Four chambers measure the muon coordinate in
the r-φ bending plane, and other 4 chambers provide a measurement in the z direc-
tion. The fourth muon station does not contain the z-measuring planes. A drift-tube
(DT) chamber is made of 3 (or 2) superlayers (SL), each made up of 4 layers of rect-
angular drift cells staggered by half a cell. The SL is the smallest independent unit
of the design. Dead spots are avoided by such overlap of half a cell width. One
SL, that is, a group of 4 consecutive layers of thin tubes in staggered geometry gives
excellent time-tagging capability and provides a time resolution of a few nanosec-
onds. The constraints of mechanical stability, limited space, and the requirement of
redundancy led to the choice of a tube cross section of 13×42 mm2.

In endcaps, muon rates and background levels are high, and magnetic field is
nonuniform. Due to these challenges, Cathode Strip Chambers (CSCs) are used in
endcaps, which are multiwire proportional chambers comprised of 6 anode wire
planes interleaved among 7 cathode panels. CSCs identify muons in range 0.9< |η|
< 2.4. In the endcap-barrel overlap range, 0.9 < |η| < 1.2, muons are detected by
both the barrel drift tubes (DT) and endcap CSCs. A muon in the range 1.2 < |η| <
2.4 crosses 3 or 4 CSCs. There are four stations of CSCs in each endcap. Chambers in
each station are positioned perpendicular to the beam line and interspersed between
the flux return plates. Cathode strips of each chamber run radially outward and
provide a precision measurement in the r-φ bending plane. Offline reconstruction
efficiency of simulated single-muon samples is typically 95-99% except in the regions
around |η|=0.25 and 0.8 (between 2 DT wheels) and |η|=1.2 (transition between
the DT and CSC systems), where the efficiency drops. Figure 3.13 shows one quarter
view of muon chamber. A fast dedicated muon trigger device based on Resistive
Plate Chamber (RPC) is used to identify the relevant bunch crossing to which a muon
track is associated even in the presence of the high rate and background expected
at the LHC. RPC is a basic double-gap module consisting of 2 gaps, operated in
avalanche mode. The RPC is capable of tagging the time of an ionising event in a
much shorter time than the 25 ns with adequate spatial resolution.
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Figure 7.47: Quarter-view of the CMS detector. Cathode strip chambers of the Endcap Muon
system are highlighted.

Figure 7.48: The ME2 station of CSCs. The outer ring consists of 36 ME2/2 chambers, each
spanning 10◦ in φ , and the inner ring of eighteen 20◦ ME2/1 chambers. The chambers overlap to
provide contiguous coverage in φ .
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FIGURE 3.13: Muon chamber quarter view

3.3 Event reconstruction

As the various particles produced in a collision event traverses through the detector
material, the energy deposited by them is converted into an electronic signature and
recorded for further analysis. The next task is to convert these raw information into
meaningful physics objects which can be further analyzed to understand the colli-
sion event in which these originated. The CMS uses a Particle Flow (PF) algorithm
for event reconstruction [52], where information from all subdetectors is optimally
combined and used for object reconstruction. The signature of various detector level
objects can be simplistically summarized as follows:

• Electron: a track in tracker, energy deposit in ECal

• Photon: no track in tracker, energy deposit in ECal

• Muon: track in tracker, muon chamber

• Charged hadron: track in tracker, energy deposit in ECal and HCal

• Neutral hadron: no track in tracker, energy deposit in ECal and HCal

• Neutrino (or other weakly interacting particle): no signature in detector; im-
balance in total transverse momenta

3.3.1 Track reconstruction

Every charged particle passing through a magnetic field gives rise to a bent trajectory
in tracker in form of hits. Track reconstruction is done using iterative tracking [52]. It
starts from a set of three or four hits as far from interaction point as possible to avoid
confusion of nearby tracks, followed by extrapolation. If there are hits in chamber,
within window of extrapolation error, extrapolation continues otherwise not. Once
a track is reconstructed, the hits corresponding to that track are not considered for
the next iteration. Curvature of a track can be used to get charge and momentum
of a particle. As tracker is made up of light material (small atomic number), energy
loss associated with production of hits in tracker is generally small. However, the
support structure adds to the material budget which results in conversion of photons
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to e± pair and bremsstrahlung radiation for electrons. These effects are accounted
for in the momenta and position reconstruction of these particles.

3.3.2 Energy reconstruction in calorimeters

Electrons, photons and hadrons deposit most of their energies in ECal and HCal re-
spectively, which are made up of heavy material like PbWO4 and brass. Electrons
and Photons loss energy by electromagnetic shower [53]. In electromagnetic show-
ers (EM), electrons with energy above critical energy (where rate of energy loss by
radiation and ionization become equal) travel one radiation length and give half of
their energy to bremsstrahlung photon. Similarly a photon travels one radiation
length and undergoes pair production with each created particle receiving half of
its energy. Electrons below critical energy cease to radiate and ionization becomes
the major energy loss mechanism. For photon, minimum energy required for pair
production is 2mec

2. Below that energy, compton scattering and photoelectric effect
become dominant energy loss mechanisms. Electromagnetic showers are short and
hence electrons and photons stop in ECal by depositing all of their energy. Hadron
showers start with nuclear interaction. They have hadronic as well as purely elec-
tromagnetic components. Hadronic component is made up of protons, neutrons,
charged pions etc. Electromagnetic component starts with π0 decay to pair of pho-
tons, which further continues through pair production and bremsstrahlung of elec-
trons. Hadronic showers are longer and deposit their energy both in ECal and HCal,
before getting stopped. The difference in length scale of hadronic and EM shower
provides ability to distinguish between particles.

Particle Flow (PF) reconstruction

The objective of calorimeter energy clustering is to detect energy from neutral par-
ticles and separate them from charged energy deposits. During Particle Flow (PF)
reconstruction [52], separate clustering is done in each subdetector. No clustering is
in HF (each cell gives one cluster). Clustering starts with local energy maximum, and
grown such that at least one boundary of cell is shared with already existing cluster
and has energy above threshold. For linking a cluster to track, a tangent is drawn
from intersection point of charged track to tracker layers. This tangent is extrapo-
lated to ECal. A cluster is linked to a track if extrapolated tangent position is within
cluster boundaries. This way a bremsstrahlung photon energy cluster is linked to
electron track. The output of PF algorithm is a list of PF candidates, namely, PF Elec-
tron, PF Muon, PF Charged Hadron, PF Neutral Hadron and PF Photon along with
their position and four momenta coordinates.

3.3.3 Jet reconstruction

The quarks and gluons hadronize resulting in a spray or jet of particles. Exeprimen-
tally, momenta of these particles can be inferred by clustering the final state particles.
In CMS, we use Anti-kT algorithm with distance parameter R=0.4 (called AK4 jets)
[54, 55] for clustering. For a Particle Flow (PF) jet, input to jet clustering is a list of
PF candidates. The distance parameters used in this algorithm are as below:

dij = min(p−2
Ti , p

−2
Tj )×

∆2
ij

R2
(3.1)

diB = p−2
Ti (3.2)
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Here ∆2
ij is spatial separation between two PF candidates (i,j):

∆2
ij =

√
(ηi − ηj)2 + (φi − φj)2 (3.3)

and R=0.4 decides the size of AK4 jet in (η,φ) plane. The pT weighting of spatial
distance ensures that clustering starts with highest pT candidate. A closest PF can-
didate is merged with this highest pT candidate only if the spatial distance between
two is ∆2

ij < 0.4, else this highest pT candidate is formed as an individual jet. For the
next iteration of clustering, a merged system from previous iteration is treated like a
new PF candidate. In this way, the process continues till all PF candidates are clus-
tered into jets. Towards endcap and forward region, HCal cells get bigger, which
results in lowered granularity and eventually resolution of jets. Jet reconstruction
efficiency is function of pT , it approaches unity at high pT . For soft jets, it is possible
that jets are discarded due to noise thresholds, hence efficiency is low there. Jet re-
sponse is made uniform by applying Jet Energy Corrections (JEC) dependant on pT

and η of jets. A typical jet has 65% of jet energy as charged particles, 25% as photons,
10% as neutral hadrons.

3.3.4 b-jet reconstruction

With a superior CMS tracker, identification of jets originating from the hadronization
of b-quarks is possible. The b-hadrons are hadrons containing b quark as constituent.
These b-hadrons have sufficiently long lifetime (in rest frame 1.5 ps) that they decay
to charmed hadron after traversing a finite distance. This leads to a displaced vertex
with respect to the primary vertex of collision. This displaced vertex is called a
“secondary vertex”. Combined Secondary Vertex based on deep neural network
(DeepCSV) is the algorithm used for b-jet tagging [56]. The csv based b-jet tagging
relies on distinct properties of b-hadrons like large proper life time, large impact
parameter (perpendicular distance between a back propagated track from secondary
vertex and primary vertex), large mass, decays to final states with high charged
track multiplicities (on average 5 charged tracks), large semileptonic branching ratio
(20% times b hadrons decay to electrons or muons). Variables described above are
combined into a single discriminating variable (CSV) using likelihood technique,
which is used for tagging.

3.3.5 MET (pmiss
T ) reconstruction

By conservation of momentum, total momentum before and after proton-proton col-
lision should match both in longitudinal and transverse direction. Nonelementary
nature of proton, makes it difficult to know longitudinal momentum transferred dur-
ing collision on event by event basis. As net momentum in transverse plane before
proton-proton collision is zero, in a balanced event net momentum in transverse
plane after collision also should be zero. But, weakly interacting neutral particles
leave undetected in the detector. In such scenario, vector sum of all visible particles
in event does not add to zero. The pmiss

T is a measure of unbalanced pT in a trans-
verse plane to beam direction and is directed opposite to vector sum of pT of all
visible candidates in event [57]. However, any kind of malfunctioning of detector,
anomalies in event reconstruction or resolution effects of jets can give rise to high
pmiss

T , which can accidentally mimic signature of new physics or SUSY we are inter-
ested in. Precise pmiss

T measurement, is therefore, required in case of analyses having
weakly interacting particles in final state (e.g. neutralino), which have true source
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of pmiss
T . Section 3.5 discusses more on how handling the pmiss

T becomes challenging
and then how ensuring data quality becomes prime important.

3.4 Triggers

Trigger systems are indispensable components of the LHC experiments, and are
aimed to select the pp collisions of physics interest for permanent storage for further
detailed investigation [58]. With a collision rate of 40 MHz, and a typical collision
event recorded by the CMS detector corresponding to 1-1.5 MB, approximately 40-60
TB data is produced per second while the permanent storage is limited to the rate of
1-5 GB/s to write to tape. Most of the collision events correspond to mundane mul-
tijet production, and production rate of new physics particles and electroweak SM
processes is 5-6 orders of magnitude smaller. The concept of triggers allows to select
the events of interest in real time and lead to selective storage of collision events for
future investigations. The CMS trigger system does this event preselection online or
in real time at two levels - hardware based Level 1 (L1) trigger and software based
High Level Trigger (HLT).

3.4.1 L1 trigger

This is the first step of triggering where a preliminary event selection is done based
on crude energy measurements in calorimeters and muon candidates in muon de-
tectors. The CMS experiment does not yet use tracker information in L1-trigger.
Instead of using a complete event reconstruction, decision of selecting an event is
made based on presence of trigger primitive objects like electrons, photons, muons,
jets above a certain threshold and high pmiss

T in the event. The decision is conveyed
to front end electronics, where information from all subdetectors at the most granu-
larity and resolution is stored in buffers. If the decision of L1 is to store the event, the
raw data is passed to the next level of trigger. Due to such crude selection based on
reduced granularity, L1 manages to convey the decision within 3.2 µs and to reduce
the event rate to about 100 kHz.

3.4.2 HLT trigger

The events selected by L1 trigger are passed to HLT, for the second level of data
compression. Unlike L1 where decision is made at hardware level, HLT uses sophis-
ticated algorithms to reconstruct the event using information from all sub detectors
and employ a Particle Flow algorithm. These algorithms are run parallelly on a com-
puting firm of around 5000 CPUs and the delivery of decision regarding whether to
store an event takes around 50 ms. The advantage of being software based is that
the thresholds can be adjusted even at the time of data taking depending on in-
stantaneous luminosity. As independent trigger paths are checked simultaneously,
sometimes the cross triggers with a cut on two or more independent physics objects
are used for further data compression. Another approach used for data compression
is “prescaling”. The trigger paths with low pT thresholds are maintained by setting
prescale “n” to the path. This ensures that every n-th event triggered is only stored.
This way, the event rate after passing through HLT is maintained to about 0.5-1 kHz,
which can be stored on data storage devices.



32 Chapter 3. Experimental set up and event reconstruction

3.5 Identification and rejection of events with large anoma-
lous pmiss

T

3.5.1 Data and MC inputs

In 2018, analysis is carried with full Run2 data equivalent to 137 fb−1. Data samples
and CMSSW versions used for reconstruction are as follow:

• 2016 : 17Jul2018 94XReReco (35.9 fb−1)

• 2017 : 31Mar2018 94XReReco (41.5 fb−1)

• 2018 : 17Sep2018 102XReReco for runs A,B,C; PromptReco for run D (59.6 fb−1)

The details of various datasets along with corresponding luminosity are shown
in appendix A.

SM background samples used for three years are as below:

• 2016 : Summer16 (94X MiniAODv3)

• 2017 : Fall17 (94X MiniAODv2)

• 2018 : Autumn18 (102X MiniAODv2)

More details on each sample are given in appendix B.
These MC samples are used to provide relevant inputs for background estima-

tion strategies as will be discussed in following chapters. The samples are generated
using MADGRAPH5_aMC@NLO [59, 60] and parton showering and hadronization
is done using PYTHIA8 [61]. For 2016, CUETP8M1 tune [62] is used while for 2017
and 2018, CP5 tune [63] is used for underlying event modelling. The simulated back-
ground samples are normalized using most accurate available cross sections [59, 64–
73]. The cross sections used correspond to next-to-next-to-leading-order (NNLO)
calculation except for single top which used next-to-leading (NLO), QCD and γ + jet
processes which used leading order (LO) cross sections. Detector response is mod-
elled using GEANT4 [74] based package (also called “FullSim”).

For signal MC, 94X Fast Simulation (FastSim) is used for 2016, 2017 and 102X Fast
Simulation is used for 2018. Signal samples are generated using MADGRAPH5_aMC@NLO
at leading order (LO) and normalized using NNLO plus next-to-next-to-leading log-
arithmic (NNLL) cross sections [75–79]. Parton showering and hadronization are
done using PYTHIA8. For 2016, CUETP8M1 tune [62] is used while for 2017 and
2018, CP2 tune [63] is used. Detector response is described using CMS fast simu-
lation programme [80, 81]. FastSim corrections are applied to account for FastSim
against FullSim differences [82, 83].

3.5.2 Event cleaning to mitigate anomaouls large pmiss
T

Before starting any physics study using collected data, it is important to have a good
understanding of data collected by detector to not get mislead by any false signal
in detector. Data quality monitoring (DQM) phase before making data available for
public usage, partially does this job; where data certification is done on weekly basis
using a set of data quality histograms, which are further assessed by offline shifters
and sub detector experts.
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Filtered	by	BadPFMuon	

Figure 20: Event display of an event that is filtered by the bad PF muon filter.
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Figure 21: The pmiss
T (left) and jet φ (right) distributions for events passing the dijet and mono-

jet selection with the event cleaning algorithms applied including the one based on jet iden-
tification requirements (filled markers), without the event cleaning algorithms applied (open
markers), and from simulation (filled histograms).

8 Performance of the pmiss
T algorithms at the trigger level665

The pmiss
T triggers play a critical role to record events for SM measurements involving W, Z and666

Higgs boson and also for BSM searches with weakly interacting particles. At L1, the pmiss
T is667

computed at the global calorimeter trigger level based on the sum of transverse energies from668
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Figure 12: PF Emiss
T distributions in a high pT QCD Monte Carlo sample from Pythia8 (p̂T >

2 TeV).
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Figure 13: PF Emiss
T distributions in the 2016 JetHET dataset for all events and for events tagged

by a variant of MET event filters including the EcalDeadCellTriggerPrimitiveFilter.FIGURE 3.14: Anomalous MET event rejection during event cleaning
[57]

But, even in a certified dataset, it is quite possible that certain anomalous MET
events are there, where MET is not due to physics processes, but arising from de-
tector malfunction. The fact that detector is constantly irradiated under such “busy
environment” can lead to unforeseen detector efficiency loss or response delay in
one or more channels causing spurious pmiss

T in such cases. Such events are not use-
ful for analysis purpose. Fig. 3.14 (top) shows a MET tail observed in data against
MC simulation. In such cases, data is investigated to know origin of spurious pmiss

T

events. General strategy is to apply various event cleaning filters to take care of these
issues. Fig. 3.14 (bottom) shows how MET tail events are rejected after applying var-
ious event cleaning filters. It also shows that high pmiss

T region is affected more by
the anomalous pmiss

T issues compared to low pmiss
T region.

Most of above filters are also used during Run 2 analysis. Following is the de-
scription of various filters [57].

• globalSuperTightHaloFilter

The colliding proton beams get surrounded by halo of particles arising from
interaction of incident protons with residual gases in beam pipe and beam
pipe itself. Even after shielding used to protect from these particles, some high
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energetic muons able to reach detector and can affect analysis at extreme cases.
This filter is motivated towards tagging events with a halo muon.

• HBHENoiseFilter, HBHEIsoNoiseFilter

To reject sporadic pmiss
T events in HCal barrel and endcap, arising due to single-

ion feedback noise, magnetic field dependant collective hybrid photodiode
(HPD) noise and collective readout box (RBX) noise pulses. The filter uses
geometric patterns of HPD or read out channels and pulse shape and timing
information to tag anomalous pmiss

T events, for example, an event is rejected if
single HPD has more than 17 or 18 occupied cells.

• EcalDeadCellTriggerPrimitiveFilter

In ECal, due to coarse resolution, it is not possible to get readout crystal by
crystal. This filter uses trigger primitive information to identify fake pmiss

T

events. Trigger primitive value saturates above 127.5 GeV. If trigger primitive
value is close to saturation value, in channels with no data link, this filter iden-
tifies and removes such events as they will be most probably populating pmiss

T

tail.

• ecalBadCalibReducedFilter

Due to the intense dose of radiation, some of ECal endcap cells perform badly
than their calibrated response, resulting into high pT anomalous jets. The
ecalBadCalibReducedFilter uses a list of bad cells in ECal as input and rejects
an event with energy falling in such cell, which is most likely to be a noise
event.

• BadPFMuonFilter

To reject the scenarios where muon either fails the Particle Flow requirement
or is a PF muon but has large uncertainty on its pT .

• Good vertex filter

To make sure event has originated from primary vertex. This filter requires
that there should be atleast one reconstructed vertex which has Ndof > 4 and
|z| < 24 and ρ < 2.

In addition, some custom filters were used particular to analysis requirement.

• Muon jet filter

Reject event with misreconstructed muon with pT > 200 GeV and muon energy
fraction > 0.5 and

∆Φ(~p jet
T , ~pmiss

T ) > π − 0.4 (3.4)

• To reject anomalous jets in QCD CR

Veto events if the leading jet (j1) has neutral EM energy fraction < 0.03 and

∆Φ(~p j1
T ,
~H miss

T ) > (π − 0.4) (3.5)

• PFCaloMET ratio filter
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Uses MET calculated using Particle Flow objects (PFMET) and that before Par-
ticle Flow based reconstruction using calorimetry objects (CaloMET). To pro-
tect against PF failure reject event if

PFMET
CaloMET

> 5 (3.6)

• HT5/HT cut

To reject anomalous jets in 3 < |η| < 3.1 reject event if it fails below condition
for a leading jet (j1),

HT5
HT

≤ max(1.2, 0.19×∆Φ(~p j1
T ,
~H miss

T ) + 0.90) (3.7)

Here HT5 represents scalar sum of pT of jets with pT > 30 GeV and |η| < 5.0

As detector is continuously evolving with exposure to radiation during data tak-
ing, it may happen that existing set of cleaning filters are not enough to handle issues
with data. In such cases, the data is further studied in analysis phase space, and cri-
teria are developed to take care of various issues.

Run 2 round of analysis was more challenging after realization of various issues
with data collected in different eras of 2016, 2017 and 2018. The 2016 and 2017 data
was suffered by "Level 1 trigger primitive prefiring" issue. In addition ECal endcap
noise issue badly affected later runs of 2017 data. Two disks in HE were found to
have gone bad in later eras of 2018 data taking.

It was very important to understand the impact and having a recipe in hand to
deal with these issues before starting with the real physics analysis.

3.5.3 Level-1 (L1) trigger primitive prefiring

During 2018 data commissioning, it was found that the gradual timing shift of ECal
was not properly propagated to L1 trigger primitives in 2016 and 2017. This effect
worsened with data taking as the transparency of crystals at high η gradually de-
cresed over the course of time, and effective noise levels increased. As a result, by
the end of 2017, a large fraction of L1 EGamma objects at η > 2.0 were associated
to previous bunch crossing. This lead to “self veto” of events, as L1 trigger forbids
consecutive bunch crossings to fire. The effect was corrected for 2018 data taking.

In analysis perspective, for 2016 and 2017 run eras, it was important to check
how much is the impact of L1 prefiring issue on final state variables. To do this,
in 2016 MC, analysis is repeated by removing events with jets having pT > 100
GeV and within 2.25 < |η| < 3.0. As shown in figure 3.15, impact on variables of
interest was 5-10% both in zero lepton (0L) and one lepton (1L) events, which was
not insignificant. As a result, it was decided to apply central prefire maps to jets and
electrons in 2016 and 2017 MC to make them consistent with data.

Impact of applying L1 prefiring maps

Data versus MC comparisons are made for leptons, HT-jets (jets within |η| < 2.4)
andHmiss

T -only-jets (jets within 2.4< |η|< 5.0) in respective η bins for objects having
pT > 100 GeV as they were most affected by this issue. Figure 3.16 and 3.17 show
how these comparisons look before and after applying prefire map on 2016 and 2017
MC respectively. Prefire corrections are more for 2017 compared to 2016. Data versus
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FIGURE 3.15: Impact on Njet(left) and Hmiss
T (right) distributions af-

ter skipping jets from prefire affected region in events containing an
electron or a µ− (1L) (top) or zero lepton (0L) (bottom)

MC agreement clearly shows improvement of about 10-15% after applying prefire
map in most affected region.

3.5.4 ECal endcap (EE) noise

The CMS detector is continuously hit by energetic particles produced in pp colli-
sions. As a result, detector performance degrades with time. By end of 2017, tans-
parency loss of ECal went up to 80-85%. This lead to increase in fake pmiss

T (instru-
mental pmiss

T ) more into later era of 2017 data (2017 F) than early eras (2017 B-E).
To deal with this issue, centralized MET-v2 recipe was propagated at analysis level
to 2017 dataset. MET-v2 recipe recalculated pmiss

T after excluding jets with pT<75
GeV and unclustered candidates in 2.65<|η|<3.139. Figure 3.18 shows that 2017B:E
versus 2017F agreement improved by about 10% after applying MET-v2 recipe.

Hmiss
T -only-jets : residual disagreements after MET-v2

Even after MET-v2 implementation, jets with 2.4< |η|<5.0 (calledHmiss
T -only-jets in

following) showed prominent differences in F versus B:E comparison. In 2017 F, pT

vs η distribution showed asymmetry with respect to η =0 and pT vs ∆φ distribution
showed a concentration of high pT jets anti-aligned to pmiss

T (Fig. 3.19 and Fig. 3.20).
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FIGURE 3.16: 2016 data versus MC comparison for lepton, HT-jet
and Hmiss

T -only-jet with pT > 100 GeV after high ∆Φ baseline selec-
tion in 1L control region before (left) and after (right) applying jet and

photon prefire map to jets and leptons respectively.

EcalNoiseJet filter to reject residual EE noise effects

To reject high pT noisyHmiss
T -only-jets appearing as bulge in their distribution of pT

versus ∆φ(~p jet
T , ~H miss

T ), a custom filter (called "EcalNoiseJet filter") was developed to
reject the event from 2017F, if leading or subleading Hmiss

T -only-jet with pT >250
GeV has ∆φ < 0.1 or ∆φ > 2.6 with respect to Hmiss

T . Figure 3.21 showed that



38 Chapter 3. Experimental set up and event reconstruction

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

200

400

600

800

1000

1200 1L CR
MC: single top
MC: W+jets
MC: TTbar
Data

  (13 TeV)-141.5 fb

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
ηLepton 

0
0.5

1
1.5

2

D
at

a/
M

C 2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

200

400

600

800

1000

1200
1L CR

MC: single top
MC: W+jets
MC: TTbar
Data

  (13 TeV)-141.5 fb

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
ηLepton 

0
0.5

1
1.5

2

D
at

a/
M

C

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

1000

2000

3000

4000

5000

6000

7000

8000

9000

1L CR
MC: single top
MC: W+jets
MC: TTbar
Data

  (13 TeV)-141.5 fb

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
ηJet 

0
0.5

1
1.5

2

D
at

a/
M

C 2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

1000

2000

3000

4000

5000

6000

7000

8000
1L CR

MC: single top
MC: W+jets
MC: TTbar
Data

  (13 TeV)-141.5 fb

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
ηJet 

0
0.5

1
1.5

2

D
at

a/
M

C

5− 4− 3− 2− 1− 0 1 2 3 4 5

100

200

300

400

500

600

1L CR
MC: single top
MC: W+jets
MC: TTbar
Data

  (13 TeV)-141.5 fb

5− 4− 3− 2− 1− 0 1 2 3 4 5
ηJet 

0
0.5

1
1.5

2

D
at

a/
M

C 5− 4− 3− 2− 1− 0 1 2 3 4 5

100

200

300

400

500

1L CR
MC: single top
MC: W+jets
MC: TTbar
Data

  (13 TeV)-141.5 fb

5− 4− 3− 2− 1− 0 1 2 3 4 5
ηJet 

0
0.5

1
1.5

2

D
at

a/
M

C

FIGURE 3.17: 2017 data versus MC comparison for lepton, HT-jet
and Hmiss

T -only-jet with pT > 100 GeV after high ∆Φ baseline selec-
tion in 1L control region before (left) and after (right) applying jet and

photon prefire map to jets and leptons respectively.

after applying this filter, both pT versus η and pT versus ∆φ distributions became
symmetric in 2017 F. This filter also helped to make Hmiss

T -only-jet pT spectrum and
neutral EM fraction comparison more consistent among early (2017 B:E) and later
(2017 F) eras of 2017 data taking as shown in Fig. 3.22.

With the help of MET experts, the events rejected by EcalNoiseFilter were further
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FIGURE 3.18: 2017F versus 2017 B:E data comparison in zero lepton
high ∆Φ baseline region before (left) and after (right) applying MET-
v2 recipe (pmiss

T after excluding jets with pT<75 GeV and unclustered
candidates in 2.65<|η|<3.139)

scrutinized in more details. It was found that there are actually hot cells in Ecal may
be arising due to calibration issue, which is causing an extra energetic jet to appear
opposite to Hmiss

T . This conclusion was consistent with the message extracted from
above studies.

The understanding that extra bulge events are due to detector noise also got
confirmed after seeing that EcalNoiseJet filter shows hardly any reduction in one
lepton region dominated by true MET events as shown in Fig. 3.23 and Fig. 3.24. As
this region is dominated by true pmiss

T due to neutrinos accompanying lepton in the
event, the effect of noisy jets is found to be very small or negligible.

Impact of EcalNoiseJet filter on signal samples

While the proposal had been to use EcalNoiseJet filter to get rid of Hmiss
T -only-jets

coming from noise in forward region, it was important to check impact of this cut
on signal efficiencies. Table 3.3 shows fractional events that pass when EcalNoiseJet
filter is applied to inclusive set of events selected by applying baseline criteria (but
as seen before impact is more on tails of jet pT ). Impact on signal and SM MC is
less than 1% while in data, impact is 2-3% in high ∆Φ region and 5-6% in low ∆Φ
region dominated by fake MET due to jet mismeasurement. As this cut is effectively
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FIGURE 3.19: 2017F versus 2017 B:E data comparison: pT vs η distri-
bution for leading two Hmiss

T -only-jets for B:E (top) and F (bottom)
in zero lepton high ∆Φ baseline region after applying MET-v2 recipe
(pmiss

T after excluding jets with pT<75 GeV and unclustered candi-
dates in 2.65<|η|<3.139)

rejecting events with fake MET without affecting true MET events, it was decided to
apply it at analysis level.

TABLE 3.3: Impact of EcalNoiseJet filter

∆Φ baseline SUSY model (mass point) Passed filter (%)

high ∆Φ T2qq: (1650,1)/ (1650,500)/ (1650,1400) 99.8/ 99.8/ 99.8
T2tt: (1000,50)/ (1000,200)/ (1000,650) 99.8/ 99.7/ 99.7
T1tttt: (1900,100)/ (1900,1000)/ (1900,1600) 99.9/ 99.8/ 99.6
T1qqqq: (2000,1)/ (2000,500) /(2000,1400) 99.7/ 99.7/ 99.9
Data: 2017B:E/ 2017F 98.4/ 97.8
MC: tt +jets/ W+jets/ single top 99.4/ 99.7/ 99.7

low ∆Φ Data: 2017B:E/ 2017F 94.3/ 93.1
MC: tt +jets/ W+jets/ single top 99.0/ 99.6/ 99.3

HT-jets : residual disagreements after MET-v2

Figure 3.18 (right), shows that differences in B:E vs F in Njet have become severe
after Njet=6. To understand further, pT distribution of HT-jets (pT >30, |η|<2.4) is
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FIGURE 3.20: 2017F versus 2017 B:E data comparison: pT vs ∆Φ with
respect to Hmiss

T for leading two Hmiss
T -only-jets (2.4< |η| <5.0) in

B:E (top) and F (bottom) in zero lepton high ∆Φ baseline region after
applying MET-v2 recipe (pmiss

T after excluding jets with pT<75 GeV
and unclustered candidates in 2.65<|η|<3.139)

plotted for Njet< 6 and Njet≥ 6 cases (figure 3.25). For Njet≥ 6, flat 20% discrepancy
is observed between B:E and F for jet pT < 500 GeV, which is not the case for Njet<
6.

To investigate this discrepancy, jet pT versus photon multiplicity is plotted for
all HT-jets in events passing high ∆Φ baseline selection. Fig. 3.26 shows how the
ratio 2017F/2017(B:E) looked. The bins where this ratio is≥ 2 or≤ 0.5 must be noise
prone bins as energy cluster due to noise will not find associated track and will be
categorized as photon in such cases. To check impact of these noise prone bins,
an event passing high ∆Φ baseline selection with at least one HT-jet falling into
any of noise prone bins is rejected and then inclusive distribution comparisons are
rechecked (figure 3.27). Both distributions show improvement in F/B:E agreement
about 5-7%. Considering total luminosity associated with full Run 2 dataset, this
improvement will be of sub-percent order, hence it was decided not to put any hard
cut based on photon multiplicity.

3.5.5 HCal endcap readout failure (HEM) in 2018 dataset

Two disks of HCal Endcap (15, 16) failed during 2018 data taking. The issue is
known as HE-Missing or HEM failure. Missing HE-15/16 corresponds to -3 < η
< -1.4 and -1.57 < φ < -0.87 (40◦). In this region it was expected to get fake leptons
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FIGURE 3.21: pT vs η (top) and pT vs ∆Φ with respect to Hmiss
T

(bottom) for leading two Hmiss
T -only-jets (2.4< |η| <5.0) in zero lep-

ton high ∆Φ baseline region after applying EcalNoiseJet filter along
with MET-v2 recipe (pmiss

T after excluding jets with pT<75 GeV and
unclustered candidates in 2.65<|η|<3.139) in 2017F

as there would not be any HCal deposit associated to ECal deposit hence acciden-
tally categorizing an energy cluster falling into HE-15/16 region as EGamma object
at PF level. Jets directed along HEM affected region will be undermeasured, causing
fake MET in that direction, leading to overall extra MET measurement in the event.

Impact on one lepton region in data

For preliminary analysis of impact of HEM issue on one lepton region, Run2018B-
RelVal MET dataset specially reconstructed with HEM (called HEM dataset) and
without HEM issue (called nominal dataset) is used. As events in nominal and HEM
datasets are exactly same (but reconstructed differently), a map of event number,
lumiblock number and run number is used to achieve event by event matching of
two datasets. Table 3.4 shows event yield in HEM dataset under condition of

A] Event has one electron [1e ] or one muon [1µ ]
B] Event has one electron or one muon and the same event is also tagged as one

lepton [1L] event in nominal dataset
Thus HEM dataset has 91 extra one lepton events compared to nominal dataset.

Using event map, these exact 91 events are picked from nominal dataset and cutflow
is studied.
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FIGURE 3.22: 2017F versus 2017 B:E data comparison for
Hmiss

T -only-jets (2.4< |η| <5.0) : pT and neutral EM fraction in zero
lepton high ∆Φ region (left) after MET-v2 recipe (pmiss

T after excluding
jets with pT<75 GeV and unclustered candidates in 2.65<|η|<3.139)
but before EcalNoiseJet filter (right) after MET-v2 recipe and after

EcalNoiseJet filter

TABLE 3.4: 1L yield from HEM dataset before and after asking for
matched 1L event in Nominal dataset

class Yield after [A] Yield after [B]

1L 3537 3446
1e 770 724
1µ 2767 2722

Table 3.5 shows that 46 extra 1e events coming in HEM are mostly due to lepton
misreconstruction, while 45 extra 1µ events are either due to misreconstruction or
accidental passing of some of the filters.

Due to low statistics of available sample, baseline selection was not imposed on
the comparisons made with Run2018B-RelVal MET dataset. With full 2018 dataset,
data versus MC comparison is made in one lepton region after baseline selections
are applied.
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FIGURE 3.23: pT spectrum of Hmiss
T -only-jets in one lepton high ∆Φ

baseline region before (left) and after (right) applying EcalNoiseJet
filter along with MET-v2 recipe (pmiss

T after excluding jets with pT<75
GeV and unclustered candidates in 2.65<|η|<3.139) in 2017F
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FIGURE 3.24: pT vs ∆Φ with respect to Hmiss
T for leading

Hmiss
T -only-jet in one lepton high ∆Φ baseline region before (top) and

after (bottom) applying EcalNoiseJet filter along with MET-v2 recipe
(pmiss

T after excluding jets with pT<75 GeV and unclustered candi-
dates in 2.65<|η|<3.139) in 2017F

Figure 3.28 shows that after imposing baseline selection, excess 1µ events seen in
HEM dataset no longer persist further to contribute to one lepton region, but excess
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FIGURE 3.25: pT spectrum of all HT-jets if event has total Njet< 6
(left) andNjet≥ 6 (right) for events passing high ∆Φ baseline selection
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FIGURE 3.26: Ratio F/B:E obtained for pT vs photon multiplicity dis-
tribution of HT-jets from events passing high ∆Φ baseline selection

1e events show up as a bump in data versus MC comparison.

Nominal and extended HEM veto

As a conservative approach towards handling this issue, a first version for vetoing
excess one electron events, called “Nominal HEM veto” was proposed as mentioned
below:

Reject an event

• if there is an electron (passing identification and isolation requirement) falling
in HEM affected region

OR
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FIGURE 3.27: 2017F versus 2017 B:E data comparison in zero lepton
high ∆Φ baseline region after applying 2D photon cut with MET-v2
recipe (pmiss

T after excluding jets with pT<75 GeV and unclustered
candidates in 2.65<|η|<3.139): (left)Njetdistribution, (right) pT spec-

trum of all HT-jets if event has total Njet≥ 6

TABLE 3.5: Details of excess 1L events entering into HEM dataset due
to issues like accidental passing of filters or lepton misreconstruction

Cut HEM yield Nominal yield (Mis)identity of
excess events in HEM
[1e,1µ ]

Total 91 91 0
PFCaloMETRatio 91 65 26 [0, 26]
noMuonJet 91 64 1 [0, 1]
JetID 91 63 1 [0, 1]
Trigger 91 63 0 [0, 0]
1L (without isolation) 91 25 38 [35, 3]
1L (isolated) 91 0 25 [11, 14]

• if there is a jet with pT > 30 GeV falling in HEM affected region

This improved data versus MC agreement in 1L control region considerably by
rejecting fake lepton contribution as shown in figure 3.29.

But this veto does not seem to clear completely extra low pT jets counted in HEM
affected region as shown in figure 3.30.

Figure 3.30 (left) shows the ratio of 2018D to 2018A datasets for pT versus φ dis-
tribution plotted for Hmiss

T -only-jets after applying "Nominal HEM veto" to 2018D.
Ratio distribution shows that there are remnant excessHmiss

T -only-jets around HEM
affected region. These must be the jets which partly fell into HEM affected region
(hence undermeasured) but failed to get rejected by “Nominal HEM” veto. Figure
3.30 (right) shows ratio plot of pT versus ∆Φ(jet,MHT) distribution ofHmiss

T -only-jets
from 2018 RunD in a rectangle around HEM affected region (-3.2 < |η| < -2.4, -1.8 <
|φ| < -0.5) to that of all Hmiss

T -only-jets from 2018D in figure 3.30 (left). This ratio
plot depicts that these excess Hmiss

T -only-jets are mostly low pT jets aligned along
direction of Hmiss

T .
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FIGURE 3.28: 2018 data versus 2017 MC comparison showing impact
of HEM issue
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FIGURE 3.29: Impact on “Nominal HEM” veto on electron pT distri-
bution in 1L region as seen by 2018 data versus 2017 MC comparison
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FIGURE 3.30: Remnant excess in leading two Hmiss
T -only-jets seen

around HEM affected region after “Nominal HEM veto” (left). Ma-
jority of these excess jets are found to be low pT and aligned along

direction of Hmiss
T (right).

As a remedy, “Nominal HEM” veto was extended by 0.2 in η - φ directions, in
order to reject undermeasured jets due to HEM. Also based on above studies, this
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extended HEM veto is asked to check ∆Φ(jet,MHT) for a jet falling into the extended
veto region and reject the event only in case ∆Φ(jet,MHT)< 0.5. The “Nominal HEM
veto” on electrons is kept unchanged.

Figure 3.31 shows similar plots but now after extended HEM veto. Clearly low
pT excess jets entering in signal region due to undermeasurement are effectively
rejected. This extended HEM veto with additional ∆Φ requirement on jets is also
found to be the best option as it’s causing minimal signal efficiency loss of about 2%.

η
5− 4− 3− 2− 1− 0 1 2 3 4 5

φ

3−

2−

1−

0

1

2

3

M
H

T
 je

ts

0

5

10

15

20

25

30

35

40
13 TeV

T
p

0 100 200 300 400 500 600 700 800 900 1000

)
m

is
s

T
 (

j,H
φδ

0

0.5

1

1.5

2

2.5

3

M
H

T
 je

ts
M

H
T

 je
ts

 (
cl

os
e 

to
 H

E
M

)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.513 TeV

FIGURE 3.31: Distribution of Hmiss
T -only-jets after extended HEM

veto (left). Majority excess jets seen with “Nominal veto” in low pT
region are rejected with extended veto (right)
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Chapter 4

Fast Simulation of hadron showers
in CMS calorimeters

4.1 Introduction

In High Energy Physics (HEP) research, the role of Monte Carlo (MC) simulation is
indispensable. Every generated event has to account for detector response to make it
equivalent to the real event produced in data. The data delivered in any HEP exper-
iment, is “nature given” and hardly possible (rather not intended) to be controlled
manually. As an example, SM Higgs boson production cross section at 13 TeV is
of order of few pb. This is many orders of magnitude smaller than the QCD mul-
tijet production (∼ mb) or electroweak boson production (∼ nb). The cross section
just gives relative probability of production, but in data, there is no intuitive way
to predict which SM process would happen in a given pp interaction. As a result,
the number of events produced in data for various detailed measurements is lim-
ited by the production cross section of the process and total integrated luminosity.
On other hand, in simulations one can generate events corresponding to any pro-
cess, however rare, as high as one desires and then scale down the total number to
match expected number for given luminosity in data. Due to the manual control
involved, the MC simulations have played vital role in many Standard Model (SM)
measurements, detector performance studies and calibration work.

In CMS, currently GEANT4 based full simulation (called FullSim) is most com-
monly used. The FullSim involves detail modelling of how CMS detector responds
to various particles coming out of proton-proton collision. This modelling is done
based on the information of how particle-matter interactions happen, saved as a
database in Geant4 package. FullSim response is validated extensively using test
beam experiments, which makes it equivalent to data. Along with FullSim, a pa-
rameterized mode of simulation using a simplified geometry, called FastSim is also
employed by CMS. As an example, the energy loss by a particle passing through
a detector block of length “L” (∆E), will be modelled in FastSim as a particle pass-
ing through a thin layer of material, with associated parameterized energy response
to this layer, such that particle-trace through this layer will loss ∆E amount of en-
ergy in case of a physical detector. Currently, FastSim is extensively used for “new
physics sample” generations. This chapter discusses various studies done to check
and improve performance of FastSim with reference to FullSim.
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4.2 Motivation to study FastSim performance

Currently, with the availability of a well validated FullSim, the MC simulation of
most of the Standard Model processes uses FullSim. But, because of detailed simu-
lation of Geant4 based material interactions and actual detector geometry, FullSim
response becomes really slow. As an example, for a single tt event simulation, the
time taken is around 50 sec even in clean environment (without pile up). This time
consumption becomes a real concern when there is a need to generate large number
of events of particular rare process. The processes predicted by any supersymme-
try (SUSY) model have very low cross-section compared to SM processes, implying
very less number of events are expected compared to SM process for a given lumi-
nosity. As a result, any SUSY signal simulated for purpose of data analysis, need
to have large number of events to get enough statistics. Also the SUSY parameters
are not known. This requires that, during a SUSY search, such large statistics sam-
ple needs to be produced not just for a single SUSY mother-daughter mass pair, but
for multiple mass points in SUSY mother-daughter mass plane, which are scanned
simultaneously to ensure that the phase space covered in the search is as maximum
as possible. Because of lengthy time demand, FullSim no longer remains an optimal
choice in such cases and FastSim is preferred over FullSim in such cases. At present,
SUSY and Exotica analysis groups rely extensively on FastSim for sample genera-
tion of various models. The need of FastSim is going to increase in future in High
Luminosity LHC era (HL-LHC), when even simulating a single SM process sample
with FullSim corresponding to such high luminosity can be cumbersome because of
being computationally intensive. This underlines the fact that “FastSim” can be a
potential substitute for “FullSim”, if its performance is in very good agreement with
FullSim.

4.3 Performance of FastSim

When FastSim was developed, the objective was to be as close to FullSim as possible
but to reduce the time consumption of simulation. To achieve faster and still compa-
rable response to FullSim, FastSim uses simplified detector geometry and parame-
terization for modelling particle interactions. For example, in FastSim, one detector
block will be approximated by a thin material layer and instead of using Geant4 to
predict how much energy, particle would have lost while traversing that detector
block, a parameterized mathematical form will be used as a plug in to find the lost
energy fraction. Due to the approximations involved, FastSim response is not as
perfect as FullSim but the time consumption is reduced considerably.

While FastSim was devised as an alternative to FullSim, it was designed such
that the measurement of high level physics objects, like leptons, jets, MET is consis-
tent with FullSim description. But after looking at some more detailed quantities, it
is clearly seen that FastSim response deviates from that of FullSim, at many places.
As an example figure 4.1 shows that MET Significance in tt simulated events is con-
sistent with data in FullSim but not in FastSim. To understand the origin of such
discrepancies, it was important to revisit FastSim starting from simulation of basic
quantities.

4.3.1 Hadron showers in calorimeters

The jets, formed by hadronization of quarks and gluons are ubiquitous at the LHC &
are indispensable tools for new discoveries at the CMS experiment. Hadrons within
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FIGURE 4.1: MET significance in simulated tt events in FullSim (top)
and FastSim (bottom) [74X CMSSW version]

jets, undergo nuclear interaction with detector medium and produce what is called
as “hadronic showers”. In simple words, hadronic shower is a multiparticle produc-
tion, which takes place at cost of disposal of energy of incoming hadron. Hadronic
shower is generally characterized in terms of interaction length λ, which defines the
distance along trajectory, in which 63%, i.e (1- exp(−1) ) of incident hadrons are
lost due to nuclear interaction. Figure 4.2 shows schematic of hadron shower [84].
Shower has essentially two basic components, hadronic component, dominated by
charged (and some neutral) hadrons and electromagnetic component initiated by π0
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decay into 2γ, followed by electron-positron pair production by each γ, and subse-
quent development of an electromagnetic shower.

The pions are lightest among hadron category. As a result, they form major con-
stituent of hadronization products of quarks and gluons- the jets. Hence, correct
modelling of pion response is crucial in simulation to get the modelling of jets cor-
rect. This lead to prioritizing pion response understanding to analyze observed dif-
ferences in FastSim versus FullSim.

12

the shower energy. For lead tungstate, and a depth of 26 X0, the amount of energy contained in a
cylinder of a given radius is shown in Fig. 11. The fact that e.m. showers are very narrow at the
start can be used to distinguish single photons from pizeros (see Section 6.6.2).
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Figure 11: The percentage of energy contained in a cylinder of lead tungstate of different radii.

4.2 The Hadronic Cascade

4.2.1 The Longitudinal Development of the Hadronic Cascade

A situation analagous to that for e.m. showers exists for hadronic showers. The interaction
responsible for shower development is the strong interaction rather than electromagnetic. The
interaction of the incoming hadron with absorber nuclei leads to multiparticle production. The
secondary hadrons in turn interact with further nuclei leading to a growth in the number of
particles in the cascade. Nuclei may breakup leading to spallation products. The cascade contains
two distinct components namely the electromagnetic one (π0s etc.) and the hadronic one ( π±, n,
etc) one. This is illustrated in Fig. 12.

The multiplication continues until pion production threshold is reached. The average number, n,
of secondary hadrons produced in nuclear interactions is given by n α ln E and grows
logarithmically. The secondaries are produced with a limited transverse momentum of the order
of 300 MeV.
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Figure 12: Schematic of development of hadronic showers.

It is convenient to describe the average hadronic shower development using scaled variables
ν = x/λ   and   Eth ≈ 2mπ = 0.28 GeV

where λ is the nuclear interaction length and is the scale appropriate for longitudinal and lateral

FIGURE 4.2: Sketch of hadronic shower in detector medium

4.4 Modeling of charged pion energy response

An incident pion will interact with detector medium to generate a hadron shower,
which completely deposits energy of incoming pion into the detector in form of en-
ergy hits. To study modelling of a pion response, a pion sample was created by
following a chain of generation, simulation and reconstruction (GEN-SIM-DIGI-
RECO). The response of detector is generally dependent on incoming particle en-
ergy. The pions within jets, mostly have energies of order of few GeV or even lesser.
Hence to start with, it was decided to study response of a pion sample with single
flat energy in above range. The charged pions in the energy range 5 GeV to 100
GeV were considered, and distributions for 9 GeV energy are presented here for
illustration purpose. When a sample is generated by following a chain GEN-SIM-
DIGI-RECO, energy can be retrieved at various stages.

4.4.1 Energy retrieval at various stages of simulation

Here events were generated using Pythia flat energy particle gun [61]. This is called
“GEN” step, and the energy of particle at generation step is termed as “gen level par-
ticle energy” in the following. During detector simulation, tracker is not considered
(as energy lost there will be negligible) and magnetic field is set to 3.8T. At end of this
step, energy deposition is recorded for further analysis in terms of hits (called sim-
ulated hits or simhits) in the detector. The energy corresponding to simhits will be
called as “simhit energy”. This is called “SIM” step. Now, the simhits only within the
active part of detector are recordable in the actual experiment, and hence relevant
for this study too. But, major energy loss happens in passive material of detector.
Based on Geant4 simulation, for every pair of (active+passive) layer, a “sampling
fraction” is known a priori, which represents the ratio of energy deposited in active
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medium to energy deposited in (active+passive) medium. To retrieve energy loss in
passive medium and get back total simhit energy corresponding to incident particle,
simhit energy in active medium is corrected by applying “sampling fraction”. After
simulation step, energy hits in terms of analog pulse are digitized (called “DIGI”
step). Electronic signal pulse shape as a function of time and electronic noise are
taken into account at this step. Next step of reconstruction chain called “RECO” is
the one where the digitized information obtained from the detector is converted to
momenta or energy measurements, by converting digitized energy pulse to equiva-
lent reconstructed hits which will appear at detector level (called “rechits”). Energy
of “rechits” is called reconstructed energy (also called “reco” energy) which should
be equivalent to energy of incoming particle. After proper calibration, total recon-
structed energy should peak at generator level energy, with a distribution around
the peak contributed by the detector resolution effects.

4.4.2 Comparisons of simulated and reconstructed energies

In the CMS calorimeter set up, the ECal corresponds to ∼ 1λ material in front of
HCal. Hence, almost 63% of charged pions starts showering in ECal. However, pion
showers are deep and they deposit most of their energy in HCal. To get total energy
of incoming pion, the hits in the detector are reconstructed and their energies are
combined. At “simhit” level there is no detector noise, hence total simhit energy
should match incident pion energy. As HCal is a sampling detector, at simhit level
only the energy fraction deposited in active layer is recorded. To correct for the en-
ergy deposited in absorber (passive layer), energy deposit in every active layer of
HCal is multiplied by a "sampling fraction" associated to that layer to account for
energy lost in corresponding passive layer. At “rechit” level, total energy after com-
bining all rechits may exceed the true energy of incoming particle due to detector
noise and resolution effects already accounted. For this reason, to make energy mea-
surement at rechit level legitimate, only rechits above certain energy threshold are
used to get total energy by suppressing detector noise contribution. To make an edu-
cational decision on what threshold to be put, detector response to neutrino sample
is studied. Neutrino being a weakly interacting particle, does not undergo any in-
teraction in the detector and just flies off. Hence, for an incoming neutrino, expected
energy deposit in detector is zero. Figure 4.3 shows the individual rechit energy
distribution in ECal Barrel (EB) and HCal Barrel (HB) for 9 GeV incident neutrino
generated using Pythia particle gun similar to pions. Thus there is non-zero energy
recorded in detector even in absence of detector-particle interaction.

Looking at the mean (µ) and RMS (σ) of above distributions, a noise rejection
cut off of µ ± 2σ was applied in both EB and HB. This came out to be 0.8 GeV
for HB rechit and 0.118 GeV for EB rechit. Figure 4.4 shows total simhit energy
distribution (left) and total rechit energy distribution after noise threshold (right) for
9 GeV energy incident pion.

Looking at Figure 4.4, it looks that FastSim and FullSim are fairly consistent.
But, when looked at ECal and HCal energy deposits separately, FastSim showed a
considerable disagreement with respect to FullSim. Figure 4.5 shows total simhit
energy distribution in ECal and HCal barrel separately for 9 GeV incident pion with
η=[0,0.1].

This fundamental disagreement at simhit level was important to be addressed
as it posed question on how well and consistently hadron shower development is
modelled in FastSim as compared to FullSim. To understand that, first place to check
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FIGURE 4.3: Rechit energy distribution in ECal Barrel (left) and HCal
Barrel (right) for 9GeV neutrino.
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FIGURE 4.4: Total simhit energy (left) and total rechit energy after
noise threshold (right) for 9 GeV incident pion

consistency was the shower start position, as it decides energy sharing between ECal
and HCal.

4.5 Modelling of shower start location

After entering into calorimeter, a particle may travel a finite distance before it under-
goes its first hadronic interaction with the detector material, and hence start shower
development. The position corresponding to this first inelastic interaction is called
a shower start position. A shower start position can be in ECal or HCal based on
probability of first nuclear interaction.

In a coordinate system aligned along the incoming particle direction, the position
of shower start position will be a function of path length travelled by a particle.
Figure 4.6 shows the dependence of path length on incident angle θ. As an example,
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FIGURE 4.5: Total simhit energy distribution for 9 GeV pion in (left)
ECal barrel and (right) HCal barrel

a pion directed at η =0 crosses ECal entrance at distance 129 cm from the collision
point while that directed along η =0.5, crosses ECal entrance at ∼ 145 cm. Thus
during shower start distribution comparison it is needed to decouple the effect of θ
dependent path length on shower start distribution.

72

EB (z=129 cm)

HB (z=179 cm)

 η=0  η=0.5

θ

FIGURE 4.6: Path length as a function of incident angle(θ)

Figure 4.7 (left) shows the distribution of a calorimeter entrance point (also called
starting point) and first inelastic interaction point in calorimeter obtained using the
default G4SimWatcher functionality provided by Geant4 simulation package as com-
pared against the same distributions obtained using the FullSim for an incident pion
with 0.0 < |η| < 0.04.

FastSim gives a peak at 129 cm for a starting point in calorimeter which is the
ECal entrance position for η = 0. It was important to understand why FullSim does
not give a sharp peak at 129 cm but shows a spread between 120-135 cm. The differ-
ence was understood after realizing how the incident particle trajectories are traced.
Fastsim uses the parameterization and the incident pions are recorded at the front
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FIGURE 4.7: The position of calorimeter entrance point (left) and dis-
tribution of shower start point (right) compared between FullSim and
FastSim (with default SimWatcher class) for a pion shooted at 0.0 <

|η| < 0.04

face of the ECal. But the Fullsim traces the incident particle trajectory in steps, hence
also goes through a lot of dead material that is in front of ECal. Hence for proper
comparison of a starting point (calorimeter entrance point) and first inelastic interac-
tion point, it was needed to only select the detector volumes corresponding to ECal
and HCal. After this proper selection of detector volumes and also restricting to ex-
act η =0.04 (as there is physical gap at η =0.0), comparisons look as shown in figure
4.8.
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FIGURE 4.8: Calorimeter entrance point (left) and shower start point
(right) distribution comparison between FullSim and FastSim (with
default SimWatcher class) for a pion shooted at η =0.04 after proper

selection of physical volumes

Calorimeter entrance point in FastSim matches with FullSim after selection of
proper physical volumes. Both peak at 129 cm which corresponds to ECal front face
at central tower. Two issues in FastSim shower start distribution are still noticeable.
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One is, in ECal, shower start distribution is not starting exactly at ECal front face,
but almost from middle of ECal longitudinal length, at around 140 cm. Also the
FastSim distribution in ECal is not exponential as expected. The FastSim model was
carefully revisited, to understand these features in details.

According to this model:

• ECal is treated as a single step while HCal is considered as combination of
steps of fixed size. Also the model says that shower start position can lie only
beyond half a step size. As a result, for ECal, shower start distribution only
starts after half a ECal length.

• Instead of exponential distribution, a flat distribution is sampled to get shower
start position in ECal, as a result there is no exponential behaviour seen in
ECal.

Due to the above observed issues with current FastSim model, an alternative
FastSim model available (GFlash) but not in use is also checked doing similar com-
parisons. This model is based on Grindhammer parameterization [85]. The shower
start distribution by this model matches with FullSim in ECal but in HCal slope of
distribution seems to disagree at considerable extent as shown in Figure 4.9.
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FIGURE 4.9: Calorimeter entrance point (left) and shower start
point (right) distribution comparison between FullSim and FastSim

(GFlash) for a pion shooted at η =0.04

4.5.1 Proposing new hadronic shower model for FastSim

Above studies marked that FastSim does show deviations with respect to FullSim
when we start looking into details. On the other side, FastSim is gaining more and
more importance due to the vital role it plays in new physics searches and also for
upcoming High Luminosity LHC (HL-LHC) era. With this in mind, it was decided
to write a new hadronic shower model for FastSim from scratch. It was beneficial
to keep a modular form for this model for future refinements. Different modules in
this model are going to be - shower start module, transverse parameterization and
longitudinal parameterization module.
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4.6 Updated model for shower start location

4.6.1 Shower start and interaction length(λ)

As mentioned in previous section shower start defines the position where an inci-
dent particle undergoes inelastic interaction to produce a cascade of particles. Shower
start distribution is generally characterized in terms of interaction length (λ).

Suppose N(0) denotes number of primary particles incident at detector. Then in-
teraction length(λ) is the distance from detector entrance point over which around
63% primaries undergo inelastic interaction to generate shower. Then number of pri-
maries (particles which are not yet showered) survived at distance(x) from entrance
point are-

N(x) = N(0)× exp(−x/λ) (4.1)

As a result, shower start distribution is expected to be exponential in terms of
distance travelled in λs.

4.6.2 Shower start distributions using pion sample

For developing a model, a single pion sample is generated using Geant4 based sim-
ulation of CMS detector but with simplified calorimeter geometry for various ener-
gies. The simplified geometry had configuration ECal+HCal, with gap between two
filled by an air. Each calorimeter layer was represented by a flat square shaped layer.
Samples were generated with fixed η=0 and uniform in φ direction. Energies of sam-
ples were ranging from 0-400 GeV. For each event in sample, a shower start position
is saved by coordinates (x,y,z) defined in particle’s local coordinate system, such that
z is defined along the particle trajectory. A shower start distribution is obtained, one
for each energy, by extracting z coordinate of shower start position from all events
corresponding to that energy.

It was observed that at higher energies shower start distributions follow expo-
nential behaviour but not at very low energies as shown in figures 4.10.
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The reason for deviation of shower start distribution from exponential behaviour
at low energies can be attributed to modulation of shower start probability due to
energy lost by ionization processes.

4.6.3 Ionization loss at low energies

At low energies (E<1 GeV or so), ionization is a major process contributing to energy
loss.

The rate of energy loss (-dE/dz) for a particle with charge q and velocity v due
to ionization in a given medium is given by a Bethe Bloch formula given below [53,
84].

− dE/dz = Dq2ne/β
2[ln(2mec

2β2γ2/I)− β2 − δ(γ)/2] (4.2)

where z - the distance travelled through medium
D ∝ (Z/A), where Z is atomic number and A is mass number of the medium
me - mass of electron
ne - electron density of medium
I - mean ionization potential of medium
The important features of energy loss by ionization are summarized in the fol-

lowing -

• Energy is lost particularly to the electrons from atoms of a given medium

• Slower the particle, faster is the energy loss. Hence ionization loss becomes
significant at low energies.

• Energy loss is proportional to atomic number (Z) of a medium

• Energy loss rate becomes always minimum at around βγ ≈4, where particle
is called as a minimum ionizing particle (mip). Until the particle undergoes
nuclear interaction , it deposits energy via ionization as it traverses the detector
material, hence behaves like a mip if it is sufficiently energetic.

• Beyond βγ ≈4 (i.e for relativistic particles) rate of energy loss again increases
as relativistic expansion of particle’s electric field allow further and further
electrons of the medium to interact with a particle.

As shower start distribution follows exponential fall off, for any given incident
particle, its shower start position will be a random position sampled from the ex-
ponential fall. If an incident particle has lost all of its energy before reaching this
random shower start position (which is probabilistic), a particle is lost and there will
be no shower. More the fraction of primaries lost by ionization, more will be the
deviation of shower start distribution from exponential fall.

4.6.4 Shower start distribution including ionization losses

Based on Bethe Bloch form, for a charged particle of given energy (E) in given
medium, an average position (µ) where particle will stop due to complete energy
loss by ionization, can be given by equation:

µ =
E∫

(dE/dz)
(4.3)
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To a good approximation, the distribution of stopping position (G(z)) just by
ionization for a particle of energy E, will be a gaussian with mean µ.

G(z) =
1√

(2πσ2)
× exp(−(z − µ)2

2σ2
) (4.4)

Thus the probability that an incident primary of energy E will be stopped by
ionization energy loss (D(z)) before position z can be obtained by integrating G(z).

D(z) =

∫ z

−∞
G(z′)dz′ =

1

2
× (1 + erf(

z − µ√
2σ

)) (4.5)

Thus only the fraction (1-D(z)) of incident particles will be available to undergo
shower at position z. As a result, the probability that a particle will actually shower
at position z in presence of ionization losses will be

P (z) = exp(−z/λ)× (1−D(z)). (4.6)

4.6.5 Parameterizing shower start distribution

To define a generic model for shower start distribution, it was necessary to param-
eterize Equation 4.6 in terms of incident pion energy and distance travelled by it
along trajectory in CMS detector. For that a tuning function is defined with follow-
ing 10 input parameters:

Energy of particle (E), ECalEntrance, ECalExit, HCalEntrance, HCalExit, ECal in-
teraction length (λE), HCal interaction length (λH), mean and standard deviation of
a gaussian about average stopping position due to ionization loss (µ and σ respec-
tively) and Normalization.

As there is no material in between ECal and HCal and hence no material interac-
tions possible, the gap between the two is ignored while deriving parameterization.
Thus for the given position z, the distance travelled in terms of interaction lengths
(zλ) for ECal and HCal will be as follows.

Within ECal,

zλ =
z − ECalEntrance

λE
(4.7)

Within HCal,

zλ =
ECalExit− ECalEntrance

λE
+
z −HCalEntrance

λH
(4.8)

With zλ defining distance travelled by particle trajectory, parameterized form of
Equation 4.6 becomes:

P (z) = Normalization× exp(−zλ)× 0.5× (1− erf(
z − µ√

2σ
)) (4.9)

Pion shower start distributions for various energies are fitted with Equation 4.9 to
extract µ, σ, λE and λH. It is observed that, mean (µ) and standard deviation (σ) of a
gaussian, signifying ionization stop position have characteristic energy dependence
as given by equations 4.10 and 4.11. Figure 4.11 shows these energy dependencies.

µ = −0.6464 + 88.4× E (4.10)
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σ = 3.502 + 1.13× ln(E) (4.11)
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FIGURE 4.11: Mean(µ) and standard deviation(σ) of ionization stop
position versus energy(E)

For λE and λH, energy dependence is found to be very subtle and only observed
for the very low energies.

TABLE 4.1: Energy dependence of λE and λH

Energy (GeV) λE (cm) Energy (GeV) λH (cm)

E≤2.6 19 E≤1.8 16
2.6 <E≤4.2 20 1.8 <E≤3.8 17.5
4.2 <E≤10 20.5 3.8 <E≤4.8 18
10 <E 22.5 4.8 <E≤5.6 19.5

5.6 <E≤10 20
10 <E 20.5

4.6.6 Validating shower start parameterization

For validation, parameterized shower start distributions are first compared against
the same Geant 4 based shower start distributions which were used for extracting
parameterization. Remember that those Geant 4 based samples had used simplified
detector geometry and no magnetic field. To get parameterized distributions, for
every energy, µ, σ, λE and λH values are obtained based on Equations 4.10, 4.11
and Table 4.1. An ionization stop position (IonizationStop) (in cm) due to complete
energy loss is obtained by random sampling of a gaussian defined with (µ,σ).

IonizationStop = gRandom→ Gauss(µ, σ) (4.12)

A shower start position (showerstart) (in units of λ) is defined by random sam-
pling an exponential with slope -1.
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showerstart = gRandom→ Exp(−1) (4.13)

IonizationStop and shower start positions are transformed in proper way so that
they represent real positions in CMS ECal or HCal. Given these two positions, an
incoming particle will shower only when shower start position is before Ionization-
Stop position and can contribute to shower start distribution in such case. The
parameterized shower start distribution is obtained by iteratively filling random
shower start position in it whenever above condition is satisfied. Parameterized
shower start distributions are compared against corresponding Geant4 distributions
for three different angle of incidence of pion as cos(θ) =1, cos(θ) =0.5 and cos(θ)
=0.33. Here cos(θ) =0.5 and cos(θ) =0.33 correspond to cases where path length as
seen by a particle is stretched to twice or thrice the length corresponding to θ =0
geometry. Hence parameters ECalEntrance, ECalExit, HCalEntrance, HCalExit for
these three cases respectively take values (129, 152, 179, 270), (258, 304, 358, 540),
(387, 456, 537, 810). The shower start distribution comparisons of parameterized
versus Geant 4 distributions are shown in figures 4.12, 4.13, 4.14.

The agreement between Geant4 based and parameterized shower start distribu-
tions is within 10-20% in most of the cases for both standard and extended simplified
CMS geometry. This gives the confidence that the generalized parameterization will
hold for any given geometry and any angle of incidence and also in presence of
magnetic field, where curvature of trajectory can be seen as particle is viewing an
extended geometry, similar to the cases we have already discussed before.

4.6.7 Performance validation using standard CMS geometry samples

As a last step of validation, instead of Geant 4 samples with simplified geometry, the
standard CMS geometry samples were used for this purpose. A single pion samples
of around 10,000 events are generated for various energies across energy range of 0.2
GeV to 1000 GeV. A uniform distribution in η=[-0.05,0.05] and φ=[-π,π] is used for
each of these energy samples, along with non-empty gap between ECal and HCal
and 3.8 T magnetic field considered during simulation, to represent realistic event
scenario in CMS detector.

Figures 4.15 show that even with real geometry and magnetic field on, param-
eterized distributions are consistent with Geant 4 distributions within 20-40% over
energy range of 5 GeV-1000 GeV. Some activity is observed in a gap between Ecal
and Hcal in case of real CMS geometry, which is expected as there exists some dead
material associated with electronics and structural support. For energies below 5
GeV, a little lateral shift in distribution is observed with respect to that expected
from a parameterized distribution. At low energies, curvature of trajectory due to
magnetic field is pronounced compared to high energy. As a result, the effect of mag-
netic field on path length is more for low energies. Thus, if there is any inconsistency
in orientation of the coordinate system in simplified and real geometry samples, it
can lead to such lateral shift. The orientation of coordinate system in real CMS ge-
ometry samples to understand the observed shift will be revisited and accounted
for when adopting the new parametrization for central simulation. Apart from this
small discrepancy for very low energy pions, our newly proposed parameterization
faithfully models the distributions predicted by GEANT4 over a wide energy range.
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FIGURE 4.12: Validation of modified shower start parameterization
using a pion sample where each pion is shooted at angle θ such that

cos(θ)=1
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FIGURE 4.13: Validation of modified shower start parameterization
using a pion sample where each pion is shooted at angle θ such that

cos(θ)=0.5

4.7 New transverse shower model

4.7.1 Transverse shower models in FastSim

Hadronic showers are relatively complex as compared to electromagnetic showers
as they have purely hadronic and also electromagnetic component (arising from
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FIGURE 4.14: Validation of modified shower start parameterization
using a pion sample where each pion is shooted at angle θ such that

cos(θ)=0.33

π0). Relative fraction of π0 and hadronic component fluctuates a lot from shower
to shower. Hence, simulation of hadronic shower has to take into account:

1. Energy dependence of fraction of π0 and its fluctuations
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FIGURE 4.15: Validation of modified shower start parameterization
using a pion sample with real CMS geometry and magnetic field on.
Here pion sample has used uniform distribution in η=[-0.05,0.05] and

φ=[-π,π]

2. Response of calorimeter differs for π0 and purely hadronic component.
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3. Propagation scale of π0 is radiation length (X0) while that for hadronic com-
ponent is interaction length (λ0).

In current FastSim model, a lot many adjustments are done on the fly without any
reasoning given. Adjustments like defining "40" transverse steps for each longitudi-
nal step (where energy is to be deposited), randomly varying energy and number of
energy spots to be deposited at given step make this model difficult to follow.

An alternative FastSim model, which is available but not used, "GFlash", uses
Grindhammer parameterization [85] to define transverse shower as shown in equa-
tion 4.14 below.

f(r) = 2 × Norm × r[λ] × R50[λ]2

(r[λ]2 +R50[λ]2)2
(4.14)

Here theNorm represents normalization factor, r[λ] andR50 [λ] respectively rep-
resent radial distance in transverse plane from shower axis and median of a shower
in given transverse plane in terms of interaction length λ. A sample of various in-
cident pion energies 0.4-1000 GeV is used to check how well Grindhammer param-
eterization fits transverse hadron shower profile. For current study, only showers
starting in HCal are considered. It is found that above parameterization fits trans-
verse profile in various longitudinal depths reasonably well for low energy pions
but towards high energy the fit starts deviating from true transverse profile (Figure
4.16). In these comparisons, "E" corresponds to energy of particle and "L" corre-
sponds to longitudinal depth (e.g. L=0 represents average transverse profile over
first interaction length).

As a solution over inaccessible nature of existing FastSim model and discrepan-
cies with respect to Grindhammer parameterization, it was decided to tune Grind-
hammer parameterization further to make it more general to be applicable over wide
energy and longitudinal depth range.

4.7.2 Modification to Grindhammer parameterization

For modification, different additional terms to Grindhammer form as a correction
factor were tried. One realization was parameter R50 is very sensitive to fitting
range. Hence, to derive parameterization, fitting range is kept fixed to be 120 cm
for all layers and all energies, and then tried which can be a generic form to fit.

Following model, as given by equation 4.15, seem to work for transverse profile
of all energies and for various longitudinal depths.

f(r) = (A+
B

r2[λ]
+

C

r4[λ]
)× R2

50[λ]

(r2[λ] +R2
50[λ])2

(4.15)

Here A, B, C are normalization constants. One longitudinal depth is considered
at a time and transverse profile from that depth is fitted with above form to get
values for A, B, C and R50 [λ]. After repeating the procedure for various energies,
approximate energy based parameterization is derived for above parameters (Table
4.2).

Figures 4.17, 4.18, 4.19, 4.20, 4.21 show transverse shower profile of various ener-
gies fitted with new parameterization for various longitudinal depths (L=0 to L=4).
The performance of new parameterized model is better compared to Grindhammer
parametrization, particularly towards high energies.
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FIGURE 4.16: Comparison of transverse shower profile of pion
against fit using Grindhammer parameterization

4.8 Modelling of sampling fluctuations

In existing model, sampling fraction is determined for each pair of (active+passive)
layer and is taken as a constant for that particular pair. But, in reality hadronic show-
ers are complex and as a result sampling fraction for a given pair also fluctuates from
shower to shower. In new model for hadronic shower in FastSim, these fluctuations
in sampling factor were supposed to be included.

For that at first using Geant4 showers, a distribution of sampling fraction is ob-
tained for each (active+passive) layer. This is done for all 36 identical azimuthal
wedges in HCal, for various energies and also for various particle types (hadrons,
mips, π0) and different shower starting point. It was found that Landau distribu-
tion fits irrespective of different shower types. The mean (µ) and standard deviation
(σ) of Landau fit is extracted for each of the case mentioned above. Once known,
Landau distribution given by (µ,σ) can be used to model fluctuations in sampling
fraction. Figure 4.22 shows a Landau fit to one of the layer.
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TABLE 4.2: Energy dependence of various parameters in modified
Grindhammer parameterization

λ depth Energy dependence

L0 R50 [λ]=31.78 - 1466/6×E + 1496/(0.6×E2 + 6×E)
A=0.00577 + 0.2048/E -0.1672/(E2 + E)
B=0.00631 - 0.05404/E + 0.02575/E2

C=-10−5 (E<=4 GeV), C=10−5 (E>4 GeV)
L1 R50 [λ]=16.3 + 12.29/E - 0.00805×E

A=0.01617 + 1.787/E -16.9/(E2 + 10×E)
B=0.004714 - 0.01305/E + 0.002404/E2

C=-10−5 (E<=500 GeV), C=10−5 (E>500 GeV)
L2 R50 [λ]=19 + 29.41/E - 5.022/E2

A=0.04181 + 2.691/E -26.16/(E2 + 10×E)
B=0.004883 - 0.03741/E + 0.03398/(0.5×E2 + E)
C=-10−5

L3 R50 [λ]=20.25 + 52.45/E - 13.75/E2

A=0.08721 + 1.105/E -1.383/(E2 + E)
B=0.004326 - 0.0311/E + 0.0096/E2

C=10−5

L4 R50 [λ]=23.88 + 12.67/E + 377/(E2 + 10×E)
A=0.0828 + 2.687/E -24.72/(E2 + 10×E)
B=0.007382 - 0.08527/E + 0.08958/(0.5×E2 + E)
C=10−5

4.9 Longitudinal shower parameterization

In current FastSim, longitudinal shower profile is based on Grindhammer parame-
terization [85]. This parameterization used two different gamma functions, one for
electromagnetic component and other for hadronic component. But, in fact electro-
magnetic component fluctuates a lot based on whether π0 is created in early part of
shower or in later part, as π0 energy profile will be different in these two cases.

In new model, instead of two components, parameterization is developed con-
sidering three different components of shower, hadronic, early and late π0.

Figure 4.23 gives a rough sketch of modelling longitudinal shower profile for
new FastSim model. To model different parameters, single pion sample is gener-
ated for various energies and simulated using simplified CMS detector geometry.
At first, fractions of three components are determined. Fig. 4.24 (top) shows frac-
tion of total deposited energy (fdp) in calorimeter, fraction of fdp representing elec-
tromagnetic component (fπ0) and fraction of fπ0 showing late π0 component (fπ0

l
).

Once these fractions are found, α, β for different components determined by fitting
rate of energy loss along longitudinal direction (dE/dx) by gamma function and
corresponding α, β are retrieved. This is done on shower by shower basis to get dis-
tribution of α, β. Figure 4.24 (bottom) shows that average of gamma distributions
fitted to FullSim distributions (green) and that by picking random α, β values from
their distributions (red) almost match. But, they deviate slightly from average Full-
Sim distribution (blue). This was because few showers could not be described well
with gamma distribution. But, on average, gamma distribution is a reasonably good
approximation to describe longitudinal shower profile.
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FIGURE 4.17: Comparison of transverse shower profile of pion
against fit using modified parameterization for longitudinal depth

first longitudinal depth (L=0)

4.10 Summary

A new parameterization is developed for different components of hadronic shower
and performance is checked against standard Geant4 based simulation. New param-
eterization for different components of hadron shower is performing better com-
pared to existing FastSim model and may help to resolve some of FastSim versus
FullSim discrepancies. These components can be used as different modules in new
hadron shower model. Because of the modular nature it will also be easier to do any
modification if needed in future. As various components of modeling have been up-
dated and validated against GEANT4, it has been proposed to integrate all modules
into the CMS nominal FastSimulation.
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FIGURE 4.18: Comparison of transverse shower profile of pion
against fit using modified parameterization for longitudinal depth

second longitudinal depth (L=1)
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FIGURE 4.19: Comparison of transverse shower profile of pion
against fit using modified parameterization for longitudinal depth

third longitudinal depth (L=2)
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FIGURE 4.20: Comparison of transverse shower profile of pion
against fit using modified parameterization for longitudinal depth

fourth longitudinal depth (L=3)
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FIGURE 4.21: Comparison of transverse shower profile of pion
against fit using modified parameterization for longitudinal depth

fifth longitudinal depth (L=4)
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10

 Modelling of Sampling Fluctuations

Parametrization

►Distribution of sampling factors obtained from Geant4 inputs is plotted separately for 
different shower cases based on energy, particle type, shower starting point.

►Landau function fits well irrespective of different showers characteristics.
►Landau with (μ,σ) can be used to simulate Sampling fluctuationFIGURE 4.22: (µ,σ) derived by fitting Landau distribution to sam-

pling fraction distribution

13

 GFlash Parametrization for New model

►Three energy fractions can be reduced to two parameters fπ0  and  fπ0l as-

►Energy deposits in calorimer are divided in 3 fractions

►Thus parameters to be determined are- 

FIGURE 4.23: Parameterization for new longitudinal shower mod-
elling
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14

 Parameter Determination

►To find different parameters single pion samples are generated at energies of 
different energies (1, 2, 3, 5, 10, 20, 50, 100 GeV). 

►Detector effects are simulated with geant4 using a simple CMS geometry.

►For each energy point  we determine fraction of different components -

- ----visible energy fraction  ���
- 0----Fraction of visible energy carried by 0 component  ��  �

0----fraction of total 0 energy carried by late 0. -���  �  �

15

 Parameter Determination

►α,β are determined by fitting dE/dX with gamma functions.

FIGURE 4.24: (top) fractions corresponding to total deposited energy
in calorimeter (fdp), total electromagnetic component (fπ0 ) and late
electromagnetic component (fπ0 fπ0

l
) obtained by fitting Geant 4 dis-

tributions. (bottom) Consistency of gamma distributions obtained us-
ing mean of α and β distributions (green), randomly chosen α, β from

respective distributions (red) with FullSim distribution (blue).
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Chapter 5

Search for supersymmetry with jets
& pmiss

T final states

This chapter starts with a brief discussion on what is the importance of SUSY searches
in jets + pmiss

T final state and where such searches benefit against SUSY search in fi-
nal states containing leptons or photons. After this brief introduction, the goal is to
give the broad idea of the SUSY search carried as a major part of this thesis work.
The chapter discusses what can be the major SM backgrounds for the SUSY search
with jets + pmiss

T final state, what are the event selections used and their impact on
SM backgrounds and potential SUSY signal and the set of triggers applied on data
collected of years 2016, 2017 and 2018. Later part of the chapter includes details of
various SM background estimation strategies used in this SUSY search.

Presence of SUSY particles in proton proton collision events can be manifested
in a large variety of final states [86]. The fig. 5.1 shows production cross sections
for various SUSY processes as predicted by theory. Gluino and squark pair produc-
tion via strong interaction dominates over electroweak production of sleptons and
electroweakinos [14].

Section 2.5 discussed strong SUSY production scenarios considered in this search.
The Lightest Supersymmetric Particle (LSP), χ̃0

1 is assumed to be stable and weakly
interacting and hence gives large pmiss

T in the event. Thus, this final state will be
enriched with jets coming from light flavor (or bottom) quarks and gluons and pmiss

T

predominantly coming from χ̃0
1 [11–13, 19, 87–89]. Jets and pmiss

T can be accompa-
nied with a lepton from leptonic W boson decay. Lepton can also originate from
semileptonic decay of b-hadrons. In the inclusive analysis described here, we target
fully hadronic final state with no lepton in the final state. Events with isolated lep-
ton or an isolated track are vetoed to reject physics processes resulting in high pmiss

T

due to associated neutrinos (e.g. W+jets and tt production). More details on event
selection will be discussed in section 5.2.

5.1 The Standard Model backgrounds

The Standard Model (SM) processes giving jets and pmiss
T in the final state are the

background (noise) for this search, as events originated from such processes are in-
distinguishable from potential signal events in data. The dominant backgrounds are
Z+jets where Z decays to pair of neutrino and antineutrino, W+jets or tt +jets where
electron or muon from W decay is lost or W decays to hadronic τ and multijet events
originating from Quantum Chromodynamics (QCD) processes with significant fake
pmiss

T .
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FIGURE 5.1: SUSY production cross sections for various processes at
CM energy of 13 TeV [90]

TABLE 5.1: Decay modes of Z, W and τ

Particle Mode Branching Fraction (%)

Z e+e− 3.36
µ+µ− 3.36
τ+τ− 3.37
νν 20
qq 70

W+(W−) e+νe(e
−νe) 10.71

µ+νµ(µ−νµ) 10.63
τ+ντ (τ−ντ ) 11.38
qq ′ 67.41

τ+(τ−) e+νeντ (e−νeντ ) 17.82
µ+νµντ (µ−νµντ ) 17.39
qq ′ ντ (ντ ) 65

5.1.1 Z+jets

Zero lepton requirement rejects events where Z boson decays leptonically. Also pmiss
T

requirement does not allow fully hadronic decay mode of Z to be a background for
this search. Only possible decay modes causing background for the search are to
pair of neutrinos or both τs from Z decaying hadronically. But as can be seen from
Table 5.1 later one has a very small probability ( 3.37% × 65% × 65% = 1.4%). On
similar argument, possibility that both e or µ from leptonic decay mode fail to be
identified or reconstructed or fall out of detector acceptance and appear as jets+pmiss

T

event is highly improbable. Then only dominant mode that becomes background
is the invisible decay (figure 5.2 (left)). This is an irreducible background for the
search, which means it can not be further reduced by imposing any selection on
event properties.
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5.1.2 W+jets and tt +jets processes

The W+jets process has contribution from direct W production at the interaction
vertex as well as from those produced in top quark decays. Similar to Z, leptonic and
fully hadronic decay modes of W do not enter into signal region due to zero lepton
and high pmiss

T requirements. Leptonic decay mode of W is more probable compared
to that of Z. When a W decays leptonically, the lepton can be lost in two ways; e
or µ− can be lost if it failed identification or isolation or falls outside acceptance,
or W decays to hadronically decaying tau giving true jet+pmiss

T signature in final
state, which again becomes irreducible background for the search. Both these cases
contribute to “lost lepton” background (Figure 5.2 (center)).

5.1.3 Quantum Chromodynamics (QCD) processes

The QCD basically has contribution from light flavour quark jets and gluon jets.
These processes appear like jets+MET signal events, if either there is a fake Hmiss

T

arising from jet mismeasurement or true Hmiss
T coming from semileptonic decay of

bottom or charm hadrons (Figure 5.2 (right)). For events with Nb−jet=0, primary
Hmiss

T source is the jet mismeasurement and Hmiss
T will be directed along the mis-

measured jet. For events with Nb−jet> 0, semileptonic b-jet decay is a prime source
of Hmiss

T , and in a boosted b-jet topology, neutrino from semileptonic decay will be
aligned with a final state jet as there is no other true source of Hmiss

T in the event.
Thus Hmiss

T in both cases is aligned along the direction of jet and hence the charac-
teristic of such events is low ∆Φ(~p jet

T , ~H miss
T ) angle as shown in figure 5.3.

FIGURE 5.2: Schematic sketch of SM backgrounds: (left) Z + jets,
(center) W + jets, and (right) QCD multijet.

Based on major SM background composition to search, event selection is made
in order to achieve good signal sensitivity by efficient rejection of SM backgrounds.

5.2 Event selection

For this inclusive search to cover a wide variety of SUSY topologies, event selection
is done using four orthogonal search variables.

• Njet - The number of jets with pT >30GeV and |η| <2.4

• Nb−jet - The number of b-tagged jets with pT > 30 GeV and |η| < 2.4

• HT (or HT)- Scalar sum of pT of jets in Njet collection
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ter applying baseline selection of HT> 300 GeV, Hmiss

T > 300 GeV,
Njet≥ 2

• Hmiss
T (or MHT)- Magnitude of negative vector sum of pT of jets with pT > 30

GeV and |η| < 5.0

For substantial SM background rejection and minimal impact on signal models
following baseline selections are applied:

• Njet ≥ 2, HT >300 GeV, Hmiss
T >300 GeV

This defines the baseline selection for this search. In addition, a region with
HT>300 GeV and 250 GeV<Hmiss

T < 300 GeV is used as a low-Hmiss
T sideband

to derive normalization and validation of R+S strategy.

On top of above selections, to avoid contribution from leptonic decay modes of
SM backgrounds, events with isolated lepton and/or isolated track are vetoed.

• Muon veto:

Muon candidates selected are those which satisfy “Medium ID” requirement.
Medium ID is optimized towards prompt muon selection from Z and W boson
decay with efficiency of about≥ 99.5% [91]. In addition, impact Parameter (IP)
with respect to primary vertex (PV) should satisfy condition

dxy(µ, PV ) ≤ 0.2 cm (5.1)

dz(µ, PV ) ≤ 0.5 cm (5.2)

Medium Muon candidates should have pT >10 GeV and |η| <2.4. To distin-
guish between prompt muons and muons from b hadron decays, it should
also satisfy mini-isolation requirement of Imini <0.2. An event satisfying above
criteria is rejected.

• Electron veto:
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Electron candidates have to satisfy “Cut based veto” selection. Due to “looser
selection” imposed, “veto ID” has maximum efficiency to select real electrons
but can also have more fakes. Candidates should have pT >10 GeV and |η|
<2.5. Isolation requirement is Imini <0.1. Any event satisfying above condi-
tions is rejected.

• Isolated track veto:

This is applied on top of isolated lepton veto, to reject events where any lep-
tonic event has failed lepton veto due to lepton misidentification or isolation
requirement not being satisfied. It also helps to reduce hadronic tau back-
ground by vetoing events with isolated charged pion track.

Lepton track needs to satisfy requirement of pT >5 GeV and Itk <0.2, while
hadronic track (mostly pion) should have pT >10 GeV and Itk <0.1, where
track isolation Itk is defined as the ratio of scalar pT sum of charged tracks
within ∆R<0.3 of primary track to pT of primary track.

• ∆Φ(~p jet
T , ~H miss

T )

As enormous QCD background has the feature that pmiss
T due to jet mismea-

surement is aligned to mismeasured jet, events in signal region are needed
to satisfy ∆Φ(~p jet

T , ~H miss
T ) > 0.3,0.3,0.5,0.5 for four leading HT jets, to reject this

background. QCD dominated control region is selected by inverting above ∆Φ

requirement (at least one of the leading jet should fail either of ∆Φ(~p jet
T , ~H miss

T )
> 0.3,0.3,0.5,0.5 cuts) and asking forNb−jet =0 and 250 GeV<Hmiss

T < 300 GeV
(called low ∆Φ QCD validation region). A data-driven strategy to estimate,
called “Rebalance and Smear (R+S)” explained later, is validated separately in
low-Hmiss

T and low ∆Φ validation regions.

• MET filters for rejecting events with spurious high pmiss
T

Section 3.5 has discussed various event cleaning filters used during legacy
analysis. An event of interest is expected to pass all imposed filters.

In various SUSY topologies, a rich variety of final states are possible. One can de-
sign a SUSY search exclusive to either of possible topologies or it can be an inclusive
search covering maximum phase space to allow simultaneous scan of various SUSY
topologies. The analysis described here uses inclusive approach for SUSY search.

Events survived after above cuts are considered for this search and are distributed
across 174 search bins. Figure 5.4 showsNjet −Nb−jet andHT −Hmiss

T binning used
during 2016 [19] and full Run 2 analysis. Each Njet − Nb−jet bin is further divided
into HT − Hmiss

T bins as shown in fig.5.5. To get advantage of higher luminosity,
bins are made tighter for full Run 2 analysis.

5.3 Signal and SM background composition

The figures 5.6 and 5.7 respectively show distribution of various search variables
only with HT > 200 GeV, Hmiss

T > 200 GeV requirement and after full baseline se-
lections applied. Here event weights of both background and signal processes are
normalized to their respective cross-sections and lumi of 35.9 fb−1, so as to match
total number of events (observed for SM and theoretical for signal) expected in 35.9
fb−1data. Kinematic distributions from signal mass points, which were buried un-
der huge SM background yield started becoming visible after putting baseline cuts,
as observed in fig. 5.7.
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By starting with a set of events satisfying HT > 200 GeV, Hmiss
T > 200 GeV

requirement, how various cuts help in rejection of SM background processes and
final survived fraction contributing as SM background in signal region are shown in
Fig. 5.8. The HT , Hmiss

T , Njet baseline selection brings potential SM background
down to few percent. Relative rejection by ∆Φ(jets, Hmiss

T ) cut is maximum for QCD
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FIGURE 5.6: Distribution of kinematic variables for SM backgrounds
and various SUSY signal topologies before applying baseline selec-

tions

as expected. In a true physics event, Hmiss
T is expected to be less than HT , hence

rejection is minimum with Hmiss
T <HT requirement (red line in figure 5.5 (bottom)).

Lepton veto and isotrack veto rejection is few percent or less than that. The pmiss
T

filters are supposed to reject anomalous pmiss
T events in data due to detector issues

as discussed in section 3.5 but does not have significant impact in MC as expected.
Survived background fraction is maximum for Z+jets (about 4%), followed by tt ,
W+jets, single top and QCD in descending order.

Background composition changes depending on kinematic phase space. Figure
5.9 shows how Z+jet, tt/W + jets (Lost Lepton) and QCD contribution changes as a
function of one search variable at a time and inclusive in other three search variables.
The Z+jet appears as largest background both at low and high Hmiss

T ends. But as a
function of Njet , Nb−jet multiplicity, lost lepton contribution increases due to domi-
nating tt process at higher end. Figure 5.10 shows a composition in two dimensional
[Njet ,Nb−jet ] phase space but inclusive in HT>300 GeV and Hmiss

T >300 GeV for top
plot and HT >600 GeV and Hmiss

T >600 GeV for bottom plot. With higher HT and
Hmiss

T requirement, both QCD and lost lepton background from tt/W +jets drop,
except atNb−jet =2+ for highest twoNjet bins, where lost lepton remains a dominant
background even at high HT , Hmiss

T requirement due to tt contribution. In case of
invisible Z+jet event, two neutrinos are most likely to fall in same hemisphere giv-
ing highHmiss

T as compared to tt , where neutrino, antineutrino from top and antitop
fall mostly in opposite hemispheres leading to small values of Hmiss

T due to mutual
cancellation. As a result, Z+jet dominates in Hmiss

T spectrum.
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FIGURE 5.7: Distribution of kinematic variables for SM backgrounds
and various SUSY signal topologies after applying baseline selections
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5.4 Triggers

Triggers are used to store only a subset of all data events, which are useful for physics
analysis purpose [58]. A set of MET × MHT triggers are used for event selection
from data in signal region.

• HLT_PFMETx_PFMHTx_IDTight_v* (x=90,100,110,120,130,140)

• HLT_PFMETNoMux_PFMHTNoMux_IDTight_v* (x=90,100,110,120,130,140)

• HLT_PFMETx_PFMHTx_IDTight_PFHT60_v* (x=100,110,120,130,140)

• HLT_PFMETNoMux_PFMHTNoMux_IDTight_PFHT60_v*
( x=100,110,120,130,140)

Here the variables and their values refer to trigger level reconstruction and cal-
ibration. The high threshold triggers act as a back-up to compensate efficiency loss
when low threshold triggers are prescaled at higher instantaneous luminosity. The
same set of triggers was used also for lost lepton control region (CR) and QCD low
∆Φ validation region in 2018. The efficiency of this set of triggers is determined both
in true and fake pmiss

T region. Efficiency in true pmiss
T region is calculated using single

electron dataset as reference while efficiency in fake pmiss
T region is calculated using

single photon dataset as reference.

εtrue−MET =
Events passing MET and single electron trigger (HT> 300, Njet> 1)

Events passing single electron trigger (HT> 300, Njet> 1)
(5.3)

εfake−MET =
Events passing MET and single photon trigger (HT> 300, Njet> 1)

Events passing single photon trigger (HT> 300, Njet> 1)
(5.4)
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Figure 1: The efficiency of the set of pmiss
T -Hmiss

T cross triggers measured in a single-electron
control region. This trigger set used to collect events in the signal region as well as the single-
lepton and QCD validation control regions. The measured efficiency is applied as an event
weight to simulated signal events.

• HLT PFMETX PFMHTX IDTight PFHT60 v* (X=100,110,120,130,140),158

• HLT PFMETNoMuX PFMHTNoMuX IDTight PFHT60 v* (X=100,110,120,130,140),159

• HLT PFMET120 PFMHT120 IDTight HFCleaned v*,160

• HLT PFMET120 PFMHT120 IDTight PFHT60 HFCleaned v*, and161

• HLT PFMETNoMu120 PFMHTNoMu120 IDTight HFCleaned v*.162

The logical OR of all of the above trigger paths was taken as the online criterion for selecting163

events throughout the three years of data-taking.164

The efficiency of this criterion with respect to offline observables has been studied in event165

samples with predominantly real-pmiss
T (pmiss

T arising from neutrinos) as well as samples with166

predominantly fake-pmiss
T (pmiss

T arising from jet energy mis-measurements). The real-pmiss
T167

sample consists of events in a single-electron CR composed of events collected by the trig-168

ger HLT EleX WPTight Gsf v*(X=27,32) and further required to pass a modified version169

of the baseline selection where the electron veto is not applied. The trigger efficiency is shown170

in bins of the offline Hmiss
T and HT in Fig. 1, and applied as an event weight to simulated signal171

events, as well as events used for the determination of the Z+jets background.172

The fake-pmiss
T trigger efficiency is measured in a sample consisting of events in a single-photon173

CR, collected by the photon trigger HLT Photon175 v* in 2016 and HLT Photon200 v* in174

2017 and 2018. The events are further required to satisfy a loosened set of baseline selection175

criteria where the requirements on the ∆φ between the leading jets and the Hmiss
T are removed.176

The efficiency is shown in Fig. 2. The fake-pmiss
T efficiency is relevant for QCD events, and is177

applied as a weight to events used for the rebalance and smear QCD prediction. The efficiency178

vs Hmiss
T is measured in bins of HT spanning the intervals 300-600, 600-1500, and >1500 GeV.179

3.2 Single-lepton and single-photon triggers180

Di-lepton and single-photon CRs are used for the determination of the Z+jets background.181

Events in the former CR were collected by either a set of single-electron or single-muon triggers;182

events in the latter were collected by a single-photon trigger. The efficiency of each of these183

sets of triggers is modeled using event samples in two independent CRs, and the comparison184

3. Trigger 7
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Figure 2: The efficiency of the set of pmiss
T -Hmiss

T cross triggers measured in a fake-pmiss
T CR

collected by a single-photon trigger. This measured efficiency is applied as an event weight to
events used for the rebalance and smear QCD prediction, which are collected by an orthogonal
set of HT-based triggers.

between the two results provides either a consistency check or forms the basis of the assignment185

of a systematic uncertainty.186

3.2.1 Single-electron triggers187

Events in the di-electron CR were collected using a set of single-electron triggers,188

• HLT EleX CaloIdVT GsfTrkIdT v*(X=105, 115, 135, 145);189

• HLT Ele25 eta2p1 WPTight Gsf v*;190

• HLT EleX eta2p1 WPLoose Gsf v*(X=20, 27);191

• HLT Ele15 IsoVVVL PFHTX v*(X=350, 400, 450, 600);192

• HLT EleX WPTight Gsf v*(X=27, 35); and193

• HLT EleX WPLoose Gsf v*(X=20,45).194

The efficiency of the criterion defined as the global OR of the above triggers with respect to195

offline observables is measured first in an event sample collected by the main analysis trig-196

gers—that is, the set of pmiss
T -Hmiss

T cross triggers listed in Section 3.1. Further selection is ap-197

plied to the events, as described in Section 8. In particular, two opposite-sign, medium working198

point (WP) electrons are required, and the pT of the di-electron system is required to be greater199

than 200 GeV. Additionally, events are required to have an offline HT greater than 300 GeV. The200

efficiency is shown in Fig. 3 (left). A second measurement of the efficiency of the same trigger201

set is made in a sample dominated by Drell-Yan events collected by a set of HT triggers given202

by203

• HLT PFHTX v* (X=200,250,300,350,370,400,430,475,510,590,600,650,680,780,800,890,900).204

Events are required to have an offline Hmiss
T less than 100 GeV and two opposite-sign, medium205

WP electrons with an invariant mass between 70 and 110 GeV and a di-lepton pT exceeding206

200 GeV. This second measurement is shown in Fig. 3 (right). Both measurement indicate that207

the efficiency is very high, greater than 99%, and a small systematic uncertainty is assigned208

based on the conservative envelope of three 0-order polynomials fit to the 2016, 2017, and 2018209

samples.210

FIGURE 5.11: Signal region trigger efficiencies in True and Fake MET
region

Efficiencies are shown in Figure 5.11 and are used to correct simulated signal
yield and events used to get Z+jet and R+S QCD prediction.

Following are the triggers used for various CR selections.
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• Single electron or muon triggers:

These are used to collect events in di-electron and di- muon CR for Z+jet pre-
diction. Single-muon triggers are found to be fully efficient in di-muon CR.
Single-electron trigger efficiency is fully recovered for HEM failure by vetoing
electrons in HEM failure region.

• A set of single photon triggers:

These are used for Z+jet CR selection.

– HLT_Photon175_v* — for 2016

– HLT_Photon200_v* — for 2017 and 2018

They are found to be 99% efficient in high ∆Φ baseline region ( pγT > 250 GeV).

• Suite of HT triggers

These are used for R+S QCD seed selection.

HLT_PFHTx_v* (x=200, 250, 300, —— 900)

Many of them are prescaled, hence corrections are applied to account for prescal-
ing.
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5.5 Estimation of SM backgrounds

Signal region (SR) events recorded in data can be admixture of contribution from
SM processes and SUSY signal if it exists. In this admixture, there is no way to
know whether a particular data event has originated from SM process or potential
SUSY event. But from MC simulation it is possible to get an idea about estimate
of expected SM background and strength of potential SUSY signal to populate in a
particular search bin. The general idea of getting background prediction is to start
with a kinematic phase space which is dominated by SM background and is almost
free from signal, called a “ control region” (CR). Based on best known understand-
ing of CR and SR, a method is developed which is applied on CR event yield to get
expected SM background yield in SR. This method which maps from CR to SR takes
into account the physics based difference between CR and SR. The SM background
yields predicted by this way can be compared directly to expected MC yields in SR.
If expectation and prediction agrees within uncertainties, it provides confidence on
estimation strategy. Such well validated estimation strategy from MC, is applied
to data CR to get data driven background prediction. A necessity of “data driven”
approach comes from the fact that MC generation restricted to next to next lead-
ing order (and not including higher order diagrams) lets spectra of various search
variables to differ in MC with respect to data both in normalization and shape. In
addition, with changing collider and detector conditions across data taking, it is not
always possible to simulate all detector level effects. In data driven approach used
for this analysis, CR for background estimation is taken from data and MC based
inputs used in estimation strategy (e.g. lepton efficiencies) are corrected for data
versus MC differences by applying associated data/MC scale factors as correction.

Following sections will describe Z+jet, QCD and lost lepton background estima-
tion strategies used in 2016 [19]. For Z+jet and QCD, the strategies were unchanged
during full Run 2 analysis [20].

5.5.1 Z(νν) + jets background estimation

The Z(νν) + jets background uses γ + jets as a control region (CR) for estimation
in 46 Nb−jet =0 bins while estimation in higher Nb−jet bins use Z → l+l− as CR
[19]. Using Z → l+l− as CR for overall background estimation would have been
an option. But, Z → l+l− suffers by low statistics (branching fraction ≈ 10%). The
production of prompt γ + jets events is similar to Z + jet process, and production
rates become of similar order for high boson pT with respect to Z mass. Also γ+jets
is benefitted by higher statistics compared to Z → l+l− in Nb−jet =0 bins. For these
reasons, γ + jets is used as CR, for Z(νν) + jets estimation in Nb−jet =0 bins, while
extrapolation to higher Nb−jet bins is done using Z → l+l− spectrum directly from
data. Both γ+ jets and Z → l+l− CRs do not have true pmiss

T . Jet clustering is redone
by removing γ or Z(l+l−) from γ + jets and Z(l+l−) + jets events, to mimic pmiss

T from
Z(νν) + jets process. Both γ and dilepton pair from two CRs should have pT > 200
GeV.

Only direct prompt production of γ+jets resembles production of Z at vertex. To
avoid contamination from indirect (from π0 decay) and fragmentation photons (from
gluon radiation), γ + jets sample is corrected by applying "direct photon fraction"
(Fdir) and photon purity (βγ) derived from the MC events. Normalization difference
between γ+ jets and Z + jets is accounted by applying transfer factor RZll/γ derived
from MC events as a function of 46 Nb−jet =0 bins. Double ratio (Rdata

Zll/γ
/Rsim

Zll/γ
) de-

rived as a function ofHmiss
T is used to correct transfer factor for trigger efficiency and
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data versus simulation differences in photon reconstruction efficiency [92]. Equation
5.5 shows estimated Z → νν background as a function of γ + jets yield.

N pred
Z→νν = (Rdata

Zll/γ
/Rsim

Zll/γ
)× RZll/γ × Fdir × βγ(Hmiss

T )×N obs
γ (5.5)

Due to lack of statistics, RZll/γ can not be trusted for high Nb−jet case. For this
reason, Z(l+l−) + jets events are used for extrapolation to higher Nb−jet . Extrapola-
tion factor Fjb is measured for each Njet , Nb−jet using Z(l+l−) + jets data corrected
for its purity (equation 5.6).

Fjb = Nj ,b/Nj ,0 (5.6)

This extrapolation factor is used as a multiplying factor to get event yield in given
[Njet ,Nb−jet ,HT ,Hmiss

T ] bin from yield in [Njet ,0,HT ,Hmiss
T ] bin (equation 5.7).

N (Z → νν)kj ,b = N (Z → νν)kj ,0 × Fjb (5.7)

In equations 5.6 and 5.7, index j , b correspond toNjet , Nb−jet respectively while
index k corresponds to a kinematic bin in HT −Hmiss

T plane.
Figure 5.12 (top) shows RZll/γ ratio and (bottom) shows Fjb extrapolation factors

in bottom panel.
Figure 5.13 shows MC closure for Z invisible background expected and pre-

dicted after scaling to 137 fb−1. By definition, there is a perfect closure observed in
Nb−jet = 0 bin. In other bins also expectation and prediction agree within statistical
uncertainties.

5.5.2 QCD multijet background estimation

The QCD multijet background estimation uses Rebalance and Smear (R+S) method
[19, 93, 94]. A set of low ∆Φ control region (CR) events are selected using a set of
HT triggers (with no condition on Hmiss

T ) with thresholds of 200 to 1050 GeV.
In first step of rebalancing an event, pT of each measured jet in CR event is varied

in order to maximize the probability:

P(J true |Jmeas) = P(Jmeas |J true)/π(Hmiss
T , δφj 1 (b)) (5.8)

The P(J true |Jmeas) represents posterior probability density of assigning true jet
momenta J true to a configuration of jets with measured momenta Jmeas. The like-
lihood to observe a configuration of measured jets Jmeas given a configuration of
jets with true momenta J true is represented by P(Jmeas |J true). The π(Hmiss

T , δφj 1 (b))
represents magnitude and direction (with respect to highest pT or leading b-tagged
jet) of Hmiss

T in QCD events.
In second step called smearing, every individual jet in rebalanced event is smeared

by random sampling of jet response templates which accounts for jet resolution in
detector. Each rebalanced event is sampled numerous times and is weighted by
number of times it is smeared. This R+S procedure results in generating event sam-
ple which resembles original CR event sample but after electroweak background
contamination subtracted. Figure 5.14 shows validation of R+S method in QCD
CR. Observed data yield in CR agrees with total predicted background within (sta-
tistical + systematic) uncertainties.
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FIGURE 5.12: (top)Top panel shows γ+jets events in data overlaid on
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panel shows Fjb extrapolation factors derived for variousNjet -Nb−jet
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5.5.3 Lost lepton background estimate

As discussed before, lost lepton background will have contribution from lost elec-
tron and muon (loste,µ) and from hadronically decaying tau (lostτh).

The loste,µ background estimation during 2016 analysis used event by event ap-
proach [19]. A SM event with either an electron or muon and satisfying baseline
selection, can enter into a signal region if lepton fails at any of the following three
steps:

1] kinematic acceptance
2] reconstruction
3] isolation
Kinematic acceptance here is defined as a lepton should have pT>20 GeV and |η|
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FIGURE 5.13: Comparison of expected and predicted Z invisible
background

FIGURE 5.14: Comparison of data versus predicted backgrounds in
QCD low ∆Φ CR

<2.1. Identification and isolation requirements for electron and muon are as speci-
fied in section 5.2. The "found lepton" events populating one lepton control region
(CR) are those after successively passing all above three requirements. To get "lost
lepton" events either because of failing at acceptance or reconstruction or isolation
step, each CR event weight is scaled appropriately to account for efficiency associ-
ated to that step and all following steps. This scaling by efficiency to get "lost lepton"
count from "found lepton" event counts is done on event by event basis, by using ef-
ficiencies as a function of [pT , η] of "found lepton" event in CR.

Method was validated in MC by comparing predicted background from one lep-
ton CR yield to expected yield directly from MC (called MC closure test) as shown
in Fig. 5.15. In such validation, both single lepton CR and zero lepton signal region
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(SR) are both derived from the same MC sample.
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The lostτh estimation in 2016 was done using template method. For full Run 2
analysis, lostτh component was estimated together with loste,µ using Average Trans-
fer Factor (TF) method. The lostτh estimation for 2016 analysis and estimation of
loste,µ + lostτh using TF method for full Run2 analysis are major parts of the thesis
work. Next chapter discusses details of template method and average TF method.
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Chapter 6

Estimation of tt +jets & W+jets
backgrounds

This chapter discusses estimation of hadronically decaying tau (lostτh) using tem-
plate method used in 2016 analysis and estimation of lostτh together with lost-electron
or muon (loste,µ) using average TF method used during full Run 2 analysis. The
chapter discusses details of template method and then motivation for choosing av-
erage TF method over template method for Run 2 analysis. Later part discusses
details of average TF method and also justifies why it is called “average” TF.

6.1 Estimation of lostτh background using template method

The τ from W decay has 65% probability to decay hadronically (τh) and 35% prob-
ability to decay to electron or muon. At the generator level, W boson decaying to
muon or tau are kinematically equivalent (as W boson much heavier compared to
muon or tau). Figure 6.1 shows that pT distribution of generator level tau (gen-τ )
and generator level and reconstructed level muon (gen-µ and reco-µ) match very
well after kinematic cuts of pT >20 GeV and |η| <2.1.
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FIGURE 6.1: Comparison of gen-τ and generator level muon pT (left)
and that of gen-τ and reco-µ pT (right) after kinematic cuts of pT>20

GeV and |η| <2.1

The difference between muon and tau appears only at the reconstruction level.
Muon is reconstructed with very good momentum resolution in detector (average pT

resolution of global muon in barrel is about 1.5% for up to pT < 600-700 GeV). The τh

produces real multijet+pmiss
T signature at detector level. The pT of gen-τ gets divided
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between τh-jet and associated tau neutrino as soon as τ decays. In MC simulation,
for a given pT of gen-τ , it is possible to get probability distribution of fractional pT

carried by τh-jet.
Tau template method used for background estimation in 2016 [19] relies on fol-

lowing two facts:

• As muon and tau are equivalent at generator level, µ + jet events can be used
as control region (CR) for τh background estimation

• Probability distribution of fractional pT carried by τh-jet can be used as a tem-
plate to simulate τh + jet event from µ + jet CR event.

The τh background estimation is done in high ∆Φ and low ∆Φ zero lepton region.
High ∆Φ zero lepton region defines signal region (SR) while low ∆Φ zero lepton
region is used to estimate electroweak contamination (here τh) to the QCD CR.

6.1.1 The τh template construction

To get the pT spectrum of τh-jet as a function of gen-τ pT , W + jet, tt and single top
MC simulated samples are used. The events having at least one gen-τ are selected.
The gen-τ carrying maximum pT is used for template construction.

In order to find a τh-jet associated with gen-τ , a matching function is used. This
matching function compares position of gen-τ against position of each of the recon-
structed level jet in η-φ space. The jet which is closest to gen-τ within a cone of
∆R=0.2 if gen-τ pT < 50 GeV and ∆R=0.1 otherwise, is determined as associated
τh-jet. Here relaxation of ∆R for low gen-τ pT is done to ensure reasonable effi-
ciency for matching with τh-jet. The ratio of pT of a matching τh-jet to pT of gen-τ
defines “τh-jet response”. For every such τh-jet event, τh-jet response is filled with
proper eventweight. This is done on event by event basis for full MC sample to
generate probability distribution of fractional pT of gen-τ carried by τh-jet (called
τh template). Four different τh templates are constructed corresponding to gen-τ pT

ranges of 20-30 GeV, 30-50 GeV, 50-100 GeV and above 100 GeV, each with 50 bins of
jet response as shown in figure 6.2. Probability distribution is normalized such that
integral over all 50 bins equals unity for each of the templates. Detector resolution is
worse at low pT compared to high pT . As a result fig. 6.2 shows that, a tail in proba-
bility distribution beyond one is prominent for low gen-τ pT template compared to
high pT ones.

While simulating τh + jet event from muon CR event, muon pT is supposed to
be replaced by τh template. For this reason, τh template should depict the response
of a τh-jet pT as a function of gen-τ pT without any contamination from surrounding
activity in event and would be expected to be less than one ideally. But the templates
derived using SM MC (tt +jet and W+jet MC) can be contaminated by some contri-
bution from nearby activity making it "impure". This impurity as well as detector
resolution will show up as template response shifted to higher fractional pT values
than one.

To avoid such contaminated response, two alternative ways of tau template con-
struction were considered.

• Use Pythia8 [61] particle gun to produce tau and force it to decay hadronically.
Use the closest matching jet to gen-τ for template construction (called "τ -gun"
templates).
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FIGURE 6.2: τh templates obtained as a function of various gen-τ pT
ranges

• Use Pythia8 particle gun to produce W and force it to decay to tau, and further
decay of tau in hadronic channel. Use the closest matching jet to gen-τ for
template construction (called "W-gun" templates).

In both cases, the generated event is passed through nominal CMS event recon-
struction steps.

For a consistency check, τ -gun and W-gun template responses are compared at
generator level, i.e instead of reconstructed jet, a closest matching generator level
jet to gen-τ is used for template construction. For W-gun template, W is produced
using Pythia gun within |η| <4.0 without any pT requirement. For τ -gun template,
τ is allowed a range of η = [-2.4,2.4], φ = [-3.14, 3.14] and pT = [0.0,160 GeV].

Figure 6.3 shows comparison of response templates obtained from τ -gun and W-
gun for different pT ranges. These comparisons clearly show that τ -gun templates
failed to recover a shape of hadtau pT distribution from W decay. The discrepancy
is arising because decay products of W are polarized and possess certain angular
correlations. This polarization effect is accounted properly in W-gun templates but
not in τ -gun templates. This lead to the conclusion that τ -gun templates will not
serve the purpose and W-gun templates will be a better choice for simulating τh-jet
response over SM MC templates and τ -gun templates.

To make reconstructed level W-gun template response look closer to true re-
sponse, additional adjustments are done as follow:

• To minimize “no matching jet” cases while template construction, the mini-
mum jet pT threshold in PF jet parameters is moved from 5 GeV to 1 GeV. As
low pT jets are more prone to detector mismeasurement compared to high pT

ones, this lowering of threshold pT can significantly improve low gen-τ pT

templates.

• To account for the rare events where matching jet has pT < 1 GeV and hence in-
evitably falling under “no matching jet” case, such events are forced to fill zero
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FIGURE 6.3: Comparison of τh templates obtained with tau gun and
W-gun for pT ranges (top left) 20-30 GeV, (top right) 30-50 GeV, (bot-

tom left) 50-100 GeV and (bottom right) >100 GeV.

response template bin instead of just ignoring them. This condition ensures
that each matching jet event contributes to either of the template bin.

Figure 6.4 shows comparison of templates obtained using SM MC samples and
W-gun sample at reconstruction level. It can be seen that W-gun is removing tails
in pT distribution, significantly for low gen-τ pT template compared to high gen-τ
pT template, which is expected as low pT tau generally has stronger activity going
around, and hence more contaminated. Figure 6.5 shows τh-jet response templates
produced using W-gun events.

Impact of using W-gun templates instead of templates obtained from W+jets and
tt +jets MC events will be discussed in section 6.1.4.

6.1.2 Emulation of events containing τh +jet event

The τh +jet events are simulated from µ+jets events by bootstrapping over 50 bins of
τh template. That is, for every muon+jet event, there are 50 simulated τh + jet events,
such that their probabilities add up to unity.

The muon from control region (CR) is selected by applying following conditions:
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• exactly one isolated muon with pT > 20 GeV and η < 2.1 (pT > 25 GeV for 300
GeV < HT < 500 GeV due to trigger requirement). The muon should satisfy
identification and isolation requirement as given under section 5.2

• no isolated electron candidate as defined under section 5.2.

• mT < 100 requirement to reduce potential signal event contribution.

In a muon+jets events, a jet matching to a reco-µ within ∆R< 0.4 is found. For
every iteration of bootstrapping, a muon from this matched jet is to be replaced with
a τh-jet response given by x-axis value corresponding to the template bin picked for
that iteration. At first, raw pT of a matched jet is obtained by undoing jet energy
corrections (JEC). Then simulated τh-jet pT using τh-jet response becomes:

pTτh−jet = JEC× (
pT(jet)

JEC
− pT(µ)) + pT(µ)× τh response (6.1)

Probability of this simulated tau+jet event, is given by y-axis value of the bin
selected for iteration and is called “bootstrap-weight” (wbootstrap). Hence the weight
of a simulated τh-jet event during each bootstrapping iteration becomes:

weight[τ + jet] = weight[µ+ jet]× wbootstrap (6.2)
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Here weight[µ + jet] represents weight based on cross section times luminosity.
This scaling of weight[µ+ jet] ensures that weights of 50 simulated τh-jet events add
to unity for each of CR event.

As simulated τh-jet has different pT than muon jet pT , it is possible that simu-
lated τh-jet either pass or fail kinematic cuts on jet during baseline selection. For this
reason, it becomes necessary to recalculate all search variables for each of simulated
τh-jet event.

• Njet - if both muon jet (before smearing) and simulated τh-jet pass kinematic
cut of pT >30 GeV and |η| <2.4, then Njet remains unchanged. If muon jet was
not counted under Njet , but simulated τh-jet passes kinematic cuts, then Njet

increases by one. If muon jet was counted underNjet , but simulated τh-jet does
not pass kinematic cuts, then Njet decreases by one.

• HT : use new Njet collection obtained above to get HT

• Hmiss
T : recalculate Hmiss

T by subtracting muon jet pT and adding simulated
τh-jet pT vectorially to original Hmiss

T only if both satisfy pT >30 GeV and |η|
<5.0 requirement

• ∆Φ: use new Hmiss
T to get Hmiss

T -φ. For leading four jets (based on pT ) in new
Njet collection, find ∆Φ with respect to new Hmiss

T -φ

• Nb−jet : determined by accounting for the fact that τh-jet has significant prob-
ability of getting b-mistagged. More details of this strategy are discussed in
subsection 6.1.3.

These recalculated search variables are used to assign a search bin associated to
simulated τh-jet event.
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6.1.3 Efficiencies associated with muon control sample

The simulated τh +jet events need to be corrected for inefficiencies associated with
muon identification, purity of CR and for residual differences in topology of muon
+ jet and τh + jet event. These efficiencies are determined from MC as discussed
below.

Lepton acceptance

Muon CR is selected based on condition that muon should have pT> 20 GeV and |η|
<2.1. Requirement on muon η is based on tracker coverage being upto |η| <2.5 and
jet cone radius of ∆R =0.4.

Along with |η| requirement, pT > 20 GeV requirement comes from the fact that
at very low pT , momentum measurement in forward direction becomes challenging
due to the dense environment about lepton track. To avoid these criticalities, muon
CR is selected based on kinematic conditions on muon as mentioned above (called
"muon acceptance"). To correct muon CR yield for efficiencies associated to these
kinematic cuts, muon CR event is scaled by reciprocal of “muon acceptance” on
event by event basis. If µall represents total single muon events passing baseline cuts
and falling in [Njet , HT , Hmiss

T ] bin and µpass represents muon CR events passing
baseline and pT> 20GeV and |η|<2.1 cuts and fall into [Njet ,HT ,Hmiss

T ] , then mean
“Muon acceptance” parameterized in terms of [Njet , HT , Hmiss

T ] is as given below:

εµAcc[Njet, HT, H
miss
T ] =

µpass[Njet, HT, H
miss
T ]

µall[Njet, HT, Hmiss
T ]

(6.3)

Figure 6.6 shows how muon acceptance looks in high ∆Φ region. Towards high
jet multiplicity, tt contribution dominates over W+jets. As a result, leptons coming
from W decay are more boosted and hence fall in central eta region of detector, which
lead to improvement in lepton kinematic acceptance.
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FIGURE 6.6: Lepton acceptance in 84 bins of [Njet ,HT ,Hmiss
T ] in high

∆Φ region. The [HT , Hmiss
T ] bins for each Njet are similar to search

region [HT , Hmiss
T ] binning except two HT bins corresponding to

highest Hmiss
T bin are combined

The Nb−jet dependence of muon acceptance is also considered on top of [Njet ,
HT , Hmiss

T ] dependence. If µb−all represents total single muon events passing base-
line and falling in [Njet , Nb−jet , HT , Hmiss

T ] bin and µb−pass represents muon CR
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events passing baseline and also pT >20 GeV and |η| <2.1 cuts and fall into [Njet ,
Nb−jet , HT , Hmiss

T ] , Nb−jet dependence of muon acceptance becomes:

εµAcc[Nb−jet] =
µb−pass[Njet, Nb−jet, HT, H

miss
T ]

µpass[Njet, HT, Hmiss
T ]

× µall[Njet, HT, H
miss
T ]

µb−all[Njet, Nb−jet, HT, Hmiss
T ]

(6.4)
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FIGURE 6.7: The Nb−jet dependence with respect to central lepton
acceptance for Njet bins [3,4], [5,6] and ≥ 9

The Nb−jet dependence observed for various Njet bins is shown in fig. 6.7.

Isotrack veto efficiency

One prong and three prong decay of τh have characteristic charged track coming
from a charged pion. Hence to suppress τh background in signal region, the events
with isolated track are rejected in signal region. Similar to lepton acceptance, iso-
track veto efficiency is first derived in bins of search variablesNjet , HT andHmiss

T . If
τh−all represents number of events having τh at generator level and τh−noTrack repre-
sents events having τh at generator level but no isolated track at reconstruction level,
then isolated track veto efficiency as function of [Njet , HT , Hmiss

T ] becomes:

εisotrk[Njet, HT, H
miss
T ] =

τh−noTrack[Njet, HT, H
miss
T ]

τh−all[Njet, HT, Hmiss
T ]

(6.5)

Figure 6.8 shows isotrack veto efficiency as a function of [Njet , HT, Hmiss
T ]. To-

wards high jet multiplicity, due to surrounding activity, it becomes difficult to find
isolated track and hence efficiency drops down.

Similar to lepton acceptance, Nb−jet dependence on top of mean efficiency is
determined. If τh−b−all represents number of events having τh at generator level and
falling in [Njet , Nb−jet , HT , Hmiss

T ] bin and τh−b−noTrack represents events having
τh at generator level but no isolated track at reconstruction level and fall into [Njet ,
Nb−jet , HT , Hmiss

T ] , Nb−jet dependence of isotrack veto efficiency becomes:
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FIGURE 6.8: Isotrack veto efficiency in 84 bins of [Njet , HT , Hmiss
T ] in

high ∆Φ region. [HT , Hmiss
T ] bins are as in Fig. 6.6

εisotrk[Nb−jet] =
τh−b−noTrack[Njet, Nb−jet, HT, H

miss
T ]

τh−noTrack[Njet, HT, Hmiss
T ]

× τh−all[Njet, HT, H
miss
T ]

τh−b−all[Njet, Nb−jet, HT, Hmiss
T ]

(6.6)
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FIGURE 6.9: The Nb−jet dependence with respect to central Isotrack
veto efficiency for Njet bins [3,4], [5,6] and ≥ 9

The dependance of isolated track veto efficiency on Nb−jetin different Njetbins is
shown in fig. 6.9. Variation against central isolated track veto efficiency is maximum
for highest Nb−jet.
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τ → µ probability

The τ → µ probability is used to correct for contamination in muon CR arising from τ
decay to muon. The muons in the CR are expected to be coming directly from W de-
cay for treating them equivalent to gen-τ . But, CR can have contamination from taus
coming from W, which decay leptonically to muon. In order to correct for this con-
tamination, τ → µ probability is determined as a function of [Njet , HT , Hmiss

T ] bins.
If µall represents total muon CR events passing baseline cuts and falling in [Njet ,
HT , Hmiss

T ] bin and µno−gen represents muon CR events passing baseline, falling in
[Njet , HT , Hmiss

T ] bin but either there is no matching generator level muon found or
muon is identified as coming from tau decay, then τ → µ probability becomes:

fτ→µ[Njet,HT,H
miss
T ] =

µno−gen[Njet,HT,H
miss
T ]

µall[Njet,HT,Hmiss
T ]

(6.7)

Figure 6.10 shows τ → µ probability as a function of [Njet , HT, Hmiss
T ]. The

probability is found to be almost flat and hence no Nb−jet dependence is derived for
this component.
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FIGURE 6.10: Probablity of muons coming from taus in 84 bins of
[Njet , HT , Hmiss

T ] in high ∆Φ region. [HT , Hmiss
T ] bins are as in Fig.

6.6

mT efficiency

The selection of muon CR is made with additional requirement on its transverse
mass as given by equation 6.8, where tk represents the particle trajectory and ∆φ
represents the angle between the trajectory and pmiss

T . If muon has originated from
SM W+jet process, where neutrino is the only source of pmiss

T , and mT distribution
has sharp cut at W boson mass. If SUSY exists and muon is originated from any such
SUSY event, then along with neutrino, pmiss

T will have additional contribution from
the LSP in the event, which will remain undetected in the event leaving extra pmiss

T .
In those cases mT will not be bounded by W mass and will not satisfy equation 6.8.
Thus the condition mT < 100 GeV cut helps to reduce CR contamination due to non
SM processes.

mT(tk, pmiss
T ) =

√
2ptk

T p
miss
T (1− cos(∆φ)) < 100GeV (6.8)
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To correct for the reduction in muon CR yield due to mT, efficiency of selection
is determined as a function of [Njet , HT , Hmiss

T ] bins. If µall represents total single
muon events passing baseline cuts and falling in [Njet , HT , Hmiss

T ] bin and µpass−mT
represents muon CR events, falling in [Njet , HT , Hmiss

T ] which actually satisfy mT

requirement given by equation 6.8, then mT efficiency becomes:

εµmT
[Njet, HT, H

miss
T ] =

µpass−mT [Njet, HT, H
miss
T ]

µall[Njet, HT, Hmiss
T ]

(6.9)

Figure 6.11 shows mT efficiency in 84 bins of [Njet , HT , Hmiss
T ].
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FIGURE 6.11: mT efficiency in 84 bins of [Njet , HT , Hmiss
T ] in high

∆Φ region. [HT , Hmiss
T ] bins are as in Fig. 6.6

Figure 6.11 shows that mT efficiency is almost flat and does not really show up
the true feature that mT efficiency is proportional to pT of a lepton. Figure 6.12
shows mT efficiency as a function of pT and η of a muon in CR. As expected, there
is no η dependence, but towards high pT , mT efficiency reduces.

As mT efficiency is pT dependent, pT spectrum of muon from CR and gen-τ are
compared before and after imposing mT cut.

Figure 6.13 shows that aftermT cut, reco-µ and gen-τ pT spectra no longer remain
equivalent. The impact of mT cut on reco-µ pT spectrum is checked in various
Nb−jet bins as shown in figure 6.14. To account for this residual mT cut impact, it
was decided to reweight muon pT spectrum in CR to make it equivalent to gen-τ .
If ratio of reco-µ pT to gen-τ pT as a function of Nb−jet represents "pT reweighting
factor" then, corrected τh-jet response after accounting for “pT reweighting factor”
for given bootstrapping iteration becomes,

corrected τh response =
pT of τ jet
pT of gen τ

=
pT of τ jet
pT of reco µ

× pT of reco µ
pT of gen τ

(6.10)

corrected τh response = τh response× pT reweighting factor (6.11)

This recipe to account for differences in pT spectra of gen-τ and reco-µ in Nb−jet

bins and then correcting for mT efficiency as a function of [pT , η] showed better
performance over using average mT efficiency as a function of [Njet , HT , Hmiss

T ].
Results will be discussed in section 6.1.4.
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FIGURE 6.13: Comparison of pT of gen-τ and reco-µ before and after
mT cut

Accounting for b-mistag rate of a τh-jet

Tau lepton has a life time of about 10−13s in its rest frame before it decays to a jet.
On the other hand B hadrons (hadrons with b quark content) also have a life time of
the order 10−12s before decaying to light quark jets (called b-jet) due to a suppressed
couplings of bottom quark to up or charm quarks. As a result b-jets have a charac-
teristic displaced vertex. As tau lepton lifetime is of similar order as for B hadrons,
there is a significant probability that τh-jet is mistagged as a b-jet. If this mistagged
jet satisfies the kinematic jet requirements, an event will be wrongly placed in higher
Nb−jet search bin. To account for this effect, b-mistag probability of τh-jet is deter-
mined, and used to correct the final τh + jet prediction.

The b-mistag probability of τh-jet is determined as a function of gen-τ pT . A
fraction of events with gen-τ , where a matched reconstructed jet to gen-τ exceeds
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FIGURE 6.14: Comparison of pT of gen-τ and reco-µ after mT cut in
Nb−jet bins 0, 1 ,2 and ≥ 3 respectively

the csv threshold for b-tagging (csv >0.8) defines b-mistag probability. Figure 6.15
gives the b-mistag probabilities obtained for a matching jet to gen-τ and reco-µ in
different samples. It is observed that in tt + jet events mistag rate increases with
increasing pT due to the increasing proximity of real b-jet in the event. In the W+jet
event, b-mistag rate is almost flat both for muon jet and τh-jet. We used the b-mistag
rate of τh-jet from W+jet sample as an intrinsic b-mistag rate of τh-jet.

As b-mistag rate is nonzero across pT range, for every simulated τh-jet event there
are two possibilities; either τh-jet is b-mistagged or not and depending on that the
simulated event can fall in different Nb−jet bins. To account for this, two iterations
("k") are considered for every simulated τh-jet event.

If muon jet from CR event is already b-tagged based on the csv value, then it is
highly unlikely that simulated τh-jet will not be b-tagged, as Fig. 6.15 shows that
b-mistag rate of τh-jet is always higher than muon jet. Hence simulated event with
new values of Njet , HT and Hmiss

T in such case will belong to same Nb−jet bin as
CR event during both iterations making total probability of that Nb−jet to be one.
But if muon jet is not b-tagged, then in first iteration, simulated τh-jet event is filled
in Nb−jet bin of CR event with eventweight scaled by (1-b-mistag rate). For second
iteration, simulated τh-jet event is filled in Nb−jet +1 bin with eventweight scaled by
b-mistag rate. This way, probability of two Nb−jet bins associated to simulated τh-jet
event sum up to one.
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6.1.4 Validation of method in MC event sample

With all efficiency corrections applied, τh background estimate can be given as:

Nτh =
∑Nµ

CS
i (

∑Template bins
j (presp

τh

∑
k wτh

b−mistag) 1
εµRecoε

µ
ISOε

µ
Accε

µ
mT

(1-fτ→µ)(1-fll)
Br(W→τhν)
Br(W→µν) εisotrk) (6.12)

Figure 6.16 and 6.17 show the comparison of the predicted background from
single muon control sample against expected τh background in high ∆Φ search re-
gion and low ∆Φ region including QCD sidebands using MC after scaling to 35.9
fb−1. The expected τh background in search (low ∆Φ) region is obtained by select-
ing events with only one τh at generator level which satisfy baseline selection under
high (low) ∆Φ conditions and a jet is found matched to the gen-τ . The predicted
yield from muon CR has used W-gun templates, averagemT efficiency against [Njet ,
HT , Hmiss

T ] and average [Njet , Nb−jet ] corrections developed to correct for resid-
ual nonclosure seen against [Njet , Nb−jet ]. The error bars on both expectation and
prediction are statistical only. The results agree within statistical uncertainty in all
search bins for both high and low ∆Φ regions. This validation is referred as a closure
test since the various efficiencies derived from MC are applied back on MC CR itself
to check consistency of prediction against expectation.

The remaining lack of closure is corrected using residual correction factors. The
average residual [Njet , Nb−jet ] corrections are derived as a ratio of MC expectation
to MC prediction by integrating yields in corresponding HT -Hmiss

T bins. Figure 6.18
and 6.19 (left) show these correction factors while using a template derived from tt
+jet and W+jet MC. The average corrections found for closure while using W-gun
template but mT efficiency versus [Njet , HT , Hmiss

T ] and W-gun template and mT

efficiency versus [pT , η] after reweighting muon pT spectrum for prediction are
shown in figures 6.18 and 6.19 (right) respectively. The gradual reduction in [Njet ,
Nb−jet ] average corrections imply the improvement in closure after these changes.

Closures are also checked for inclusive 1D distribution in different search vari-
ables as shown in figure 6.20. These closures again have used W-gun templates,
average mT efficiency as function of [Njet , HT , Hmiss

T ] and are after applying av-
erage [Njet , Nb−jet ] corrections developed to correct for residual nonclosure seen
against [Njet , Nb−jet ].
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FIGURE 6.16: The comparison of MC τh background expected in 174
search region (black solid circles) against the predicted τh background
in search region using single muon control sample (pink shaded re-

gion).
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FIGURE 6.17: The comparison of MC τh background expected in 174
search region (black solid circles) against the predicted τh background
in low ∆Φ region using single muon control sample (pink shaded

region).

6.1.5 Estimation of τh background in 2016 dataset

After validation, the same estimation strategy is applied on single muon control re-
gion (CR) from data to get τh prediction. Prediction is corrected for various muon CR
efficiencies as discussed before. The NjNb residual correction factors obtained from
MC closure as shown in figure 6.18 (left) are also applied on top to data prediction.
The only correction factors which are additionally applied to data prediction but not
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to MC prediction comes from various trigger efficiencies involved. As CR is selected
using single muon triggers, while search region uses MET triggers, background pre-
diction from data CR is first scaled up by reciprocal of single muon trigger efficiency
and then scaled down by MET trigger efficiency factor to get final prediction.

In addition, for low HT region to remain above trigger turn on, the muon pT

threshold was moved to 24 GeV from 20 GeV. The effect of this change on prediction
is estimated in MC. The ratio of MC prediction with muon pT threshold of 24 GeV
and that with 20 GeV, obtained bin by bin is applied as a correction factor to data
prediction in low HT region.

Figure 6.21 and 6.22 give the final data prediction obtained in signal region after
applying all the efficiency correction factors in 174 search bins and in 1D search
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FIGURE 6.20: The comparison of MC τh background expected in
search variablesHT,Hmiss

T ,Njet andNb−jet(black solid circles) against
the predicted τh background using single muon control sample (pink

shaded region).

variable projections respectively. Above comparison of data prediction against MC
expectation is for a trivial sanity check of method but not used explicitly in any of
final results.

Systematics associated to τh estimate

Major systematics considered associated with lostτh background estimate using tem-
plate method are as described below. They are used as nuisance parameters for final
statistical interpretations.

• JEC systematics:

The τh template is rederived by varying jet pT by JEC uncertainties. MC Pre-
diction obtained with these new templates is compared against MC prediction
obtained without considering any uncertainty. The fractional change in pre-
diction per bin is used as JEC systematics.

• Lepton SF systematics:
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FIGURE 6.21: The τh prediction in data (pink shaded region) against
τh background expected from MC (solid dots).

Data/MC SF associated to muon identification, isolation and reconstruction
obtained from SUS lepton POG are varied by associated uncertainty and pre-
diction is reobtained. The change in prediction is assigned as systematics.

• Btag systematics:

b-mistag probability of τh-jet is varied by 50% and prediction is obtained again.
Fractional change in prediction due to this, is considered as systematics.

• Acceptance systematics

Acceptance systematics is the variation in lepton acceptance due to change in
Parton Density Function (PDF) or Renormalization Scale used in MC simula-
tion within uncertainty [95]. To get PDF systematics, eventweight is scaled in-
dependently by a set of 100 variations in PDF weights, to get 100 variations in
lepton acceptance. The maximum variation in lepton acceptance with respect
to nominal acceptance is considered as a PDF systematics.

In a similar way, to get Scale systematics, eventweight is scaled independently
by a set of 9 variations in Renormalization Scale weights, to get 9 variations in
lepton acceptance. The maximum variation in lepton acceptance with respect
to nominal acceptance is considered as a Scale systematics.

Final data prediction in 174 search bins and associated systematics are used as
inputs to get statistical interpretations based on final comparison of data against all
SM background predictions. These results have been published in [19]. The inter-
pretation of results in the context of strong SUSY production are shown in appendix
C.
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FIGURE 6.22: The τh prediction in data (solid dots) against τh back-
ground expected from MC (stacked histograms) in HT ,Hmiss

T , Njet

and Nb−jet bins.

6.2 Estimation of loste,µ +lostτh background using average Trans-
fer Factor (TF) method

In 2016 analysis, lostτh prediction was derived using template method. The method
relied on analogy of τ+jet event to µ+jet event at generator level and then smear-
ing of µ+jet event based on probability distribution of fractional pT carried by τ jet
from generator τ . This approach although robust, did invite extra complexities like
correcting single muon control sample on event by event basis for efficiency asso-
ciated to detector acceptance of muon, τ → µ contamination, isotrack veto, mT cut
and dilepton contamination. Also background strategy was computation intensive
(at least 50 and at most 100 iterations for each control region (CR) event).

As at the time of start of this analysis, when it was an exploring stage of how
detector behaves, how data looks in comparison to simulation, it was decided to
choose a conservative event by event approach. This allowed to extract kinematic
shape of each estimated background event as a function of each CR event. For this
reason, template method was implemented during 2016 analysis.

But now with time as understanding of detector has become comprehensive and
have gained enough confidence on how data looks in comparison with MC and



112 Chapter 6. Estimation of tt +jets & W+jets backgrounds

undersanding of how to deal with residual data versus MC differences, it was pos-
sible to think of a simpler approach like average TF method for prediction of loste,µ

+lostτh event from one lepton CR event.
The combined prediction of loste,µ +lostτh is expected to reduce systematics sig-

nificantly helping constraining the limits on SUSY scenarios. Figure 6.23 shows
loste,µ +lostτh expected yield contribution from tt +jets, W+jets and single top MC
events. The tt +jets and W+jets form the major background components. The rel-
ative fraction of tt +jets contribution increase towards high HT , Njet , Nb−jet mul-
tiplicity, while for Hmiss

T , tt +jets contribution decreases relative to W+jets towards
high values due to presence of two neutrinos in the tt event.

CMSSimulation Supplementary (13 TeV)
tt W + jets Single top

TH
[300-500] [500-900] [900-1500] [>=1500]

miss
TH

[300-350] [350-500] [500-750] [>=750]

jetN
[2-3] [4-5] [6-7] [>=8]

b-jetN
[0] [1] [2] [>=3]

FIGURE 6.23: Combined loste,µ +lostτh yield expected in zero lepton
signal region as obtained from tt +jets, W+jets or single top MC (see

table G.1 for numbers).

6.2.1 Average Transfer Factor (TF)

Transfer Factor will represent unique transition factor to be used to get signal region
background prediction (loste,µ + lostτh) from control region yield (one lepton). In
MC event sample, with help of generator level information available, it is possible
to tag an event as either found lepton (lepton present both at generator and recon-
structed level) or loste,µ or lostτh event (lepton present at generator level but not
at reconstructed level) and hence is straightforward to obtain ratio of loste,µ +lostτh
event yield to found lepton event yield representing Transfer Factor in MC. In data,
such categorization of events is not possible as no generator level information avail-
able. Hence, the crucial point of this method becomes to correct Transfer Factor
derived from MC for data versus MC differences in order to make Transfer Factor
applicable on one lepton CR in data to derive loste,µ +lostτh background prediction
in data signal region.

In method opted here, Transfer Factor is derived as a function of 174 search bins.
The word “Average” dictates the fact that Transfer Factor obtained for every bin
represents average fraction of loste,µ +lostτh to found lepton events in that bin and
does not care for kinematics of lepton on event by event basis (as was done in tem-
plate method). As a consequence of this averaging, it is impossible to extract the full
kinematics of a CR or SR event.
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6.2.2 Strategy

Average Transfer Factor implementation involves four main steps:

• step 1: Get Data/MC scale factor (SF) for one lepton CR as a function of search
bins.

• step 2: Use SF derived in step 1 to get Data/ MC SF for zero lepton SR as a
function of search bins.

• step 3: Use SFs derived in steps 1 and 2, and derive zero lepton to one lepton
TF in data

• step 4: Apply TF derived in step 3 on one lepton CR from data to get loste,µ

+lostτh background prediction in data signal region.

In steps [1] and [2], product of POG recommended SUSY lepton SFs and Btag
SFs are used to get final data/MC correction factor per event. Estimation relies on
method “event reweighting by ignoring true b jets in the event”.

6.2.3 Event reweighting by ignoring true b jets

A jet, reconstructed as a b jet, may or may not have associated generator level b jet.
This efficiency of tagging a jet as b jet is different in data and SM MC. To account for
the differences in efficiency, the b tag scale factors are provided, which are function
of jet flavor, jet pT and η.

The event reweighting method used here has the objective to correctly predict
the number of b jets in data from MC, but by ignoring b tagged status of individual
jets in MC simulated events [96]. In this method, for every reconstructed jet [j] in
event, a non-zero b-tagging probability (b[j]) is assigned. Here b[j] is obtained by
multiplying MC b-tagging efficiency by b-tag SF. Once b[j] is determined for all jets,
combinatorial probability (Pb) of event being tagged as 0-btag, 1-btag or 2-btag is
obtained. As an example, for an event with Njet =3, probability to have 0-bjets and
1-bjets in event will be as given by equations 6.13 and 6.14.

P0 = (1− b[0])× (1− b[1])× (1− b[2]) (6.13)

P1 = b[0]×(1−b[1])×(1−b[2])+b[1]×(1−b[0])×(1−b[2])+b[2]×(1−b[0])×(1−b[1])
(6.14)

and similarly for probability of higher b-tagged jets. The MC eventweight is
scaled by Pb to assign probability to different b-tagged events. Thus same MC event
contributes to different Nb−jet bins after accounting for data versus MC differences
in such a way that their total probabilities add to one.

6.2.4 Scale factors for one lepton CR (SFCR)

Eventweight of every one lepton event (NMC
found) falling within detector acceptance

(pT > 5 GeV, |η|<2.5) is scaled with Lepton Correction Factor (LCF) on event by
event basis which is given by product of SFs associated with lepton identification,
isolation and reconstruction as given by equation 6.15.

Lepton Correction Factor (LCF) = idSF × isoSF × recoSF (6.15)

Here idSF , isoSF and recoSF are SUSY electron (muon) scale factors associated
to electron (muon) identification, isolation and reconstruction given as a function of
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its pT and η. Using tt , W+jets and single top MC samples and distributing the events
in 174 search bins, represents corrected MC yield in one lepton CR (NMC−corrected

found )
for data versus MC differences. Then average electron SF for CR becomes:

SFCRe =
N e,MC−corrected

found

N e,MC
found

(6.16)

In similar manner, SFCR can be defined for one muon events as,

SFCRµ =
Nµ,MC−corrected

found

Nµ,MC
found

(6.17)

6.2.5 Scale factors for zero lepton SR (SFSR)

To overcome the difficulty that in “lepton lost” case, it is not possible to extract as-
sociated SFs, the fact used is total of lepton lost (Nlost) and lepton (or track) found
(Nfound) events should be same in both data and MC and should match prompt one
lepton events at generator level (NMC,truth

prompt ).

NMC,truth
prompt = NMC

found +NMC
lost = Ndata

found +Ndata
lost (6.18)

As data can be equivalently represented by corrected MC yield,

NMC,truth
prompt = NMC

found +NMC
lost = NMC−corrected

found +NMC−corrected
lost (6.19)

NMC−corrected
lost = NMC,truth

prompt −NMC−corrected
found (6.20)

Given this, average lepton SF in zero lepton signal region (SFSR), can be ex-
pressed as

SFSR =
NMC−corrected

lost

NMC
lost

=
NMC,truth

prompt −NMC−corrected
found

NMC
lost

(6.21)

Here NMC,truth
prompt represents MC event yield having an electron (muon) falling

within detector acceptance (pT > 5 GeV, |η|<2.5) at truth level and NMC
lost repre-

sents susbset of NMC,truth
prompt where no matching prompt lepton is found in the event

at reco level. The NMC−corrected
found is a complementary set of events where there is

either a matching lepton or track found at reco level.

• If a well identified and isolated lepton, matching to a gen lepton is found ,
the lepton correction factor (LCF) to get corrected MC yield (NMC−corrected

found )
becomes:

Lepton Correction Factor (LCF) = trackSF × isoSF × recoSF (6.22)

• If no well identified and isolated matching lepton is found but there is an iso-
lated matching lepton track found, then lepton correction factor in such cases
becomes:

Lepton Correction Factor (LCF) = trackSF (6.23)
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Here trackSF represents SUSY scale factors associated to isolated tracks.
Similar to SFCR, SF for SR is obtained separately for electrons (SFSRe) and

muons (SFSRµ).

6.2.6 TF in bins of signal region using MC

Nominal tt +jets, W+jets and single top MC simulated samples are used here to
derive TF in bins of signal region. In one lepton CR, to make sure that an electron
or a muon selected is a prompt lepton coming from W decay, a reconstructed level
lepton should match to generator level lepton and satisfy an additional requirement
of mT < 100 GeV. Here matching is defined as angle between generator level (pT

> 5 GeV and |η| < 2.5) and reconstructed level lepton should be within ∆R < 0.3
and relative pT difference between reco and gen lepton (∆pT/pT) should be less
than 10%. One lepton events selected in this way are distributed across 174 search
bins by following recommended method of “event reweighting by ignoring true b
jets in the event”and they define one lepton MC yield in control region (NMC

found). To
get “loste,µ +lostτh” yield in signal region (NMC

lost ), from the events passing baseline
selection, a set of events with no isolated lepton and no isolated track are distributed
across search bins by following similar method. Once determined these, TF in MC
in bins search region (i) is given as:

TFMC
i =

NMC
lost,i

NMC
found,i

(6.24)

To apply on data, TFMC
i is corrected using NMC−corrected

lost and NMC−corrected
found . To

get NMC−corrected
found from NMC

found following four cases are considered:

• If there is a reconstructed level electron and also a matching generator level
electron (pT > 5 GeV, |η|<2.5) in the event, use SFCRe [i] as correction factor

• If there is a reconstructed level muon and also a matching generator level
muon (pT > 5 GeV, |η|<2.5) in the event, use SFCRµ [i] as correction fac-
tor

• If there is a reconstructed level electron (muon) but no generator level electron
(muon) (pT > 5 GeV, |η|<2.5) in event, assign correction factor to be one

• If there is a reconstructed level electron (muon) and also generator level elec-
tron (muon) (pT > 5 GeV, |η|<2.5) in event, but it fails matching condition,
assign correction factor to be one

To get NMC−corrected
lost from NMC

lost following four cases are considered:

• If there is no reconstructed level electron but has generator level electron (pT

> 5 GeV, |η|<2.5) in the event, use SFSRe [i] as correction factor

• If there is no reconstructed level muon but has generator level muon (pT > 5
GeV, |η|<2.5) in the event, use SFSRµ [i] as correction factor

• If there is no reconstructed level electron (muon) and also no generator level
electron (muon) (pT > 5 GeV, |η|<2.5) in the event, assign correction factor to
be one

• If there is no reconstructed level electron (muon) and also no generator level
electron (muon) (pT > 5 GeV, |η|<2.5) but there is generator level tau in the
event, assign correction factor to be one
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6.2.7 TF dependence on search variables

As a simpler way to look at TF, the variation with respect to [Njet , Nb−jet ] is checked
by integrating yields in CR (SR) across [HT , Hmiss

T ] bins as shown in figure 6.24.
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FIGURE 6.24: Njet - Nb−jet dependence of TF from MC simulated
events

To understand the observed trend in TF, similar distribution checked separately
for tt +jets and W+jets by dividing zero lepton contribution in categories like lost
due to failing acceptance or identification or isolation (loste,µ) or lostτh as shown in
figure 6.25.
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FIGURE 6.25: TF variation for (left) tt +jets and (right) W+jets from
MC simulated events

Figure 6.25 reveals following facts:

• TF is independent of whether the process is tt +jets or W+jets
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• Going from low to high jet multiplicity, loste,µ +lostτh contribution due to fail-
ing acceptance has significantly reduced by about 10-15 %.

This can be understood as while going towards high jet multiplicity, leptons
coming from W decay are highly boosted and more central in η, which allow
them to pass lepton acceptance requirement more often. This is the major rea-
son causing fall in TF towards high jet multiplicity.

• At low jet multiplicity, all three components of zero lepton contribution show
dependence on Nb−jet

To understand Nb−jet dependence further, loste,µ +lostτh contribution is divided
in two categories based on proximity of generator level lepton (gene,µ) in event to
b-jet as given by equation 6.25.

∆Rmin(gene,µ, b-jet) < 0.4 (6.25)
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FIGURE 6.26: The loste,µ +lostτh fraction falling into proximity of b-jet

Figure 6.26 shows that both for low jet and high jet multiplicity, higher the b-
jet multiplicity in event, it is more probable that a lepton falls within any of the
b-jet or alternatively because of proximity of lepton a jet gets mistagged as b-jet.
In such cases, lepton fails isolation requirement, which shows up as increasing TF
trend versus Nb−jet at low jet multiplicity. At high jet multiplicity, single lepton
contribution dominates over loste,µ +lostτh . As a result although this effect is there,
it does not show up that prominently for higher Nb−jet .

6.2.8 Validation of method using MC simulated sample

Figures 6.27 and 6.28 show validation of method by comparing expected loste,µ

+lostτh yield against predicted loste,µ +lostτh yield by applying TFMC to 1L CR from
MC. The 174 bin closure is perfectly at one as expected by method. As TF is derived
as a function of 174 search bins, depending on bin boundaries in inclusive 1D dis-
tributions from Fig. 6.28, direct to prediction ratio fluctuates about one. A detailed
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FIGURE 6.27: 174 bin closure with 2016+2017+2018 MC
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FIGURE 6.28: Closure in search variables with 2016+2017+2018 MC

validation of this method is done with respect to 2016 published results using event
by event approach for loste,µ +lostτh estimates. The studies are summarized in App.
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D.

6.2.9 Estimation of loste,µ +lostτh in data and systematic uncertainties
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FIGURE 6.29: loste,µ +lostτh prediction from data in 174 bins against
MC expectation

Figures 6.29 and 6.30 show comparison of loste,µ +lostτh prediction using 137
fb−1data against MC expectation from 2016+2017+1018 MC. Similar to τh estimation
with template method, these data versus MC comparisons are used to check that no
abrupt features shown by data prediction but are not used in final results used for
statistical interpretations.

As TF is applied as a simple scaling factor to one lepton CR yield, various sys-
tematics are derived by checking impact of propagation of various uncertainties on
TF.

• JEC systematics:

JECs applied to jets in event are scaled down by associated JEC uncertainties
and jet pT are rederived. Using new jet collection, all search variables are red-
erived and TF is obtained again. Variation of new TF with respect to nominal
TF represents JEC systematics.

• Muon SF systematics:

For muons, tracking SF is close to one. Hence only muon SFs associated with
identification and isolation are varied by associated uncertainties indepen-
dently and TF is rederived in both cases. Variation with respect to nominal
TF represent muon id and iso SF systematics respectively.

• Electron SF systematics:

For electrons, track reconstruction SF, idSF and isoSF are defined. Systematics
derived by varying these three SF independently. Variation with respect to
nominal TF represent electron id, iso and reco systematics respectively.
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FIGURE 6.30: Comparison of loste,µ +lostτh prediction from data
against MC expectation in search variables

• b-tag systematics:

Btag SFs are varied by associated uncertainties and variation in TF is consid-
ered as b-tag systematics.

• mT systematics:

The pmiss
T is varied by associated uncertainty and is then propagated to mT.

With this new mT, TF is rederived. Variation with respect to nominal TF rep-
resent mT systematics.

• Acceptance systematics:

Event weight is scaled by a set of 100 PDFweights or 9 Renormalization Scaleweights
available and TF is rederived independently for each of them. Maximum varia-
tion with respect to nominal TF given by either of PDF weights / scale weights,
is considered as PDF or scale systematics.

In addition there are statistical uncertainties from MC used to get TF and data
statistical uncertainty from data CR. Statistical uncertainty on data CR dominates
over other systematic sources of uncertainty.
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6.2.10 Merging of systematics across years

As final loste,µ +lostτh prediction is obtained by combining predictions from individ-
ual years, systematics for three years are added properly to account for correlation
among them.

• Correlated systematics:

All systematic uncertainties mentioned above (except TF statistical error and
Data CR statistical error) use luminosity weighted average across three years.

If Sy[i] are values of particular systematics across different years and Ly[i] rep-
resent luminosity for these years respectively, then final systematics after com-
bining three years become:

S =

∑3
i=1(Sy[i] × Ly[i])∑3

i=1 Ly[i]

(6.26)

Here index "i" corresponds to years 2016, 2017 and 2018 respectively.

• Uncorrelated systematics associated to statistical error on TF:

If 0Ly[i] and 1Ly[i] represent "loste,µ +lostτh " and "one lepton" yields for differ-
ent years, then final MC based TF derived is:

TFfinal =

∑3
i=1 0Ly[i]∑3
i=1 1Ly[i]

(6.27)

Statistical error on TFfinal represents final MC based statistical error on TF.

• Data statistical error systematics:

Here data CR statistics for three years is simply added and statistical error on
it is considered as Data statistical error systematics.

Table 6.1 gives order of various systematics after merging across three years.
Data and MC statistical error uncertainties dominate over other systematics.

TABLE 6.1: loste,µ +lostτh systematics after merging three years

systematics source % uncertainty

B mistag, mT, PDF, scale, MuID, MuIso, EleID, EleIso 0-1
EleReco 0 - 2
JEC 0 - 5
MC statistical 1-70
Data statistical 1-100

The final results along with the predicted backgrounds and systematic uncer-
tainties in each search region are presented in chapter 7 and are published as [20].
The results are presented graphically in 7.1 including the data observed in various
search regions.
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Chapter 7

Results and summary

This chapter summarizes the results from a SUSY search carried in multijets+pmiss
T

final state using data equivalent to 137 fb−1integrated luminosity collected by CMS
experiment over years 2016, 2017 and 2018. The event yield in zero lepton signal
region (SR) from data (observed event yield) is compared against the stacked pre-fit
predictions for the SM backgrounds as shown in fig. 7.1. The stacked SM back-
ground predictions are obtained using the methods discussed under chapters 5 and
6. The corresponding numerical values are given in appendix E. The similar com-
parison is also made in one dimensional projection in different search variables as
shown in fig. 7.2 and for 12 aggregate search bins, each representing a potentially in-
teresting SUSY topology (Table 7.2) as shown in figure 7.3. The observed event yield
agrees with predicted SM background yield in all search bins within uncertainties.
Thus we did not observe evidence for production of SUSY particles in this data.
Upper limits are evaluated for the production cross sections of the signal scenarios
using a likelihood fit. The signal strength and its associated systematics, estimated
backgrounds, their uncertainties and control region (CR) yield are input to the fit.

Likelihood function for each search bin is defined as the product of probability
density functions; poisson distribution considered for control region yield and log-
normal distribution for each of the nuisance parameter coming from various sources
of systematic uncertainties in signal and background yields. The major sources of
signal systematics and corresponding values are as given below.

TABLE 7.1: Uncorrelated signal systematics percentage

Source Value (%)

Renormalization/Factorization: 0-5.7
uncertainty in renormalization and factorization scales
Jet energy scale: 0-14
impact of JEC uncertainty on jet pT and η
Jet energy resolution: 0-10
impact of JER uncertainty on jet pT and η
Pile-up reweighting: 2.4
uncertainty in total inelastic cross section
Isolated lepton and track veto: 2
uncertainty in lepton and track reconstruction efficiency
Integrated luminosity: 2.3-2.5
uncertainty in luminosity determination

Other than these, systematics due to uncertainty in b-jet tagging efficiency and
misidentification move the event across bin boundaries hence lead to shape change
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and are considered as correlated systematics across bins.
The observed data counts in signal region, central background predictions, total

statistical and systematic uncertainties on each background prediction are shown in
App. E. They are used as inputs to likelihood fit along with expected signal strength
for the particular bin. The correlation among bins is taken into account. While set-
ting limits, CL(s) method [97, 98] is used where a model with signal+background
is compared against background only (null) hypothesis. Here “model” implies a
cross section prediction with certain free parameters. Before fitting, signal yields are
corrected for any contamination to control region. The approximate NNLO+NNLL
cross section is used to determine corresponding exclusion curves. If λs and λb rep-
resent mean expected signal strength and mean background prediction and “n” is
the observed data count in particular search bin, then probability of observing “n”
data events under “signal+background” hypothesis will be

P(b+s) = P (n, λs + λb) = e[−(λs+λb)] (λs + λb)n

n!
(7.1)

Under background only hypothesis, probability of observing “n” data events
becomes

Pb = P (n, λb) = e[−(λb)] (λb)n

n!
(7.2)

Once, these probability density functions in hand, a test statistic is defined as:

− 2ln(Q) = −2× ln(
P (n, λs + λb)

P (n, λb)
) (7.3)

This test statistic (also called likelihood ratio) is optimal to discriminate sig-
nal+background hypothesis from background only hypothesis. Thus, for every “n”
there is associated unique Q value.

• If P(n,λs +λb) = P(n,λb), then -2 ln(Q) = 0

• If P(n,λs +λb) > P(n,λb), then -2 ln(Q) < 0

• If P(n,λs +λb) < P(n,λb), then -2 ln(Q) > 0

For n=nobs, observed data count in a search bin, corresponding Q value is called
Qobs.

With known Qobs, one defines two quantities; CL(b) and CL(b+s) as probabil-
ity of getting Q ≤ Qobs under background only and signal+background hypothesis
respectively.

CL(b) = Pb(Q ≤ Qobs) (7.4)

CL(b+s) = P(b+s)(Q ≤ Qobs) (7.5)

The CL(b) and CL(b+s) can be determined easily by fraction of area of back-
ground only and signal+background probability distribution (with [-2 ln(Q)] on x-
axis) to the right of -2 ln(Qobs) value. Then confidence level of signal+background
hypothesis normalized to background only hypothesis becomes:

CL(s) =
CL(b+s)

CL(b)
(7.6)
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To find 95% confidence limit, a maximum signal strength λmaxs is determined
such that observing nobs or fewer data events reaches 5% assuming a Poisson statis-
tics with a mean of λmaxs +λb. In other words, to get 95% confidence limit, CL(s) <
0.05. The signal with λs > λmaxs is then excluded at 95% confidence limit (CL). For
observed limit, nobs is taken to be observed data count, while for expected limit nobs

is taken to be equal to total background estimate. Expected limit is a measure of how
(in)compatible the background estimate is to the model with mean (λs +λb), hence it
defines experimental sensitivity to rule out signal+background hypothesis.
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FIGURE 7.1: Data versus background prediction across 174 search
bins using 2016+2017+2018 data

The exclusion is expressed in terms of gluino (squark)-neutralino masses for
gluino (squark) pair production models. Gluinos with masses as large as 2180, 2310,
2000, and 2030 GeV, are excluded based on T1tttt, T1bbbb, T1qqqq, T5qqqqVV model
scenarios shown in fig. 2.1. Figure 7.5 show similar results for squark pair produc-
tion scenarios. Squarks with masses up to 1190, 1220, and 1630 GeV, are excluded
respectively based on T2tt, T2bb and T2qq scenarios. For T2tt model, upper limit is
not set in case of lower diagonal region, where the model becomes very similar to SM
tt process and hence CR has significant contamination. For T2qq model, along with
results with four mass-degenerate squark flavors (up, down, strange, and charm),
each arising from two different quark spin states, exclusion is also shown in case
only one of the eight states is accessible at LHC. In such case, upper limit on squark
is reduced to 1130 GeV. Table 7.3 show comparison of expected exclusion obtained
with 137 fb−1Run 2 data against 35.9 fb−1data in 2016 [19]. On average exclusion is
extended by 200-300 GeV for both gluino and squark models.
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TABLE 7.2: Aggregate search bins

Bin Parton multiplicity Heavy flavour δm

1 Low No Small
2 Low No Large
3 Medium No Small
4 Medium No Large
5 High No All
6 Low Yes Small
7 Low Yes Large
8 Medium Yes Small
9 Medium Yes Large
10 High Yes Small
11 High Yes Large
12 High Yes All

TABLE 7.3: Exclusion comparison with 137 fb−1data (Run 2) and 35.9
fb−1(2016)

Model Exclusion with Exclusion with
137 fb−1data [GeV] 35.9 fb−1data [GeV]

T1tttt 2180 1960
T1bbbb 2310 1950
T5qqqqVV 2030 1800
T2tt 1190 960
T2bb 1220 990
T2qq 1630 1390
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FIGURE 7.4: 95% confidence level upper limit on crosssection
for gluino pair production models T1tttt, T1bbbb, T1qqqq and
T5qqqqVV. Thick solid black line shows observed exclusion while
dotted black line shows limits after varying theoretical crosssection
by associated uncertainty. Thick red dashed line shows expected ex-
clusion under background only hypothesis while thin red lines show
region containing 68% and 95% distribution in limit under this hy-

pothesis.
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FIGURE 7.5: 95% confidence level upper limit on crosssection for
squark pair production models T2tt, T2bb, T2qq. Thick solid black
line shows observed exclusion while dotted black line shows limits
after varying theoretical crosssection by associated uncertainty. Thick
red dashed line shows expected exclusion under background only
hypothesis while thin red lines show region containing 68% and 95%

distribution in limit under this hypothesis.
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Appendix A

Datasets used for full Run 2
analysis

The following table shows datasets collected from three years of data taking. The
number for each dataset corresponds to integrated luminosity across three years
listed in fb−1.
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Table 9: Datasets collected from three years of data-taking. All
∫
Ldt are listed in fb−1 and are calculated using the BRIL Work Suite [4].

Year Primary Dataset A B C D E F G H Total

2016

HTMHT – 5746.365 2572.903 4242.289 4024.754 3104.509 7574.961 8650.622 35916.403
JetHT – 5750.126 2572.903 4242.292 4024.754 3104.509 7575.824 8650.628 35921.036
MET – 5746.370 2572.903 4242.287 3924.254 3104.508 7575.824 8649.019 35815.165
SingleElectron – 5746.183 2572.813 4242.201 4025.019 3104.288 7575.483 8650.155 35916.142
SingleMuon – 5746.010 2572.903 4242.292 4025.228 3104.509 7575.579 8650.628 35917.149
SinglePhoton – 5746.364 2572.903 4242.286 4025.226 3104.509 7575.824 8650.626 35917.738

2017

HTMHT – 4793.951 9631.154 4247.680 9313.949 13534.500 – – 41521.234
JetHT – 4793.961 9631.214 4247.682 9313.949 13534.525 – – 41521.331
MET – 4793.348 9632.741 4247.682 9313.950 13498.415 – – 41486.136
SingleElectron – 4793.904 9630.900 4247.670 9313.642 13539.222 – – 41525.338
SingleMuon – 4793.961 9631.215 4247.682 9313.642 13538.559 – – 41525.059
SinglePhoton – 4793.961 9631.210 4247.680 9313.642 13539.211 – – 41525.704

2018

EGamma 13950.619 7060.617 6890.713 31741.739 – – – – 59643.739
JetHT 14027.047 7060.785 6894.782 31710.692 – – – – 59692.692
MET 14024.176 6907.892 6894.782 31719.531 – – – – 59546.381
SingleMuon 14027.047 7060.622 6894.771 31742.979 – – – – 59725.419

FIGURE A.1: Details of datasets for years 2016, 2017 and 2018
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Appendix B

SM MC simulated samples used
for full Run 2 analysis

The following table shows SM MC simulated samples used for full Run 2 analysis.

4.
E

ventsam
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Table 1: SM tt̄ MC samples used in the analysis. The cross sections are calculated to NNLO.
Year Dataset σ (pb)

∫
Ldt ( fb−1)

2016

TTJets TuneCUETP8M1 13TeV-madgraphMLM-pythia8 831.76 12.26
TTJets SingleLeptFromT TuneCUETP8M1 13TeV-madgraphMLM-pythia8 182.72 337.24
TTJets SingleLeptFromTbar TuneCUETP8M1 13TeV-madgraphMLM-pythia8 182.72 330.25
TTJets DiLept TuneCUETP8M1 13TeV-madgraphMLM-pythia8 88.34 349.06
TTJets SingleLeptFromT genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9.684 1792.22
TTJets SingleLeptFromTbar genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9.658 1760.63
TTJets DiLept genMET-150 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 5.919 1647.82
TTJets HT-600to800 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 2.685 5343.28
TTJets HT-800to1200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1.096 9607.90
TTJets HT-1200to2500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.194 15097.94
TTJets HT-2500toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.002 646450.58

2017

TTJets TuneCP5 13TeV-madgraphMLM-pythia8 831.76 9.63
TTJets SingleLeptFromT TuneCP5 13TeV-madgraphMLM-pythia8 182.72 337.26
TTJets SingleLeptFromTbar TuneCP5 13TeV-madgraphMLM-pythia8 182.72 309.66
TTJets DiLept TuneCP5 13TeV-madgraphMLM-pythia8 88.34 320.56
TTJets SingleLeptFromT genMET-150 TuneCP5 13TeV-madgraphMLM-pythia8 9.684 1476.65
TTJets SingleLeptFromTbar genMET-150 TuneCP5 13TeV-madgraphMLM-pythia8 9.658 848.46
TTJets DiLept genMET-150 TuneCP5 13TeV-madgraphMLM-pythia8 5.919 1463.03
TTJets HT-600to800 TuneCP5 13TeV-madgraphMLM-pythia8 2.685 29849.58
TTJets HT-800to1200 TuneCP5 13TeV-madgraphMLM-pythia8 1.096 35778.74
TTJets HT-1200to2500 TuneCP5 13TeV-madgraphMLM-pythia8 0.194 65027.68
TTJets HT-2500toInf TuneCP5 13TeV-madgraphMLM-pythia8 0.002 1899830.47

2018

TTJets TuneCP5 13TeV-madgraphMLM-pythia8 831.76 12.29
TTJets SingleLeptFromT TuneCP5 13TeV-madgraphMLM-pythia8 182.72 312.78
TTJets SingleLeptFromTbar TuneCP5 13TeV-madgraphMLM-pythia8 182.72 327.36
TTJets DiLept TuneCP5 13TeV-madgraphMLM-pythia8 88.34 324.29
TTJets HT-600to800 TuneCP5 13TeV-madgraphMLM-pythia8 2.685 5208.14
TTJets HT-800to1200 TuneCP5 13TeV-madgraphMLM-pythia8 1.096 9301.11
TTJets HT-1200to2500 TuneCP5 13TeV-madgraphMLM-pythia8 0.194 13862.50
TTJets HT-2500toInf TuneCP5 13TeV-madgraphMLM-pythia8 0.002 555382.49

FIGURE B.1: SM MC tt +jets samples used in analysis. The cross
sections are calculated to NNLO.
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Table 2: SM QCD MC samples used in the analysis. All cross sections are calculated to LO.
Year Dataset σ (pb)

∫
Ldt ( fb−1)

2016

QCD HT200to300 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1717000.00 0.03
QCD HT300to500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 351300.00 0.15
QCD HT500to700 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 31630.00 1.98
QCD HT700to1000 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6802.00 2.30
QCD HT1000to1500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1206.00 12.61
QCD HT1500to2000 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 120.40 98.33
QCD HT2000toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 25.24 238.49

2017

QCD HT200to300 TuneCP5 13TeV-madgraph-pythia8 1717000.00 0.03
QCD HT300to500 TuneCP5 13TeV-madgraph-pythia8 351300.00 0.06
QCD HT500to700 TuneCP5 13TeV-madgraph-pythia8 31630.00 1.77
QCD HT700to1000 TuneCP5 13TeV-madgraph-pythia8 6802.00 2.92
QCD HT1000to1500 TuneCP5 13TeV-madgraph-pythia8 1206.00 13.81
QCD HT1500to2000 TuneCP5 13TeV-madgraph-pythia8 120.40 94.55
QCD HT2000toInf TuneCP5 13TeV-madgraph-pythia8 25.24 226.31

2018

QCD HT200to300 TuneCP5 13TeV-madgraphMLM-pythia8 1717000.00 0.03
QCD HT300to500 TuneCP5 13TeV-madgraphMLM-pythia8 351300.00 0.15
QCD HT500to700 TuneCP5 13TeV-madgraphMLM-pythia8 31630.00 1.74
QCD HT700to1000 TuneCP5 13TeV-madgraphMLM-pythia8 6802.00 7.04
QCD HT1000to1500 TuneCP5 13TeV-madgraphMLM-pythia8 1206.00 12.73
QCD HT1500to2000 TuneCP5 13TeV-madgraphMLM-pythia8 120.40 89.87
QCD HT2000toInf TuneCP5 13TeV-madgraphMLM-pythia8 25.24 212.13

Table 3: SM Z → νν+jets MC samples used in the analysis. The cross sections are calculated to
NNLO.

Year Dataset σ (pb)
∫
Ldt ( fb−1)

2016

ZJetsToNuNu HT-100To200 13TeV-madgraph 344.83 70.39
ZJetsToNuNu HT-200To400 13TeV-madgraph 95.53 259.19
ZJetsToNuNu HT-400To600 13TeV-madgraph 13.20 747.31
ZJetsToNuNu HT-600To800 13TeV-madgraph 3.148 1831.99
ZJetsToNuNu HT-800To1200 13TeV-madgraph 1.451 1495.71
ZJetsToNuNu HT-1200To2500 13TeV-madgraph 0.355 1447.84
ZJetsToNuNu HT-2500ToInf 13TeV-madgraph 0.009 47414.35

2017

ZJetsToNuNu HT-100To200 13TeV-madgraph 344.83 65.74
ZJetsToNuNu HT-200To400 13TeV-madgraph 95.53 225.69
ZJetsToNuNu HT-400To600 13TeV-madgraph 13.20 686.16
ZJetsToNuNu HT-600To800 13TeV-madgraph 3.148 1789.28
ZJetsToNuNu HT-800To1200 13TeV-madgraph 1.451 1396.10
ZJetsToNuNu HT-1200To2500 13TeV-madgraph 0.355 929.88
ZJetsToNuNu HT-2500ToInf 13TeV-madgraph 0.009 722.32

2018

ZJetsToNuNu HT-2500ToInf 13TeV-madgraph 0.009 39950.11
ZJetsToNuNu HT-100To200 13TeV-madgraph 344.83 68.60
ZJetsToNuNu HT-200To400 13TeV-madgraph 95.53 242.81
ZJetsToNuNu HT-400To600 13TeV-madgraph 13.20 203.97
ZJetsToNuNu HT-600To800 13TeV-madgraph 3.148 1813.18
ZJetsToNuNu HT-800To1200 13TeV-madgraph 1.451 1410.14
ZJetsToNuNu HT-1200To2500 13TeV-madgraph 0.355 951.46

FIGURE B.2: SM MC QCD samples used in analysis. The cross sec-
tions are calculated to LO.
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Table 4: SM W → `ν+jets MC samples used in the analysis. The cross sections are calculated
to NNLO.

Year Dataset σ (pb)
∫
Ldt ( fb−1)

2016

WJetsToLNu HT-100To200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1627.45 6.11
WJetsToLNu HT-200To400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 435.24 89.57
WJetsToLNu HT-400To600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 59.18 131.12
WJetsToLNu HT-600To800 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 14.58 1281.72
WJetsToLNu HT-800To1200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6.660 1175.76
WJetsToLNu HT-1200To2500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1.608 4273.91
WJetsToLNu HT-2500ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.039 67792.88

2017

WJetsToLNu HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 1627.45 21.96
WJetsToLNu HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 435.24 48.56
WJetsToLNu HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 59.18 239.73
WJetsToLNu HT-600To800 TuneCP5 13TeV-madgraphMLM-pythia8 14.58 1471.62
WJetsToLNu HT-800To1200 TuneCP5 13TeV-madgraphMLM-pythia8 6.660 3020.20
WJetsToLNu HT-1200To2500 TuneCP5 13TeV-madgraphMLM-pythia8 1.608 12269.07
WJetsToLNu HT-2500ToInf TuneCP5 13TeV-madgraphMLM-pythia8 0.039 508831.27

2018

WJetsToLNu HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 1627.45 18.10
WJetsToLNu HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 435.24 58.31
WJetsToLNu HT-2500ToInf TuneCP5 13TeV-madgraphMLM-pythia8 0.039 79961.87
WJetsToLNu HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 59.18 99.68
WJetsToLNu HT-600To800 TuneCP5 13TeV-madgraphMLM-pythia8 14.58 1346.26
WJetsToLNu HT-800To1200 TuneCP5 13TeV-madgraphMLM-pythia8 6.660 1249.54
WJetsToLNu HT-1200To2500 TuneCP5 13TeV-madgraphMLM-pythia8 1.608 4670.23

FIGURE B.3: SM MC W+jets samples used in analysis. The cross sec-
tions are calculated to NNLO.
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Table 2: SM QCD MC samples used in the analysis. All cross sections are calculated to LO.
Year Dataset σ (pb)

∫
Ldt ( fb−1)

2016

QCD HT200to300 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1717000.00 0.03
QCD HT300to500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 351300.00 0.15
QCD HT500to700 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 31630.00 1.98
QCD HT700to1000 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6802.00 2.30
QCD HT1000to1500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1206.00 12.61
QCD HT1500to2000 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 120.40 98.33
QCD HT2000toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 25.24 238.49

2017

QCD HT200to300 TuneCP5 13TeV-madgraph-pythia8 1717000.00 0.03
QCD HT300to500 TuneCP5 13TeV-madgraph-pythia8 351300.00 0.06
QCD HT500to700 TuneCP5 13TeV-madgraph-pythia8 31630.00 1.77
QCD HT700to1000 TuneCP5 13TeV-madgraph-pythia8 6802.00 2.92
QCD HT1000to1500 TuneCP5 13TeV-madgraph-pythia8 1206.00 13.81
QCD HT1500to2000 TuneCP5 13TeV-madgraph-pythia8 120.40 94.55
QCD HT2000toInf TuneCP5 13TeV-madgraph-pythia8 25.24 226.31

2018

QCD HT200to300 TuneCP5 13TeV-madgraphMLM-pythia8 1717000.00 0.03
QCD HT300to500 TuneCP5 13TeV-madgraphMLM-pythia8 351300.00 0.15
QCD HT500to700 TuneCP5 13TeV-madgraphMLM-pythia8 31630.00 1.74
QCD HT700to1000 TuneCP5 13TeV-madgraphMLM-pythia8 6802.00 7.04
QCD HT1000to1500 TuneCP5 13TeV-madgraphMLM-pythia8 1206.00 12.73
QCD HT1500to2000 TuneCP5 13TeV-madgraphMLM-pythia8 120.40 89.87
QCD HT2000toInf TuneCP5 13TeV-madgraphMLM-pythia8 25.24 212.13

Table 3: SM Z → νν+jets MC samples used in the analysis. The cross sections are calculated to
NNLO.

Year Dataset σ (pb)
∫
Ldt ( fb−1)

2016

ZJetsToNuNu HT-100To200 13TeV-madgraph 344.83 70.39
ZJetsToNuNu HT-200To400 13TeV-madgraph 95.53 259.19
ZJetsToNuNu HT-400To600 13TeV-madgraph 13.20 747.31
ZJetsToNuNu HT-600To800 13TeV-madgraph 3.148 1831.99
ZJetsToNuNu HT-800To1200 13TeV-madgraph 1.451 1495.71
ZJetsToNuNu HT-1200To2500 13TeV-madgraph 0.355 1447.84
ZJetsToNuNu HT-2500ToInf 13TeV-madgraph 0.009 47414.35

2017

ZJetsToNuNu HT-100To200 13TeV-madgraph 344.83 65.74
ZJetsToNuNu HT-200To400 13TeV-madgraph 95.53 225.69
ZJetsToNuNu HT-400To600 13TeV-madgraph 13.20 686.16
ZJetsToNuNu HT-600To800 13TeV-madgraph 3.148 1789.28
ZJetsToNuNu HT-800To1200 13TeV-madgraph 1.451 1396.10
ZJetsToNuNu HT-1200To2500 13TeV-madgraph 0.355 929.88
ZJetsToNuNu HT-2500ToInf 13TeV-madgraph 0.009 722.32

2018

ZJetsToNuNu HT-2500ToInf 13TeV-madgraph 0.009 39950.11
ZJetsToNuNu HT-100To200 13TeV-madgraph 344.83 68.60
ZJetsToNuNu HT-200To400 13TeV-madgraph 95.53 242.81
ZJetsToNuNu HT-400To600 13TeV-madgraph 13.20 203.97
ZJetsToNuNu HT-600To800 13TeV-madgraph 3.148 1813.18
ZJetsToNuNu HT-800To1200 13TeV-madgraph 1.451 1410.14
ZJetsToNuNu HT-1200To2500 13TeV-madgraph 0.355 951.46

FIGURE B.4: SM MC Z+jets samples used in analysis. The cross sec-
tions are calculated to NNLO.
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Table 5: SM single-top MC samples used in the analysis. The cross sections are calculated to NLO.
Year Dataset σ (pb)

∫
Ldt ( fb−1)

2016

ST s-channel 4f leptonDecays 13TeV-amcatnlo-pythia8 TuneCUETP8M1 3.340 116.20
ST t-channel top 4f inclusiveDecays 13TeV-powhegV2-madspin-pythia8 TuneCUETP8M1 136.02 493.35
ST t-channel antitop 4f inclusiveDecays 13TeV-powhegV2-madspin-pythia8 TuneCUETP8M1 80.95 479.44
ST tW antitop 5f NoFullyHadronicDecays 13TeV-powheg TuneCUETP8M1 19.47 167.27
ST tW top 5f NoFullyHadronicDecays 13TeV-powheg TuneCUETP8M1 19.47 167.29

2017

ST s-channel 4f leptonDecays TuneCP5 PSweights 13TeV-amcatnlo-pythia8 3.340 1154.17
ST t-channel top 4f inclusiveDecays TuneCP5 13TeV-powhegV2-madspin-pythia8 136.02 43.13
ST t-channel antitop 4f inclusiveDecays TuneCP5 13TeV-powhegV2-madspin-pythia8 80.95 48.67
ST tW antitop 5f NoFullyHadronicDecays TuneCP5 PSweights 13TeV-powheg-pythia8 19.47 272.59
ST tW top 5f NoFullyHadronicDecays TuneCP5 PSweights 13TeV-powheg-pythia8 19.47 237.87

2018

ST s-channel 4f leptonDecays TuneCP5 13TeV-madgraph-pythia8 3.340 2327.69
ST tW antitop 5f NoFullyHadronicDecays TuneCP5 13TeV-powheg-pythia8 19.47 55.30
ST tW top 5f NoFullyHadronicDecays TuneCP5 13TeV-powheg-pythia8 19.47 55.27
ST tW antitop 5f inclusiveDecays TuneCP5 13TeV-powheg-pythia8 35.60 212.18
ST tW top 5f inclusiveDecays TuneCP5 13TeV-powheg-pythia8 35.60 267.14

FIGURE B.5: SM MC single top samples used in analysis. The cross
sections are calculated to NLO.
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Table 7: SM DY+jets MC samples used in the analysis. The cross sections are calculated to
NNLO.

Year Dataset σ (pb)
∫
Ldt ( fb−1)

2016

DYJetsToLL M-50 HT-100to200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 181.30 60.77
DYJetsToLL M-50 HT-200to400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 50.42 190.59
DYJetsToLL M-50 HT-400to600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6.984 1392.58
DYJetsToLL M-50 HT-600to800 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1.681 4932.14
DYJetsToLL M-50 HT-800to1200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.775 3447.37
DYJetsToLL M-50 HT-1200to2500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.186 3200.91
DYJetsToLL M-50 HT-2500toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.004 91105.26

2017

DYJetsToLL M-50 HT-100to200 TuneCP5 13TeV-madgraphMLM-pythia8 181.30 78.00
DYJetsToLL M-50 HT-200to400 TuneCP5 13TeV-madgraphMLM-pythia8 50.42 226.83
DYJetsToLL M-50 HT-400to600 TuneCP5 13TeV-madgraphMLM-pythia8 6.984 1512.70
DYJetsToLL M-50 HT-600to800 TuneCP5 13TeV-madgraphMLM-pythia8 1.681 4791.67
DYJetsToLL M-50 HT-800to1200 TuneCP5 13TeV-madgraphMLM-pythia8 0.775 3920.47
DYJetsToLL M-50 HT-1200to2500 TuneCP5 13TeV-madgraphMLM-pythia8 0.186 3267.32
DYJetsToLL M-50 HT-2500toInf TuneCP5 13TeV-madgraphMLM-pythia8 0.004 84618.62

2018

DYJetsToLL M-50 HT-100to200 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 181.30 63.46
DYJetsToLL M-50 HT-2500toInf TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 0.004 92287.49
DYJetsToLL M-50 HT-200to400 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 50.42 221.89
DYJetsToLL M-50 HT-400to600 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 6.984 1373.18
DYJetsToLL M-50 HT-600to800 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 1.681 5230.89
DYJetsToLL M-50 HT-800to1200 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 0.775 4005.59
DYJetsToLL M-50 HT-1200to2500 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 0.186 2678.52

Table 8: SM γ+jets MC samples used in the analysis. The cross sections are calculated to LO.
Year Dataset σ (pb)

∫
Ldt ( fb−1)

2016

GJets HT-100To200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9226.00 1.10
GJets HT-200To400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 2300.00 8.93
GJets HT-400To600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 277.40 18.24
GJets HT-600ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 93.38 54.41
GJets DR-0p4 HT-100To200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 5000.00 2.96
GJets DR-0p4 HT-200To400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1079.00 46.34
GJets DR-0p4 HT-400To600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 125.90 92.95
GJets DR-0p4 HT-600ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 43.36 269.54

2017

GJets HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 9226.00 1.08
GJets HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 2300.00 8.05
GJets HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 277.40 16.70
GJets HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 93.38 34.98
GJets DR-0p4 HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 v2 5000.00 3.19
GJets DR-0p4 HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 v2 1079.00 46.18
GJets DR-0p4 HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 v2 125.90 106.00
GJets DR-0p4 HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 43.36 192.11

2018

GJets HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 9226.00 1.06
GJets HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 2300.00 8.28
GJets HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 277.40 16.76
GJets HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 93.38 53.15
GJets DR-0p4 HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 5000.00 3.08
GJets DR-0p4 HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 1079.00 45.80
GJets DR-0p4 HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 125.90 108.76
GJets DR-0p4 HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 43.36 286.14

FIGURE B.6: SM MC DY+jets samples used in analysis. The cross
sections are calculated to NNLO.
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Table 7: SM DY+jets MC samples used in the analysis. The cross sections are calculated to
NNLO.

Year Dataset σ (pb)
∫
Ldt ( fb−1)

2016

DYJetsToLL M-50 HT-100to200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 181.30 60.77
DYJetsToLL M-50 HT-200to400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 50.42 190.59
DYJetsToLL M-50 HT-400to600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 6.984 1392.58
DYJetsToLL M-50 HT-600to800 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1.681 4932.14
DYJetsToLL M-50 HT-800to1200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.775 3447.37
DYJetsToLL M-50 HT-1200to2500 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.186 3200.91
DYJetsToLL M-50 HT-2500toInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 0.004 91105.26

2017

DYJetsToLL M-50 HT-100to200 TuneCP5 13TeV-madgraphMLM-pythia8 181.30 78.00
DYJetsToLL M-50 HT-200to400 TuneCP5 13TeV-madgraphMLM-pythia8 50.42 226.83
DYJetsToLL M-50 HT-400to600 TuneCP5 13TeV-madgraphMLM-pythia8 6.984 1512.70
DYJetsToLL M-50 HT-600to800 TuneCP5 13TeV-madgraphMLM-pythia8 1.681 4791.67
DYJetsToLL M-50 HT-800to1200 TuneCP5 13TeV-madgraphMLM-pythia8 0.775 3920.47
DYJetsToLL M-50 HT-1200to2500 TuneCP5 13TeV-madgraphMLM-pythia8 0.186 3267.32
DYJetsToLL M-50 HT-2500toInf TuneCP5 13TeV-madgraphMLM-pythia8 0.004 84618.62

2018

DYJetsToLL M-50 HT-100to200 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 181.30 63.46
DYJetsToLL M-50 HT-2500toInf TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 0.004 92287.49
DYJetsToLL M-50 HT-200to400 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 50.42 221.89
DYJetsToLL M-50 HT-400to600 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 6.984 1373.18
DYJetsToLL M-50 HT-600to800 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 1.681 5230.89
DYJetsToLL M-50 HT-800to1200 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 0.775 4005.59
DYJetsToLL M-50 HT-1200to2500 TuneCP5 PSweights 13TeV-madgraphMLM-pythia8 0.186 2678.52

Table 8: SM γ+jets MC samples used in the analysis. The cross sections are calculated to LO.
Year Dataset σ (pb)

∫
Ldt ( fb−1)

2016

GJets HT-100To200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 9226.00 1.10
GJets HT-200To400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 2300.00 8.93
GJets HT-400To600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 277.40 18.24
GJets HT-600ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 93.38 54.41
GJets DR-0p4 HT-100To200 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 5000.00 2.96
GJets DR-0p4 HT-200To400 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 1079.00 46.34
GJets DR-0p4 HT-400To600 TuneCUETP8M1 13TeV-madgraphMLM-pythia8 125.90 92.95
GJets DR-0p4 HT-600ToInf TuneCUETP8M1 13TeV-madgraphMLM-pythia8 43.36 269.54

2017

GJets HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 9226.00 1.08
GJets HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 2300.00 8.05
GJets HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 277.40 16.70
GJets HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 93.38 34.98
GJets DR-0p4 HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 v2 5000.00 3.19
GJets DR-0p4 HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 v2 1079.00 46.18
GJets DR-0p4 HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 v2 125.90 106.00
GJets DR-0p4 HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 43.36 192.11

2018

GJets HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 9226.00 1.06
GJets HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 2300.00 8.28
GJets HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 277.40 16.76
GJets HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 93.38 53.15
GJets DR-0p4 HT-100To200 TuneCP5 13TeV-madgraphMLM-pythia8 5000.00 3.08
GJets DR-0p4 HT-200To400 TuneCP5 13TeV-madgraphMLM-pythia8 1079.00 45.80
GJets DR-0p4 HT-400To600 TuneCP5 13TeV-madgraphMLM-pythia8 125.90 108.76
GJets DR-0p4 HT-600ToInf TuneCP5 13TeV-madgraphMLM-pythia8 43.36 286.14

FIGURE B.7: SM MC γ+jets samples used in analysis. The cross sec-
tions are calculated to LO.
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Appendix C

Results using only 2016 data
corresponding to luminosity 35.9
fb−1

The figures C.1 and C.2 show statistical interpretations for simplified gluino and
squark models based on SUSY search done using 35.9 fb−1data from 2016.
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FIGURE C.1: 95% confidence level upper limit on crosssection for
gluino pair production models T1tttt, T1bbbb, T1qqqq, T5qqqqVV
and T1tbtb. Thick solid black line shows observed exclusion while
dotted black line shows limits after varying theoretical crosssection
by associated uncertainty. Thick red dashed line shows expected ex-
clusion under background only hypothesis while thin red lines show
region containing 68% and 95% distribution in limit under this hy-

pothesis.
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FIGURE C.2: 95% confidence level upper limit on crosssection for
squark pair production models T2tt, T2bb, T2qq. Thick solid black
line shows observed exclusion while dotted black line shows limits
after varying theoretical crosssection by associated uncertainty. Thick
red dashed line shows expected exclusion under background only
hypothesis while thin red lines show region containing 68% and 95%

distribution in limit under this hypothesis.
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Appendix D

Validation of Average Transfer
Factor method

D.1 Average TF method against event by event method (2016)

As a validation check, hadtau prediction in data obtained using Average TF method
is compared against prediction obtained with event by event approach and used
for 2016 published results. Figure D.1 shows a comparison where 174 bin hadtau
prediction in data (solid black points) is compared against the prediction from event
by event method (template method) used for 2016 published results. No systematic
change is observed and two methods agree within statistical uncertainties.
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FIGURE D.1: Comparison of hadtau prediction in data obtained by
TF method and event by event method

Further performance of Average TF implementation was checked by comparing
how the expected and observed limits look after replacing Lost Lepton and Hadtau
background components and associated systematics from 2016 analysis with com-
bined Lost lepton estimate with Average TF and associated systematics scaled to
35.9 fb−1. From figure D.2 it is observed that expected limit is almost consistent with
previous limit implying sensitivity with new method is similar to that with event by
event approach. Observed limit looked weaker over intermediate range of gluino,
neutralino mass range. For further understanding of what is causing this change in
observed limit, the particular search bins which are leading to significant change in
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observed limit are found. As shown in figure D.3, dropping of low sensitivity search
bins like 127, 140 showed hardly any impact on both observed and expected limits.
But dropping of bin 172(173) lead to stronger(weaker) observed limit as compared to
one using all 174 search bins. Expected limit became weaker equally after removing
either 172/ 173.

For expected limits, observed data counts are not used. Bins with expected signal
strength much higher than SM Bkg Prediction improve expected limit. Bins 172, 173
fall in this category. Hence, skipping of those bins made expected limit worse.

For observed limits, it is the interplay of data, signal strength and background
predictions.

• Bins with Data < SM Bkg, help to constrain observed limits. Hence skipping
such bins makes observed limit worse (ex. bins 173 and 140).

• Bins with Data > SM Bkg allow possibility to include signal, making observed
limit weaker. Hence skipping of such bins improve observed limit.

(a) If signal > > SM Bkg, impact of such bins on observed limit is higher (ex.
Bin 172).

(b) If signal < SM Bkg, impact of such bins on observed limit is not significant
(ex. Bin 140).

Thus, high sensitivity bins like 172 and 173 which show significant opposite im-
pact on observed limits are causing change in observed limit for Average TF method
against event by event approach.
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FIGURE D.2: Comparison of expected and observed limit for T1tttt
model obtained using event by event background prediction of Lost
Lepton and Hadtau as two separate background components (brown)
against those obtained after using combined Lost Lepton+Hadtau

prediction using average TF method (blue)
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FIGURE D.3: Comparison of expected and observed limit for T1tttt
model obtained using Lost Lepton+Hadtau background prediction
using average TF method (solid line) against those after skipping one
of the bins (127, 140, 172 or 173) from limit calculation (dotted line).
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Appendix E

Numerical values for results

E.1 Numerical results for full set of search bins

The following tables give observed number of events in data and pre-fit background
predictions in search bins corresponding to different Njet categories. For the back-
ground predictions, the first uncertainty is statistical and the second is systematic.

33

A Numerical results for the full set of search bins
In this appendix, we present numerical values for the results in the 174 search bins shown in
Fig. 10.

Table 3: Observed number of events and pre-fit background predictions in the 2 ≤ Njet ≤ 3
search bins. For the background predictions, the first uncertainty is statistical and the second
systematic.

Bin
Hmiss

T HT Njet Nb-jet
Lost-lepton Z → νν QCD Total

Observed[GeV] [GeV] background background background background

1 300–350 300–600 2–3 0 38 872+320+580
−320−580 89 092+190+2600

−190−2500 1828+990+1200
−990−840 129 792+1100+2900

−1100−2700 130 718

2 300–350 600–1200 2–3 0 2760+61+39
−60−39 4972+45+150

−45−150 332+180+160
−180−150 8064+200+220

−200−210 7820

3 300–350 ≥1200 2–3 0 181+17+3
−16−3 308+12+19

−12−17 62+34+27
−34−27 552+40+33

−39−32 514

4 350–600 350–600 2–3 0 26 230+240+540
−240−540 77 996+180+2200

−180−2100 659+360+300
−360−300 104 886+460+2300

−460−2200 100 828

5 350–600 600–1200 2–3 0 5319+81+78
−80−78 14 569+77+440

−77−420 205+110+99
−110−94 20 093+160+460

−160−440 19 319

6 350–600 ≥1200 2–3 0 279+21+6
−20−6 689+17+41

−17−36 29+16+13
−16−13 997+32+43

−30−38 933

7 600–850 600–1200 2–3 0 1221+43+25
−42−25 6286+52+370

−52−360 11.1+6.0+5.4
−6.0−5.1 7519+68+370

−67−360 6786

8 600–850 ≥1200 2–3 0 52+10+2
−8−2 240+11+15

−10−15 0.73+0.65+0.31
−0.65−0.07 293+15+16

−13−15 277

9 ≥850 850–1700 2–3 0 116+15+3
−13−3 1088+23+100

−23−96 0.35+0.21+0.15
−0.21−0.14 1205+28+100

−27−96 933

10 ≥850 ≥1700 2–3 0 1.8+4.1+0.1
−1.5−0.1 48.9+5.3+5.2

−4.8−5.0 0.02+0.02+0.01
−0.02−0.00 50.7+6.7+5.2

−5.0−5.0 50

11 300–350 300–600 2–3 1 5591+100+97
−99−97 9809+21+1500

−21−1500 363+200+330
−200−160 15 763+220+1500

−220−1500 15 272

12 300–350 600–1200 2–3 1 436+25+6
−24−6 616+6+95

−6−95 99+54+79
−54−45 1151+60+120

−59−110 1177

13 300–350 ≥1200 2–3 1 27.4+7.9+0.4
−6.3−0.4 38.4+1.5+6.2

−1.4−6.1 18+10+14
−10−8 84+13+15

−12−10 71

14 350–600 350–600 2–3 1 3237+75+99
−74−99 8564+20+1300

−20−1300 124+67+96
−67−57 11 925+100+1300

−100−1300 11 121

15 350–600 600–1200 2–3 1 757+33+14
−31−14 1782+10+270

−9−270 48+27+38
−27−21 2587+43+280

−42−270 2530

16 350–600 ≥1200 2–3 1 36.7+8.9+0.5
−7.3−0.5 86+2+14

−2−14 9.1+5.0+6.9
−5.0−4.1 132+10+16

−9−14 127

17 600–850 600–1200 2–3 1 162+17+4
−16−4 712+6+120

−6−110 2.3+1.3+1.8
−1.3−1.0 876+18+120

−17−110 728

18 600–850 ≥1200 2–3 1 2.7+3.5+0.1
−1.7−0.1 29.5+1.3+4.8

−1.3−4.8 0.12+0.10+0.09
−0.10−0.02 32.3+3.8+4.8

−2.1−4.8 31

19 ≥850 850–1700 2–3 1 8.7+5.2+0.2
−3.5−0.2 124+3+22

−3−22 0.10+0.07+0.07
−0.07−0.02 133+6+22

−4−22 112

20 ≥850 ≥1700 2–3 1 0.0+3.6+0.0
−0.0−0.0 6.0+0.7+1.1

−0.6−1.1 0.03+0.04+0.02
−0.03−0.00 6.0+3.6+1.1

−0.6−1.1 5

21 300–350 300–600 2–3 ≥2 706+37+13
−36−13 935+2+290

−2−290 66+68+72
−66−0 1708+77+300

−76−290 1787

22 300–350 600–1200 2–3 ≥2 96+14+1
−12−1 71+1+22

−1−22 19+11+19
−11−8 186+18+29

−17−23 148

23 300–350 ≥1200 2–3 ≥2 3.5+4.7+0.1
−2.3−0.1 4.4+0.2+1.4

−0.2−1.4 2.2+1.3+2.1
−1.3−0.9 10.2+4.8+2.5

−2.6−1.7 11

24 350–600 350–600 2–3 ≥2 362+27+14
−26−14 811+2+250

−2−250 13+8+13
−8−5 1186+28+250

−27−250 1159

25 350–600 600–1200 2–3 ≥2 166+18+5
−17−5 201+1+61

−1−61 5.1+3.3+5.1
−3.3−1.8 373+18+62

−17−62 322

26 350–600 ≥1200 2–3 ≥2 6.0+4.8+0.1
−2.9−0.1 9.9+0.2+3.1

−0.2−3.1 1.5+0.9+1.5
−0.9−0.6 17.5+4.9+3.4

−3.1−3.1 13

27 600–850 600–1200 2–3 ≥2 17.5+7.6+0.3
−5.6−0.3 72+1+22

−1−22 0.09+0.09+0.09
−0.09−0.00 89+8+22

−6−22 50

28 600–850 ≥1200 2–3 ≥2 0.0+2.9+0.0
−0.0−0.0 3.4+0.1+1.0

−0.1−1.0 0.08+0.08+0.07
−0.08−0.00 3.4+2.9+1.0

−0.2−1.0 4

29 ≥850 850–1700 2–3 ≥2 0.0+4.4+0.0
−0.0−0.0 12.5+0.3+4.0

−0.3−4.0 0.09+0.07+0.09
−0.07−0.02 12.6+4.5+4.0

−0.3−4.0 9

30 ≥850 ≥1700 2–3 ≥2 0.0+3.7+0.0
−0.0−0.0 0.68+0.07+0.22

−0.07−0.22 0.04+0.04+0.03
−0.04−0.00 0.7+3.7+0.2

−0.1−0.2 0

FIGURE E.1: Numerical results for Njet bins [2,3]
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Table 4: Observed number of events and pre-fit background predictions in the 4 ≤ Njet ≤ 5
search bins. For the background predictions, the first uncertainty is statistical and the second
systematic.

Bin
Hmiss

T HT Njet Nb-jet
Lost-lepton Z → νν QCD Total

Observed[GeV] [GeV] background background background background

31 300–350 300–600 4–5 0 8719+110+120
−110−120 13 926+73+600

−73−580 633+350+410
−350−290 23 278+370+740

−370−660 23 241

32 300–350 600–1200 4–5 0 2989+48+54
−48−54 3962+39+150

−39−150 488+260+240
−260−230 7439+270+290

−270−270 7277

33 300–350 ≥1200 4–5 0 216+14+5
−13−5 317+12+19

−11−17 225+120+97
−120−97 759+120+99

−120−99 726

34 350–600 350–600 4–5 0 5228+85+160
−84−160 11 407+67+460

−66−440 184+100+84
−100−82 16 819+150+500

−150−480 16 720

35 350–600 600–1200 4–5 0 4654+59+68
−59−68 9002+59+360

−59−340 211+110+100
−110−97 13 866+140+380

−140−360 13 837

36 350–600 ≥1200 4–5 0 364+17+6
−16−6 680+17+40

−17−35 104+56+45
−56−45 1148+61+61

−61−57 1141

37 600–850 600–1200 4–5 0 428+19+9
−18−9 1592+25+96

−25−92 5.1+2.8+2.4
−2.8−2.3 2025+32+96

−31−93 2028

38 600–850 ≥1200 4–5 0 72.2+8.1+1.1
−7.3−1.1 225+10+14

−10−14 1.9+1.1+0.8
−1.1−0.8 299+13+14

−12−14 291

39 ≥850 850–1700 4–5 0 42.4+6.9+0.8
−6.0−0.8 351+13+33

−12−31 0.13+0.09+0.06
−0.09−0.04 393+15+33

−14−31 360

40 ≥850 ≥1700 4–5 0 6.1+3.3+0.1
−2.3−0.1 38.4+4.4+4.4

−4.0−4.3 0.06+0.05+0.02
−0.05−0.01 44.6+5.5+4.4

−4.6−4.3 51

41 300–350 300–600 4–5 1 4217+69+77
−68−77 2846+15+450

−15−450 224+120+200
−120−100 7287+140+500

−140−470 7157

42 300–350 600–1200 4–5 1 1389+35+23
−34−23 847+8+130

−8−130 261+140+210
−140−120 2496+150+250

−150−180 2387

43 300–350 ≥1200 4–5 1 93+10+3
−9−3 69+3+11

−2−11 93+50+71
−50−43 255+51+72

−51−44 229

44 350–600 350–600 4–5 1 2068+50+41
−49−41 2326+14+370

−14−370 64+35+49
−35−29 4458+63+370

−62−370 4317

45 350–600 600–1200 4–5 1 1777+40+29
−39−29 1912+13+300

−12−300 92+50+73
−50−42 3782+65+310

−65−300 3822

46 350–600 ≥1200 4–5 1 112+11+3
−10−3 148+4+24

−4−24 45+24+34
−24−21 305+27+42

−27−32 350

47 600–850 600–1200 4–5 1 107+11+3
−10−3 332+5+54

−5−54 1.8+1.1+1.5
−1.1−0.8 441+12+55

−11−54 388

48 600–850 ≥1200 4–5 1 23.1+5.5+0.4
−4.6−0.4 48.6+2.2+8.0

−2.1−8.0 0.78+0.51+0.59
−0.51−0.27 72.5+6.0+8.1

−5.0−8.0 74

49 ≥850 850–1700 4–5 1 9.4+4.0+0.3
−3.0−0.3 73+3+13

−3−13 0.12+0.09+0.09
−0.09−0.03 82+5+13

−4−13 73

50 ≥850 ≥1700 4–5 1 1.0+2.3+0.0
−0.8−0.0 8.3+1.0+1.6

−0.9−1.6 0.03+0.04+0.02
−0.03−0.00 9.4+2.5+1.6

−1.2−1.6 14

51 300–350 300–600 4–5 2 1806+49+30
−48−30 468+2+79

−2−79 68+45+74
−45−24 2342+66+110

−65−87 2505

52 300–350 600–1200 4–5 2 687+26+10
−25−10 144+1+24

−1−24 71+39+70
−39−32 902+47+75

−47−41 864

53 300–350 ≥1200 4–5 2 34.0+7.4+0.7
−6.2−0.7 12.0+0.4+2.1

−0.4−2.1 24+13+23
−13−11 70+15+23

−14−11 72

54 350–600 350–600 4–5 2 820+35+20
−34−20 381+2+64

−2−64 17+10+17
−10−7 1218+36+69

−35−67 1208

55 350–600 600–1200 4–5 2 794+29+12
−28−12 324+2+54

−2−54 23+13+23
−13−10 1141+32+60

−31−56 1180

56 350–600 ≥1200 4–5 2 47.8+8.2+1.1
−7.2−1.1 25.6+0.6+4.4

−0.6−4.4 12+7+12
−7−5 85+11+12

−10−7 78

57 600–850 600–1200 4–5 2 37.1+8.0+0.7
−6.7−0.7 55.5+0.9+9.6

−0.9−9.6 0.45+0.30+0.45
−0.30−0.16 93.1+8.0+9.7

−6.8−9.6 98

58 600–850 ≥1200 4–5 2 8.8+5.3+0.1
−3.5−0.1 8.4+0.4+1.5

−0.3−1.5 0.20+0.18+0.19
−0.18−0.02 17.4+5.3+1.5

−3.6−1.5 15

59 ≥850 850–1700 4–5 2 1.2+2.8+0.0
−1.0−0.0 12.0+0.4+2.3

−0.4−2.2 0.09+0.07+0.09
−0.07−0.02 13.3+2.8+2.3

−1.1−2.2 15

60 ≥850 ≥1700 4–5 2 0.0+2.6+0.0
−0.0−0.0 1.44+0.16+0.29

−0.15−0.28 0.04+0.04+0.03
−0.04−0.00 1.5+2.6+0.3

−0.1−0.3 1

61 300–350 300–600 4–5 ≥3 147+15+2
−14−2 40+0+14

−0−14 4.4+4.2+6.1
−4.2−0.2 192+15+16

−14−15 222

62 300–350 600–1200 4–5 ≥3 76.7+9.5+1.3
−8.5−1.3 13.5+0.1+4.8

−0.1−4.8 9+6+12
−6−3 99+11+13

−10−6 92

63 300–350 ≥1200 4–5 ≥3 5.8+3.9+0.1
−2.5−0.1 1.14+0.04+0.41

−0.04−0.41 3.7+2.2+4.7
−2.2−1.5 10.6+4.5+4.7

−3.3−1.5 5

64 350–600 350–600 4–5 ≥3 73+11+1
−10−1 33+0+12

−0−12 1.2+1.1+1.6
−1.1−0.1 107+11+12

−10−12 111

65 350–600 600–1200 4–5 ≥3 92+11+2
−10−2 30+0+11

−0−11 3.2+2.0+4.2
−2.0−1.2 125+11+12

−10−11 138

66 350–600 ≥1200 4–5 ≥3 5.0+3.4+0.1
−2.2−0.1 2.45+0.06+0.88

−0.06−0.87 1.8+1.2+2.3
−1.2−0.6 9.3+3.6+2.5

−2.5−1.1 5

67 600–850 600–1200 4–5 ≥3 1.3+2.9+0.0
−1.1−0.0 4.9+0.1+1.8

−0.1−1.8 0.10+0.12+0.13
−0.10−0.00 6.3+2.9+1.8

−1.1−1.8 5

68 600–850 ≥1200 4–5 ≥3 0.0+2.6+0.0
−0.0−0.0 0.79+0.04+0.28

−0.03−0.28 0.10+0.12+0.13
−0.10−0.00 0.9+2.6+0.3

−0.1−0.3 0

69 ≥850 850–1700 4–5 ≥3 0.0+3.2+0.0
−0.0−0.0 1.05+0.04+0.38

−0.04−0.38 0.10+0.09+0.13
−0.09−0.02 1.2+3.2+0.4

−0.1−0.4 1

70 ≥850 ≥1700 4–5 ≥3 0.0+2.3+0.0
−0.0−0.0 0.13+0.01+0.05

−0.01−0.05 0.04+0.05+0.05
−0.04−0.00 0.2+2.3+0.1

−0.0−0.1 0

FIGURE E.2: Numerical results for Njet bins [4,5]
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Table 5: Observed number of events and pre-fit background predictions in the 6 ≤ Njet ≤ 7
search bins. For the background predictions, the first uncertainty is statistical and the second
systematic.

Bin
Hmiss

T HT Njet Nb-jet
Lost-lepton Z → νν QCD Total

Observed[GeV] [GeV] background background background background

71 300–350 300–600 6–7 0 686+29+11
−28−11 761+17+63

−17−62 144+83+92
−83−61 1590+89+110

−89−87 1480

72 300–350 600–1200 6–7 0 967+25+14
−25−14 873+18+66

−18−63 275+140+130
−140−130 2114+140+150

−140−150 1993

73 300–350 ≥1200 6–7 0 121.5+9.1+2.8
−8.5−2.8 116.8+7.5+9.3

−7.1−9.1 172+86+74
−86−74 410+87+75

−87−75 362

74 350–600 350–600 6–7 0 353+21+8
−20−8 514+14+41

−14−40 33+20+15
−20−13 901+32+45

−31−43 847

75 350–600 600–1200 6–7 0 1219+28+28
−28−28 1542+24+110

−24−110 130+65+63
−65−63 2891+75+130

−74−130 2842

76 350–600 ≥1200 6–7 0 208+11+4
−11−4 258+11+19

−10−18 81+40+35
−40−35 547+43+40

−43−39 553

77 600–850 600–1200 6–7 0 76.1+7.2+1.0
−6.6−1.0 182+8+15

−8−14 1.70+0.88+0.82
−0.88−0.81 259+11+15

−10−14 245

78 600–850 ≥1200 6–7 0 29.7+4.4+0.5
−3.9−0.5 72.8+5.8+5.8

−5.4−5.6 2.3+1.2+1.0
−1.2−1.0 104.8+7.4+5.9

−6.7−5.8 122

79 ≥850 850–1700 6–7 0 18.5+3.8+0.3
−3.2−0.3 35.2+3.8+3.9

−3.4−3.8 0.10+0.07+0.04
−0.07−0.02 53.8+5.4+3.9

−4.7−3.8 55

80 ≥850 ≥1700 6–7 0 4.3+2.0+0.2
−1.4−0.2 12.7+2.5+1.9

−2.1−1.9 0.05+0.04+0.02
−0.04−0.01 17.0+3.2+1.9

−2.6−1.9 20

81 300–350 300–600 6–7 1 675+25+12
−24−12 248+6+45

−6−45 42+22+27
−22−20 965+34+54

−33−51 946

82 300–350 600–1200 6–7 1 950+26+15
−25−15 289+6+52

−6−52 115+58+55
−58−55 1355+63+77

−63−77 1282

83 300–350 ≥1200 6–7 1 105.6+9.1+2.7
−8.4−2.7 39.3+2.5+7.1

−2.4−7.1 57+28+24
−28−24 201+30+26

−30−26 197

84 350–600 350–600 6–7 1 252+16+5
−16−5 168+5+30

−4−30 9.5+5.0+4.3
−5.0−4.3 429+18+31

−17−31 425

85 350–600 600–1200 6–7 1 1050+28+19
−27−19 510+8+91

−8−91 53+27+26
−27−26 1614+39+97

−39−96 1521

86 350–600 ≥1200 6–7 1 155+11+4
−10−4 86+4+15

−3−15 26+13+11
−13−11 268+17+20

−17−20 269

87 600–850 600–1200 6–7 1 34.7+5.4+0.6
−4.8−0.6 60+3+11

−3−11 0.69+0.41+0.33
−0.41−0.28 95+6+11

−6−11 90

88 600–850 ≥1200 6–7 1 25.9+4.7+0.4
−4.0−0.4 24.4+1.9+4.4

−1.8−4.4 0.59+0.34+0.26
−0.34−0.25 50.9+5.1+4.4

−4.4−4.4 49

89 ≥850 850–1700 6–7 1 7.9+2.9+0.1
−2.2−0.1 11.5+1.2+2.3

−1.1−2.2 0.05+0.04+0.02
−0.04−0.00 19.4+3.2+2.3

−2.5−2.2 17

90 ≥850 ≥1700 6–7 1 1.5+2.0+0.0
−1.0−0.0 4.29+0.85+0.96

−0.72−0.95 0.04+0.05+0.02
−0.04−0.00 5.9+2.2+1.0

−1.2−0.9 7

91 300–350 300–600 6–7 2 376+19+8
−18−8 64+2+13

−1−13 9.8+5.5+6.3
−5.5−4.2 450+20+17

−19−16 450

92 300–350 600–1200 6–7 2 693+23+10
−22−10 76+2+15

−2−15 34+17+16
−17−16 803+28+25

−28−25 797

93 300–350 ≥1200 6–7 2 46.7+6.4+0.7
−5.7−0.7 10.5+0.7+2.1

−0.6−2.1 18.7+9.4+8.1
−9.4−8.1 76+11+8

−11−8 84

94 350–600 350–600 6–7 2 120+12+2
−11−2 43.6+1.2+8.9

−1.2−8.9 2.1+1.2+0.9
−1.2−0.9 165+12+9

−11−9 188

95 350–600 600–1200 6–7 2 661+23+11
−22−11 134+2+27

−2−27 14.6+7.5+7.0
−7.5−7.0 809+24+30

−24−30 762

96 350–600 ≥1200 6–7 2 66.6+7.7+2.2
−7.0−2.2 22.8+0.9+4.6

−0.9−4.6 7.5+3.8+3.2
−3.8−3.2 96.9+8.7+6.0

−8.0−6.0 106

97 600–850 600–1200 6–7 2 19.3+4.7+0.3
−3.9−0.3 15.7+0.7+3.2

−0.7−3.2 0.15+0.10+0.07
−0.10−0.05 35.2+4.7+3.2

−4.0−3.2 32

98 600–850 ≥1200 6–7 2 8.0+3.2+0.2
−2.4−0.2 6.5+0.5+1.3

−0.5−1.3 0.09+0.07+0.04
−0.07−0.01 14.5+3.3+1.3

−2.4−1.3 14

99 ≥850 850–1700 6–7 2 1.8+1.7+0.0
−1.0−0.0 2.98+0.32+0.65

−0.29−0.65 0.05+0.04+0.02
−0.04−0.01 4.8+1.8+0.7

−1.0−0.7 9

100 ≥850 ≥1700 6–7 2 0.5+1.2+0.0
−0.4−0.0 1.15+0.23+0.28

−0.19−0.28 0.02+0.02+0.01
−0.02−0.00 1.7+1.2+0.3

−0.5−0.3 1

101 300–350 300–600 6–7 ≥3 67.8+8.8+1.6
−7.9−1.6 8.8+0.2+3.7

−0.2−3.7 1.4+1.0+0.9
−1.0−0.4 78.0+8.9+4.1

−8.0−4.0 86

102 300–350 600–1200 6–7 ≥3 136+11+2
−10−2 10.5+0.2+4.3

−0.2−4.3 7.4+4.2+3.6
−4.2−3.2 154+11+6

−11−6 167

103 300–350 ≥1200 6–7 ≥3 15.7+4.1+0.2
−3.4−0.2 1.44+0.09+0.59

−0.09−0.59 3.9+2.2+1.7
−2.2−1.7 21.1+4.7+1.8

−4.0−1.8 16

104 350–600 350–600 6–7 ≥3 20.6+5.3+0.5
−4.3−0.5 6.0+0.2+2.5

−0.2−2.5 0.68+0.62+0.31
−0.62−0.07 27.2+5.4+2.5

−4.4−2.5 28

105 350–600 600–1200 6–7 ≥3 137+11+4
−10−4 18.5+0.3+7.6

−0.3−7.6 2.8+1.6+1.4
−1.6−1.2 158+11+9

−10−9 115

106 350–600 ≥1200 6–7 ≥3 15.4+4.4+0.6
−3.5−0.6 3.1+0.1+1.3

−0.1−1.3 1.7+1.0+0.8
−1.0−0.7 20.2+4.5+1.6

−3.7−1.6 23

107 600–850 600–1200 6–7 ≥3 4.1+2.5+0.0
−1.7−0.0 2.16+0.10+0.89

−0.09−0.89 0.05+0.06+0.02
−0.05−0.00 6.3+2.5+0.9

−1.7−0.9 6

108 600–850 ≥1200 6–7 ≥3 2.1+2.0+0.0
−1.1−0.0 0.89+0.07+0.37

−0.07−0.37 0.07+0.06+0.03
−0.06−0.01 3.0+2.0+0.4

−1.1−0.4 2

109 ≥850 850–1700 6–7 ≥3 0.0+1.2+0.0
−0.0−0.0 0.41+0.04+0.17

−0.04−0.17 0.05+0.04+0.02
−0.04−0.01 0.5+1.2+0.2

−0.1−0.2 1

110 ≥850 ≥1700 6–7 ≥3 0.0+1.9+0.0
−0.0−0.0 0.16+0.03+0.07

−0.03−0.07 0.02+0.02+0.01
−0.02−0.00 0.2+1.9+0.1

−0.0−0.1 1

FIGURE E.3: Numerical results for Njet bins [6,7]
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Table 6: Observed number of events and pre-fit background predictions in the 8 ≤ Njet ≤ 9
search bins. For the background predictions, the first uncertainty is statistical and the second
systematic.

Bin
Hmiss

T HT Njet Nb-jet
Lost-lepton Z → νν QCD Total

Observed[GeV] [GeV] background background background background

111 300–350 600–1200 8–9 0 139.5+9.8+1.9
−9.2−1.9 60.0+4.7+9.8

−4.4−9.7 58+29+28
−29−28 258+31+30

−31−30 245

112 300–350 ≥1200 8–9 0 31.0+4.5+1.1
−4.0−1.1 25.1+3.7+2.8

−3.2−2.7 57+28+24
−28−24 113+29+25

−29−25 88

113 350–600 600–1200 8–9 0 136.1+9.5+1.7
−9.0−1.7 123+7+14

−7−13 30+15+14
−15−14 289+19+20

−19−20 280

114 350–600 ≥1200 8–9 0 49.9+5.5+0.9
−5.0−0.9 52.2+5.0+5.6

−4.6−5.3 27+14+12
−14−12 129+16+13

−15−13 104

115 600–850 600–1200 8–9 0 6.6+2.3+0.2
−1.8−0.2 13.9+2.6+1.5

−2.2−1.5 0.37+0.21+0.18
−0.21−0.16 20.9+3.5+1.6

−2.9−1.5 28

116 600–850 ≥1200 8–9 0 6.1+2.1+0.1
−1.6−0.1 12.9+2.6+1.6

−2.2−1.6 0.79+0.44+0.34
−0.44−0.34 19.7+3.3+1.7

−2.7−1.6 22

117 ≥850 850–1700 8–9 0 1.1+1.1+0.0
−0.6−0.0 4.1+1.5+0.6

−1.2−0.6 0.06+0.04+0.03
−0.04−0.02 5.3+1.9+0.6

−1.3−0.6 2

118 ≥850 ≥1700 8–9 0 1.5+1.2+0.1
−0.7−0.1 2.2+1.3+0.3

−0.9−0.3 0.02+0.02+0.01
−0.02−0.00 3.7+1.8+0.3

−1.1−0.3 1

119 300–350 600–1200 8–9 1 183+11+3
−11−3 37+3+11

−3−11 27+13+13
−13−13 247+18+17

−17−17 229

120 300–350 ≥1200 8–9 1 43.8+5.5+0.7
−5.0−0.7 13.8+2.0+3.8

−1.8−3.8 24+12+10
−12−10 82+13+11

−13−11 68

121 350–600 600–1200 8–9 1 176+11+3
−10−3 75+4+21

−4−21 10.9+5.5+5.3
−5.5−5.3 262+13+22

−12−22 224

122 350–600 ≥1200 8–9 1 68.4+6.7+1.2
−6.2−1.2 29.5+2.8+8.2

−2.6−8.1 9.8+5.0+4.2
−5.0−4.2 107.8+8.8+9.3

−8.3−9.2 90

123 600–850 600–1200 8–9 1 3.4+2.0+0.2
−1.4−0.2 8.7+1.6+2.4

−1.4−2.4 0.10+0.08+0.05
−0.08−0.02 12.2+2.6+2.4

−2.0−2.4 7

124 600–850 ≥1200 8–9 1 8.3+2.8+0.1
−2.1−0.1 8.1+1.6+2.3

−1.4−2.3 0.31+0.18+0.13
−0.18−0.12 16.7+3.2+2.3

−2.6−2.3 15

125 ≥850 850–1700 8–9 1 0.0+1.2+0.0
−0.0−0.0 2.08+0.79+0.61

−0.59−0.61 0.05+0.04+0.02
−0.04−0.01 2.1+1.5+0.6

−0.6−0.6 2

126 ≥850 ≥1700 8–9 1 1.0+1.3+0.0
−0.7−0.0 1.35+0.81+0.41

−0.54−0.40 0.02+0.02+0.01
−0.02−0.00 2.4+1.5+0.4

−0.8−0.4 2

127 300–350 600–1200 8–9 2 169+11+4
−10−4 11.0+0.9+4.1

−0.8−4.1 9.5+4.9+4.6
−4.9−4.6 190+12+7

−11−7 193

128 300–350 ≥1200 8–9 2 28.9+4.7+0.5
−4.1−0.5 5.5+0.8+1.9

−0.7−1.9 10.1+5.1+4.4
−5.1−4.4 44.6+7.0+4.8

−6.6−4.8 53

129 350–600 600–1200 8–9 2 146+10+2
−10−2 23.1+1.3+8.2

−1.2−8.1 4.5+2.4+2.2
−2.4−2.1 174+11+9

−10−9 158

130 350–600 ≥1200 8–9 2 42.9+5.6+0.9
−5.0−0.9 11.0+1.1+3.9

−1.0−3.9 4.1+2.1+1.8
−2.1−1.8 58.0+6.1+4.4

−5.5−4.3 74

131 600–850 600–1200 8–9 2 3.6+2.4+0.2
−1.6−0.2 2.52+0.47+0.89

−0.40−0.89 0.09+0.08+0.04
−0.08−0.01 6.2+2.5+0.9

−1.6−0.9 7

132 600–850 ≥1200 8–9 2 8.0+2.9+0.3
−2.2−0.3 2.30+0.46+0.82

−0.39−0.82 0.08+0.09+0.04
−0.09−0.00 10.4+3.0+0.9

−2.3−0.9 9

133 ≥850 850–1700 8–9 2 0.7+1.6+0.0
−0.6−0.0 0.96+0.37+0.35

−0.27−0.35 0.05+0.04+0.02
−0.04−0.01 1.7+1.6+0.3

−0.7−0.3 0

134 ≥850 ≥1700 8–9 2 2.5+3.3+0.1
−1.7−0.1 0.40+0.24+0.15

−0.16−0.15 0.02+0.02+0.01
−0.02−0.00 2.9+3.4+0.2

−1.7−0.2 2

135 300–350 600–1200 8–9 ≥3 46.8+6.1+0.7
−5.5−0.7 3.8+0.3+2.3

−0.3−2.3 3.7+2.6+1.8
−2.6−1.2 54.3+6.6+3.0

−6.1−2.7 57

136 300–350 ≥1200 8–9 ≥3 17.3+4.0+0.5
−3.3−0.5 1.26+0.18+0.76

−0.16−0.76 3.6+2.0+1.5
−2.0−1.5 22.2+4.4+1.8

−3.8−1.8 17

137 350–600 600–1200 8–9 ≥3 44.4+5.9+1.0
−5.3−1.0 7.5+0.4+4.6

−0.4−4.6 1.31+0.81+0.63
−0.81−0.51 53.2+6.0+4.7

−5.4−4.7 36

138 350–600 ≥1200 8–9 ≥3 15.2+3.6+0.3
−2.9−0.3 2.8+0.3+1.7

−0.2−1.7 1.17+0.68+0.51
−0.68−0.49 19.2+3.6+1.8

−3.0−1.8 23

139 600–850 600–1200 8–9 ≥3 0.0+1.7+0.0
−0.0−0.0 0.88+0.16+0.54

−0.14−0.53 0.04+0.04+0.02
−0.04−0.00 0.9+1.7+0.5

−0.1−0.5 2

140 600–850 ≥1200 8–9 ≥3 2.7+2.2+0.1
−1.3−0.1 0.83+0.17+0.51

−0.14−0.51 0.05+0.05+0.02
−0.05−0.00 3.6+2.2+0.5

−1.3−0.5 2

141 ≥850 850–1700 8–9 ≥3 0.8+2.0+0.0
−0.7−0.0 0.18+0.07+0.11

−0.05−0.11 0.05+0.04+0.02
−0.04−0.01 1.1+2.0+0.1

−0.7−0.1 0

142 ≥850 ≥1700 8–9 ≥3 0.0+1.8+0.0
−0.0−0.0 0.14+0.08+0.08

−0.05−0.08 0.02+0.02+0.01
−0.02−0.00 0.2+1.8+0.1

−0.1−0.1 0

FIGURE E.4: Numerical results for Njet bins [8,9]
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Table 7: Observed number of events and pre-fit background predictions in the Njet ≥ 10 search
bins. For the background predictions, the first uncertainty is statistical and the second system-
atic.

Bin
Hmiss

T HT Njet Nb-jet
Lost-lepton Z → νν QCD Total

Observed[GeV] [GeV] background background background background

143 300–350 600–1200 ≥10 0 5.7+2.2+0.3
−1.7−0.3 2.9+1.3+0.6

−1.0−0.5 7.8+4.5+3.7
−4.5−3.3 16.4+5.2+3.8

−4.9−3.3 17

144 300–350 ≥1200 ≥10 0 5.7+2.5+0.2
−1.8−0.2 2.5+1.5+0.4

−1.0−0.3 12.6+6.3+5.4
−6.3−5.4 20.8+7.0+5.4

−6.7−5.4 20

145 350–600 600–1200 ≥10 0 6.0+2.4+0.1
−1.8−0.1 4.2+1.6+0.6

−1.2−0.6 3.3+1.8+1.6
−1.8−1.5 13.6+3.4+1.7

−2.8−1.6 12

146 350–600 ≥1200 ≥10 0 10.7+2.9+0.2
−2.3−0.2 6.5+2.1+0.9

−1.6−0.9 6.0+3.1+2.6
−3.1−2.6 23.2+4.7+2.8

−4.2−2.8 21

147 600–850 600–1200 ≥10 0 0.19+0.44+0.00
−0.17−0.00 0.36+0.84+0.05

−0.30−0.05 0.07+0.07+0.03
−0.07−0.00 0.63+0.95+0.06

−0.35−0.05 2

148 600–850 ≥1200 ≥10 0 2.0+1.6+0.0
−1.0−0.0 1.5+1.2+0.2

−0.7−0.2 0.15+0.13+0.06
−0.13−0.02 3.6+2.0+0.2

−1.2−0.2 6

149 ≥850 850–1700 ≥10 0 0.0+2.3+0.0
−0.0−0.0 0.00+0.64+0.00

−0.00−0.00 0.05+0.04+0.02
−0.04−0.01 0.0+2.4+0.0

−0.0−0.0 0

150 ≥850 ≥1700 ≥10 0 0.00+0.91+0.00
−0.00−0.00 0.42+0.96+0.07

−0.35−0.07 0.02+0.02+0.01
−0.02−0.00 0.4+1.3+0.1

−0.3−0.1 2

151 300–350 600–1200 ≥10 1 15.2+3.3+0.2
−2.8−0.2 1.24+0.56+0.90

−0.40−0.90 4.0+2.1+1.9
−2.1−1.9 20.4+4.0+2.1

−3.5−2.1 22

152 300–350 ≥1200 ≥10 1 11.2+3.2+0.4
−2.6−0.4 1.05+0.63+0.76

−0.42−0.76 6.9+3.5+3.0
−3.5−3.0 19.2+4.8+3.1

−4.4−3.1 18

153 350–600 600–1200 ≥10 1 13.8+3.3+0.3
−2.7−0.3 1.8+0.7+1.3

−0.5−1.3 1.53+0.85+0.74
−0.85−0.68 17.1+3.5+1.5

−2.9−1.5 9

154 350–600 ≥1200 ≥10 1 16.2+3.4+0.4
−2.9−0.4 2.7+0.9+2.0

−0.7−2.0 2.6+1.3+1.1
−1.3−1.1 21.5+3.8+2.3

−3.2−2.3 32

155 600–850 600–1200 ≥10 1 0.0+3.6+0.0
−0.0−0.0 0.15+0.35+0.11

−0.13−0.09 0.04+0.04+0.02
−0.04−0.00 0.2+3.6+0.1

−0.1−0.1 0

156 600–850 ≥1200 ≥10 1 1.3+1.3+0.0
−0.7−0.0 0.61+0.49+0.44

−0.29−0.44 0.06+0.05+0.03
−0.05−0.01 2.0+1.4+0.5

−0.8−0.4 3

157 ≥850 850–1700 ≥10 1 0.0+3.2+0.0
−0.0−0.0 0.00+0.27+0.00

−0.00−0.00 0.05+0.04+0.02
−0.04−0.01 0.0+3.2+0.0

−0.0−0.0 0

158 ≥850 ≥1700 ≥10 1 0.7+1.5+0.0
−0.6−0.0 0.18+0.41+0.13

−0.15−0.10 0.03+0.04+0.01
−0.03−0.00 0.9+1.6+0.1

−0.6−0.1 1

159 300–350 600–1200 ≥10 2 13.1+3.2+0.3
−2.6−0.3 0.38+0.18+0.42

−0.13−0.36 2.1+1.5+1.0
−1.5−0.6 15.5+3.5+1.1

−3.0−0.8 15

160 300–350 ≥1200 ≥10 2 10.8+3.0+0.4
−2.4−0.4 0.33+0.19+0.36

−0.13−0.30 3.3+1.7+1.4
−1.7−1.4 14.4+3.5+1.5

−3.0−1.5 11

161 350–600 600–1200 ≥10 2 18.2+3.8+0.3
−3.2−0.3 0.55+0.21+0.60

−0.16−0.53 0.77+0.52+0.37
−0.52−0.26 19.5+3.8+0.8

−3.3−0.7 11

162 350–600 ≥1200 ≥10 2 13.7+3.2+0.3
−2.6−0.3 0.85+0.27+0.92

−0.21−0.82 1.15+0.66+0.50
−0.66−0.50 15.7+3.3+1.1

−2.7−1.0 12

163 600–850 600–1200 ≥10 2 1.6+2.2+0.0
−1.2−0.0 0.05+0.11+0.05

−0.04−0.03 0.04+0.04+0.02
−0.04−0.00 1.7+2.2+0.1

−1.2−0.0 0

164 600–850 ≥1200 ≥10 2 0.9+1.2+0.0
−0.6−0.0 0.19+0.15+0.21

−0.09−0.17 0.06+0.05+0.03
−0.05−0.01 1.2+1.2+0.2

−0.6−0.2 0

165 ≥850 850–1700 ≥10 2 0.0+2.4+0.0
−0.0−0.0 0.00+0.08+0.00

−0.00−0.00 0.05+0.04+0.02
−0.04−0.01 0.0+2.4+0.0

−0.0−0.0 0

166 ≥850 ≥1700 ≥10 2 0.0+1.5+0.0
−0.0−0.0 0.05+0.13+0.06

−0.04−0.03 0.02+0.02+0.01
−0.02−0.00 0.1+1.5+0.1

−0.0−0.0 0

167 300–350 600–1200 ≥10 ≥3 6.4+2.4+0.1
−1.8−0.1 0.36+0.17+0.41

−0.12−0.34 0.46+0.32+0.22
−0.32−0.14 7.2+2.4+0.5

−1.8−0.4 13

168 300–350 ≥1200 ≥10 ≥3 3.8+2.1+0.1
−1.4−0.1 0.31+0.19+0.35

−0.12−0.28 1.50+0.87+0.65
−0.87−0.63 5.6+2.3+0.7

−1.7−0.7 5

169 350–600 600–1200 ≥10 ≥3 1.6+1.5+0.0
−0.9−0.0 0.52+0.20+0.59

−0.15−0.50 0.11+0.12+0.05
−0.11−0.00 2.2+1.6+0.6

−0.9−0.5 3

170 350–600 ≥1200 ≥10 ≥3 4.2+2.1+0.1
−1.4−0.1 0.81+0.26+0.90

−0.20−0.78 0.71+0.44+0.31
−0.44−0.27 5.7+2.1+0.9

−1.5−0.8 9

171 600–850 600–1200 ≥10 ≥3 0.0+3.0+0.0
−0.0−0.0 0.05+0.10+0.05

−0.04−0.03 0.04+0.04+0.02
−0.04−0.00 0.1+3.0+0.1

−0.1−0.0 0

172 600–850 ≥1200 ≥10 ≥3 0.0+1.4+0.0
−0.0−0.0 0.18+0.14+0.20

−0.09−0.16 0.04+0.04+0.02
−0.04−0.00 0.2+1.4+0.2

−0.1−0.2 1

173 ≥850 850–1700 ≥10 ≥3 0.0+2.0+0.0
−0.0−0.0 0.00+0.08+0.00

−0.00−0.00 0.05+0.04+0.02
−0.04−0.01 0.0+2.0+0.0

−0.0−0.0 0

174 ≥850 ≥1700 ≥10 ≥3 0.0+1.3+0.0
−0.0−0.0 0.05+0.12+0.06

−0.04−0.03 0.02+0.02+0.01
−0.02−0.00 0.1+1.3+0.1

−0.0−0.0 0

FIGURE E.5: Numerical results for Njet bin ≥10
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Appendix F

Background composition against
search variables

The following tables give aggregate predicted pre-fit background predictions of Lost-
lepton, Z → νν and QCD in data obtained as a function of one or two dimensional
search variables. These aggregate background predictions are obtained by combin-
ing the predictions in appropriate search bins as given by tables E.1, E.2, E.3, E.4,
E.5.

TABLE F.1: Variation against Hmiss
T , Njet, Nb−jet

variable range Lost-lepton Z → νν QCD

Hmiss
T 300-350 74623 131156 6005

350-600 21055 29919 1225
600-850 2377 10027 32.82
≥ 850 223 1838 1.98

Njet 2-3 86647 219176 3897
4-5 37151 51669 2873
6-7 9332 6237 1148
≥ 8 1547 534 339

Nb−jet 0 101835 241468 6021
1 23854 32000 1836
≥ 2 8988 4187 500
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TABLE F.2: Variation against Njet, Nb−jetwhile HT> 300 GeV and
Hmiss

T > 300 GeV

[Njet,Nb−jet] Lost-lepton Z → νν QCD

[2-3,0] 75031 195288 3127
[2-3,1] 10258 21766 663
[2-3,≥2] 1357 2120 107
[4-5,0] 22718 41500 1852
[4-5,1] 9796 8609 781
[4-5,≥2] 4636 1558 239
[6-7,0] 3683 4367 839
[6-7,1] 3257 1440 303
[6-7,≥2] 2391 429 105
[≥8,0] 402 311 203
[≥8,1] 542 183 87
[≥8,≥2] 603 78 48.8

TABLE F.3: Variation against Njet, Nb−jetwhile HT> 600 GeV and
Hmiss

T > 600 GeV

[Njet,Nb−jet] Lost-lepton Z → νν QCD

[2-3,0] 1390 7662 12.19
[2-3,1] 173 871 2.6
[2-3,≥2] 17.5 88 0.3
[4-5,0] 548 2206 7.18
[4-5,1] 140 461 2.7
[4-5,≥2] 48.4 84 1.12
[6-7,0] 128 302 4.15
[6-7,1] 70 100 1.37
[6-7,≥2] 35.8 29.9 0.5
[≥8,0] 17.5 35.4 1.53
[≥8,1] 14.7 21.17 0.66
[≥8,≥2] 20.8 8.78 0.72
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Appendix G

Lost-lepton background
composition against search
variables

The following table shows the variation in composition of Lost-lepton background
obtained from MC as a function of one search variable at a time, and scaled to 137
fb−1luminosity.

TABLE G.1: Composition of various contributing processes to Lost-
lepton background as a function of search variables HT, Hmiss

T , Njet,
Nb−jet

variable range tt W+jets single top

HT 300-500 44052 149264 5131
500-900 33485 56370 2684
900-1500 5911 8979 512
≥ 1500 779 1367 93

Hmiss
T 300-350 20276 57427 2030

350-500 12631 44085 1411
500-750 1317 7849 200
≥ 750 68 893 14.2

Njet 2-3 18849 156860 3870
4-5 43293 51747 3474
6-7 18545 6825 956
≥ 8 3544 523 120

Nb−jet 0 15695 196322 2300
1 40420 17911 4279
2 25071 1657 1675
≥ 3 2990 80 164
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