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Abstract

Surfactants are amphiphilic molecules having hydrophilic head and hy-
drophobic tail groups. Due to the amphiphilc nature, surfactants self as-
semble into a wide range of spectrum of mesoscopic structures which are
stable and distinct. Understanding the factors which control the forma-
tion of these mesoscopic structures is a great field of interests since these
distinct structures are important for their applications in cosmetic formula-
tions, detergents, food technology and so on. This thesis focus on under-
standing how concentration of surfactants play a role in their phase change
processes. Phase transformations of surfactants-water systems are stud-
ied in the presence and absence of co-surfactants using all atom molec-
ular dynamics simulations. Surfactants self-assemble into micelles which
change their shapes at different concentrations of surfactants. Shape tran-
sitions of micelles by changing the surfactant (behenyl trimethyl ammo-
nium chloride, BTMAC) to co-surfactant (stearyl alcohol, SA) ratio. BTMAC
and SA self-assemble into small patches of aggregates at lower BTMAC
concentration, which transform into cylindrical micelles due to the increase
in concentration of the surfactants. At the highest BTMAC concentration
in our study, where no SA is present, cylindrical micelles transform into
spherical ones. The total solvent accessible surface areas of BTMAC
and SA are calculated which demonstrate the aggregation process by de-
hydrating water molecules. The radial distribution functions of beads along
the surfactants with respect to the center of mass of each micelles indicate
respective symmetries of different micellar shapes. Other structural prop-
erties such as head to tail distance and angle distributions between the
head, the middle beads and the tail show that the single chains are more
stretched in the small patches of aggregates and in the cylindrical micelles
than in the spherical micelles where no SA is present. Our simulations
show that concentration of the surfactants plays an important role in con-
trolling the shape transitions of micelles.
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Chapter 1

Introduction

Surfactants are amphiphilc molecules which have both hydrophilic and hy-
drophobic groups. They can lower the surface tension between two liquids
or between a solid and a liquid. The word “surfactant” has come from the
abbreviation of surface active agent (1).

Surfactants contain both hydrophilic head group and hydrophobic tail
groups. Since they contain both a water soluble and a water insoluble
component in aqueous solutions, surfactants will diffuse and absorbed at
interfaces between water and air or vise versa (2).

1.1 Classification of surfactants

The variations in structures of surfactants depend on both the head and
tail groups. The tail groups are usually comprised of branched hydrocar-
bon chains but head groups of surfactants can be neutral or charged. So,
classification of surfactants is based on the charges present on the head
groups of surfactants.

r0.5

Figure 1.1 Schematic representation of surfactants.
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Introduction

There are mainly four classes of surfactants, cationic, anionic, zwitter-ionic
and non-ionic (3). The anionic and cationic surfactants are most commonly
used surfactants in industry, which are dissociated in water into charged
species. Examples of cationic surfactants are laurylamine hydrochloride,
trimethyl dodecylammonium chloride, cetyl trimethylammonium bromide
and so on. Most common anionic surfactants are sodium stearate , sodium
dodecyl sulfate, sodium dodecyl benzene sulfonate. The zwitter-ionic sur-
factants have both a negative group and a positive group. Examples
of zwitter-ionic surfactants are dodecyl betaine, lauramidopropyl betaine,
cocoamido-2-hydroxypropyl sulfobetaine and so on. The non-ionic surfac-
tants are second most commonly used surfactants in industry. These can
have a highly polar uncharged moieties. They do not ionize in aqueous so-
lution. Non-ionic surfactants are mostly polyoxyethylene alcohol alkylphe-
nol ethoxylate (4).

1.2 Applications

Due to the amphiphilic nature of the surfactants, they have immense in-
dustrial applications as well as interests of research since long (5, 6).
Surfactants can be synthetic in nature or can be obtained from natural
source. The first recognized surfactants are based on glycerol and are
vital components of the cell membranes such as lipids. Gylcerols are one
of the ingredients of soaps. Soaps are natural source of detergents. Now-
a-days, many industries synthesize components of surfactants depending
on the chemical nature of the products and their properties. Based on
different classes of surfactants [see the section 1.2], these have different
applications, e.g., anionic surfactants are used in personal care products,
detergents, soaps and emulsifiers depending on the nature of head groups
of the surfactant. Cationic surfactants are used as anti-static and anti-
corrosion agents, fabric softeners, bactericides, flotation collectors and
hair conditioners. Since non-ionic surfactants have strong dipole-dipole
interactions these can be used as emulsifiers and detergents at low tem-
perature. Zwitter-ionics surfactants are commonly used in cosmetics and
shampoos.

6



Introduction

Figure 1.2 Possible macro-structures formed from surfactant/co- surfactant
/water systems.

1.3 Mesoscopic structures of surfactants in wa-
ter

In general, surfactants can not reduce the inter-facial area, therefore, most
of the cases co-surfactants are added with surfactants to produce stable
systems. The ratio of Surfactants to co-surfactants plays an important
role to stabilize the system. In presence of water, surfactants and co-
surfactants can undergo formation of self-assembly or aggregation lead-
ing to regular three-dimensional mesoscopic structures. Depending on
the composition of the system, they can arrange into a variety of struc-
tures ranging from bilayers, micelles, vesicles, reverse micelles, hexago-
nal shapes, cylindrical, monomeric structures and so on [shown in figure
1.2]. Temperature, hydration levels and compositions are important factors
that control the shape and mesoscopic phases of surfactants (7). The in-
fluence of different factors that control the formation of these macroscopic
structures at atomic level can be studied using molecular dynamics simu-
lations (8).

A fundamental understanding of different factors that are crucial for the
stability of the mesoscopic phases of surfactant-water system is impor-
tant since it sheds light on the mechanism of controlling and designing

7
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(a) (b)

(c) (d)

Figure 1.3 Snapshot of (a) Behenyl trimethyl ammonium chloride (BTMAC), (b)
stearyl alcohol (SA), (c) chemical structure of BTMAC and (d) chemical structure
of SA Color codes: Ice blue, BTMAC; blue, nitrogen (N+ )head group for
BTMAC, red, SA, yellow, oxygen (O −) head group of SA.

a phase according to the desired functionality. Once the desired func-
tionality is achieved, it can be used in cosmetic formations, secondary and
tertiary oil recovery processes and in detergents (9). Surfactant-water sys-
tems self-assemble and arrange into variety of structures [shown in figure
1.2] at macro-scopic level. Formation of these phases may depend on
the intricate balance between several chemical details and compositions
for which atomic level descriptions are important. This can be accessed
only by all atom molecular dynamics simulations. In the present thesis,
all-atom molecular dynamics simulations are carried out for a two compo-
nent system which have cationic surfactants, behenyl trimethyl ammonium
chloride (BTMAC) [shown in figure 1.3 (a)] in the presence and absence
of co-surfactants stearyl alcolohol (SA) [shown in figure 1.3 (b)] (10, 11).
Chemical formula of BTMAC is CH3-(CH2)21-N+Cl−(NH3)3 [shown in fig-
ure 1.3(c)] and for the SA CH3-(CH2)17-OH [shown in figure 1.3 (d). We
investigate the influence of concentration of the surfactants on the shape
transitions of the self-assembled meso-scopic structures.

8



Chapter 2

Molecular Dynamics Simulation

2.1 Introduction

Molecular dynamics (MD) simulations are used to study the structural and
dynamic properties of the particles of classical many body systems such
as molecular systems that obey the laws of classical mechanics for solv-
ing the nuclear motion of the particles. MD simulations provide detailed
information of the conformational changes of molecules in the presence
of thermal fluctuations. The first MD simulation was reported in 1964 by
Aneesur Rahman who used Lennard-Jones potential to describe both at-
tractive and repulsive interactions in a system of 864 argon atoms (12).
MD simulations are based on Newton’s Second Law of Motion, as follows,

Fi = mi
∂ 2ri

∂ t2 , i = 1,2, ...N, (2.1)

where Fi is the force, mi is the mass of system and ri is the coordinate of
the ith particle. Since force is the negative derivative of potential function
V, it is written as,

Fi =−∂V
∂ri

, (2.2)

where V is the potential which is dependent on coordinates r1,r2, ....,rN .
The equation of motion using finite difference method can be integrated
using different algorithms in MD simulations. The algorithm followed in our
simulation is leap-frog algorithm (13)

9
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Figure 2.1 A two-dimensional periodic system.

2.2 Periodic Boundary Conditions

Using periodic boundary a central box of a system is replicated throughout
space to form an infinite lattice.
In MD simulation, when a molecule moves in the original box, exactly same
way its periodic image moves in each of its neighboring boxes. So, when
a molecule moves, it may leave the central box, but its images will enter
the same box through the opposite face of the box. This box simply mea-
sures the coordinates of N molecules by forming a convenient axis system
(14, 15). A two-dimensional version of such a periodic box is shown in
figure 2.2. The duplicate boxes are labeled A,B,C, and so on in an arbi-
trary fashion. As particle 1 moves through a boundary, its images, 1A, 1B
etc. also move across their corresponding boundaries. When a molecule
leaves the box by crossing a boundary, attention may be switched to the
images just entering. This way the number density in the central box is
always preserved. A similar analogy exists for a three-dimensional peri-
odic system, but it is more difficult to visualize. The benefits of periodic
boundary conditions are on the equilibrium of thermodynamic properties
and molecular structures, where the interactions are short-ranged.

10



Molecular Dynamics Simulation

The cut-off radii are calculated by cutting off the top or the end or by re-
place (an edge or an angle) by plane in non-bonded interactions using the
minimum image convention. The cut-off radius is always less than half of
the shortest box vector because otherwise more than one image would be
within the cut-off distance of the force.

Rc =
1
2

min(||a||, ||b||, ||c||). (2.3)

2.3 Force field

Force field is a set of parameters and equations which are used to cal-
culate the energy of a system, which is a function of only nuclear posi-
tion. Force field method (also known as molecular mechanics (16)) does
not provide properties of electronic distribution in a molecule and ignores
the electronic motion of the system. The molecular mechanics deals with
Born-Oppenheimer approximation because without this approximation, it
is impossible to write the energy as a function of nuclear coordinates.
The force field uses potential functions to describe non-bonded and bonded
interactions. The non-bonded interactions are calculated based on a list
of non-bonded atoms within a cut-off radius. The bonded interactions are
computed on the basis of certain list of atoms. Following analytical func-
tions are used for potential bounded and non-bonded interactions.

2.3.1 Bonded interactions

bonded interactions include 2-body (stretching), 3-body (angle) and 4-
body (dihedral angle) interactions.
The potential of bond stretching is given by,

Vb(rlm) =
1
2

Kb
lm(rlm −blm)

2 (2.4)

and the respective force derived from this potential is,

Fl(rlm) = Kb
lm(rlm −blm)

rlm

|rlm|
(2.5)

where Vb is the bond potential; Kb is a force constant, r is a bond distance,
and b is an equilibrium bond length for particle l and m [shown in figure
2.3(a)].
The potential of angle bending is given by,

Va(θlmn) =
1
2

kθ
lmn(θlmn −θ 0

lmn)
2 (2.6)
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The force equations of angle bending is given by chain rule,

Fl =−dVa(θlmn)

drl
;Fn =−dVa(θlmn)

drn
;Fm =−Fl −Fn

where
θlmn = arccos

(rlm.rnm)

rlm.rnl
(2.7)

where Va is an angle potential and Fl, Fm and Fn are force which are repre-
sented by harmonic function; Kθ

lmn is a force constant, θlmn is an angle and
θ 0

lmn is the equilibrium angle of l, m and n particles which are consequen-
tially connected by covenant bonds [shown in figure 2.3(b)]
The potential of improper dihedral torsion is given by,

Vid(ξlmno) =
1
2

kξ (ξlmno −ξ0)
2 (2.8)

Where Vid(ξlmno) is improper torsion for l, m, n and o particles; kξ is a force
constant for improper torsion [shown in figure 2.3(c)].
Improper torsions are used to prevent planar groups flipping out of plane
or to its mirror image.

2.3.2 Non-bonded Interactions

The electrostatic interaction between two molecules, calculated as a sum
of interactions between pairs of point charges, using Coulomb’s law [shown
in figure 2.3(d)],

VCoulomb(rlm) =
1

4πε0

qlqm

4πεrr2
lm

(2.9)

and force derived from this potential is;

FCoulomb(rlm) =
1

4πε0

qlqm

4πεrrlm

rlm

|rlm|
(2.10)

The Lennard Jonnes potential describe the potential energy of interaction
between two non-bonding atoms or molecules [shown in figure 2.3(e)].

VLJ(rlm) = 4εlm[(
σlm

rlm
)12 − (

σlm

rlm
)6] (2.11)

and force derived from this potential is,

Fl(rlm) = (12
C12

lm

r13
lm

−6
C6

lm

r7
lm

)
rlm

|rlm|
, (2.12)
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Figure 2.2 Schematic representation for a) bond, b) angle, c) improper dihedral
d) Coulombic and e) Lennard-Jones potentials. Both repulsive and attractive
charges are shown for the Coulombic potential.

where VLJ and VCoulomb are the Lennard-Jones and Coulombic potentials,
εlm and σlm are LJ parameters for particle l and m; rlm is the distance be-
tween l and m; q is the charge and εo is the permittivity constant. NA and NB
are the number of point charges in the two molecules. One functional form
of a force field that can be used to model single molecule or assemblies of
atoms and/or molecules is,

V (rN) =
1
2

Kb
lm(rlm −blm)

2 +
1
2

kθ
lmn(θlmn −θ 0

lmn)
2 +

1
2

kξ (ξlmno −ξ0)
2

+4εlm[(
σlm

rlm
)12 − (

σlm

rlm
)6]+

1
4πε0

qlqm

4πεrr2
lm

(2.13)

where V (rN) denotes the potential energy which is a function of position
(r) of N particles (usually atoms).
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Figure 2.3 A energy minimization method, how energy moves downhill to the
nearest minimum energy in one dimension.

2.4 Energy Minimization

Energy minimization method is used to find the lowest energy of a molecule
[see figure 2.4]. The minimization problem as follows,

∂ f
∂xi

= 0;
∂ 2 f
∂x2

i
> 0 (2.14)

where f is a the potential energy function and depends on one or more
independent variables x1,x2, .....,xi.

2.4.1 Steepest Descent Method

The method of steepest descent, also known as gradients descent method
(17). finds the nearest minimum of a function f (ri) by moving along a
direction of −∆ f (ri). Both gradient and direction steps are orthogonal and
direction of gradient is determined by the largest inter-atomic forces. This
method takes a right angle turn after each step, so it converges slowly.
First, the force and potential energy are calculated. New positions are
calculated by,

rn+1 = rn +
Fn

max(|Fn|)
hn, (2.15)
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where Fn is the force, hn is the maximum displacement, max(|Fn|) is the
largest of the absolute values of the force components and vector r as the
vector of all 3N coordinates; where rn is nth positions vector and rn+1 is at
(n+1)th positions vector.

2.5 The Ensemble

An ensemble is a collection of systems described by the same set of micro-
scopic interactions sharing a common set of macroscopic properties (such
as topology, volume and number of molecules)(18). Each system evolves
under the microscopic law of motion from an initial condition. Once an
ensemble is defined, macroscopic are calculated by averaging over the
system in ensemble.

2.5.1 Micro-canonical Ensemble (NVE)

In micro-canonical ensemble, the thermodynamics state is characterized
by constant number of atoms N, constant volume V and constant energy
E describing an isolated system (19). Entropy of an ideal gas is a quantity
that can be related to the number of microscopic state of the system can
be written as,

S(N,V,E) = kBlnΩ(N,V,E), (2.16)

Ω(N,V,E) = MN

∫
δ (H(x)−E)dx, (2.17)

where
MN =

E0

N!h3N
. (2.18)

S is entropy which is a function of N, V and E; Ω is the number of micro-
scopic state, which is also a function of N, V and E, kB is the Boltzmann’s
constant, MN is a normalization factor and N! is for the indistinguishability
of the particles.

2.5.2 Canonical Ensemble (NVT)

In the case of micro-canonical ensemble (NVE), main disadvantage is that
conditions of constant total energy are not those under which experiments
are performed. It is, therefore, in order to more common experimental
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Figure 2.4 System which is in thermal equilibrium with the heat bath

setups need to develop a new ensemble which have different sets of ther-
modynamic control variables. In canonical ensemble, the thermodynamics
control variables are number of particle N, volume V and temperature T,
which characterize a system which is in thermal contact with an infinite
heat source/thermal reservoir(20, 21) [shown in the figure 2.4]. When a
system is in thermal contact with an infinite external heat source, energy
will fluctuate in such a way that its temperature remains fixed. The prob-
ability of each microstate m in the canonical ensemble is proportional to
exp(−βEm) and the partition function of canonical ensemble is,

Q(N,V,T ) =CNe−βH(x), (2.19)

where CN = 1
N!h3N is normalization factor, H(x) is Hamiltonian.

2.5.3 The Isobaric Isothermal Ensemble

In order to maintain a fixed internal pressure, the volume of a system must
be allowed to fluctuate and thus isobaric isothermal ensemble is needed.
In an isobaric isothermal ensemble (NPT), the thermodynamics state is
characterized by constant number of atoms N, fixed pressure P and fixed
temperature T (22). We have used this method for maintaining a constant
pressure P by allowing volume to fluctuate in the system. In this case the
system is allowed to be in thermal contact with the reservoir [shown in
the figure 2.5], so that it can exchange heat by keeping the temperature
constant.

Partition function of isothermal-isobaric ensemble is,

∆(N,P,T ) = IN

∫ ∞

0

∫
dxe−β (H(x)+PV ), (2.20)
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Figure 2.5 Two systems in contact with a thermal reservoir at temperature T.

where IN =
1

V0N!h3N is normalization factor with analogous to the micro-

canonical and canonical ensembles.
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Chapter 3

Simulation Details

All-atom molecular dynamics simulations are carried out for the cationic
surfactant, BTMAC with the co- surfactant, SA, in the presence of water
using Gromacs-4.5.6 (23, 24, 25, 26). In our present work, we consider
three cases where the BTMAC to SA ratio are 1:1, 2:1 and 1:0. The BT-
MAC to SA ratio is varied in such a way that concentration of BTMAC
increases from the first system to the second to the third one. The force-
field parameters for BTMAC and SA are obtained using OPLS (27, 28) and
GROMOS-87 with the rigid SPC model for water (29, 30).

The system with BTMAC to SA ratio 1 : 1 is referred to as S1 in table 1.
The initial configuration of S1 is created using a cubic box with box length
of 12 nm. 100 BTMAC and 100 SA molecules are randomly placed inside
the box. Each solute molecule (BTMAC and SA individually) is solvated
with a shell of water molecules having thickness of 0.52 nm. This way
16471 water molecules are placed inside the box. Next 100 Cl− ions are
added by replacing 100 water molecules to make the system neutral. Fi-
nally system S1 is obtained where 100 BTMAC, 100 SA, 100 Cl− ions and
16371 water molecules are present [shown in figure 3.2 (a)]. The hydra-

tion number is calculated using following expression,
NSOL

NBT MAC +NSA
, where

NSOL is the number of water molecules, NBT MAC is the number of BTMAC

Table 3.1 Number of BTMAC, SA and water molecules used in S1, S2 and S3
for the initial configurations.

System Number of Number of Hydra Produ Wt% Box Length,
BTMAC SA -tion -ctions of nm

molecules molecules levels run, ns BTMAC Lx Ly Lz
S1 100 100 >40 100 11 8.64 8.64 8.31
S2 100 50 >40 100 23 8.93 8.95 3.70
S3 100 — >40 100 35 5.83 5.83 5.83
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Table 3.2 Number of BTMAC, SA, and water molecules used in R1, R2 and R3.
These systems are obtained after replicating S1, S2 and S3.

System Number of Number of Hydra Produ Wt% Box Length
BTMAC SA -tion -ctions of nm

molecules molecules levels run, ns BTMAC Lx Ly Lz
R1 400 400 >40 200 49 24.27 14.46 7.69
R2 400 200 >40 200 60 13.59 13.59 10.72
R3 400 — >40 200 84 15.21 13.42 6.71

Figure 3.1 Flowchart of our simulation protocol.
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(a) (b)

(c)

Figure 3.2 Snapshots of BTMAC, SA and water for (a) initial random
configuration of S1 mentioned in table 1, (b) final configuration of S1 where
water molecules are not shown for clarity, (c) final configuration of R1 mentioned
in table 2 which is obtained after replication of S1, water molecules are not
shown for clarity. Color codes: Ice blue, BTMAC; blue, nitrogen (N+) head group
for BTMAC; red, SA; yellow, oxygen (O−) head group of SA, green, water.
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molecules, NSA is the number of SA molecules. Thus, S1 has a hydration

number of
16371

200
= 81.86 which is higher than the hydration number for

phospholipids which is ∼ 30 (31). This confirms that the surfactants in S1
are fully hydrated. This random configuration is energy minimized with the
steepest descent algorithm and then 100 ps NVT runs are carried out at
283K. The velocity re-scale thermostat is used with a coupling constant of
0.5 ps. Periodic boundary conditions were applied in all three directions
and trajectories were calculated in every 10 ps. Next a 100 ns NPT run is
carried out using Berendsen thermostat (32) with a coupling constant of 1
ps at the same temperature. Berendsen semi-isotropic pressure coupling
method (33) is used to maintain the pressure at 1 bar and trajectories are
calculated in every 100 ps. A time step of 2 fs is used for all simulations.
Van der Waals and Columbic interactions are cut off at 1.3 nm using Ewald
method (34, 35). During 100 ns NPT runs patches of aggregates are self-
assembled [see figure 3.2 (b)]. These aggregated structures are replicated
twice along x and y directions to obtain a bigger system to overcome the
system size effects. This bigger system is referred to as R1 and mentioned
in table 2. Next a 100 ps NVT run followed by 100 ns NPT runs with same
set of parameters are carried out from the replicated structure. After 100
ns NPT runs 8 patches of small aggregated structures are obtained and
each of which have two layers [shown in figure 3.2 (c)]. Last 50 ns of 100
ns runs are analyzed and reported in the result section. However, to con-
firm the stability of the system, it is simulated further for additional 100 ns
in an NPT ensemble. The topology of the macroscopic structures does not
change during the additional 100 ns runs.
The system with BTMAC to SA ratio 2 : 1 is referred to as S2 in table 1. The
initial configuration of S2 is created using a cubic box with box length of
10 nm. 100 BTMAC and 50 SA molecules are randomly placed inside the
box. Each solute molecule (BTMAC and SA individually) is solvated with
a shell of water molecules having thickness of 0.4 nm. This way 6756 wa-
ter molecules are placed inside the box. Next 100 Cl− ions are added by
replacing 100 water molecules to make the system neutral. Finally system
S2 is obtained where 100 BTMAC, 50 SA, 100 Cl− ions and 6656 water
molecules are present [shown in figure 3.3 (a)]. The hydration number is
calculated using the same expression as before. Thus, S2 has a hydra-

tion number of
6656
150

= 44.37 which is higher than the hydration number
for phospholipids which is ∼ 30. This confirms that the surfactants in S2
are fully hydrated. This random configuration is energy minimized with the
steepest descent algorithm and then 100 ps NVT runs are carried out at
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(a) (b)

(c)

Figure 3.3 Snapshot of BTMAC, SA and water for (a) initial random configuration
of S2 in the presence of water as mentioned in table 1, (b) final configuration of
S2, water are not shown for clarity, (c) final configuration of R2 mentioned in
table 2, water are not shown for clarity.
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283 K. The velocity re-scale thermostat is used with a coupling constant
of 0.5 ps. Periodic boundary conditions were applied in all three directions
and trajectories were calculated in every 10 ps. Next a 100 ns NPT run
is carried out using Berendsen thermostat with a coupling constant of 1
ps at the same temperature. Berendsen semi-isotropic pressure coupling
method is used to maintain the pressure at 1 bar and trajectories are calcu-
lated in every 100 ps. A time step of 2 fs is used for all simulations. Van der
Waals and Columbic interactions are cut off at 1.3 nm using Ewald method.
During 100 ns NPT runs patches of aggregates are self-assembled [see
figure 3.3 (b)]. These aggregated structures are replicated twice along z
direction to obtain a bigger system to overcome the system size effects.
This bigger system is referred to as R2 and mentioned in table 2. Next
a 100 ps NVT run followed by 100 ns NPT runs with the same set of pa-
rameters used for S1 are carried out from the replicated structure. After
100 ns NPT runs cylindrical micelle shape is obtained [shown in figure 3.3
(c)]. Last 50 ns of 100 ns runs are analyzed and reported in the result sec-
tion. However, to confirm the stability of the system, it is simulated further
for additional 100 ns in NPT ensemble. The topology of the macroscopic
structures does not change during the additional 100 ns runs.
The system with BTMAC to SA ratio 1 : 0 is referred to as S3 in table 1. The
initial configuration of S3 is created using a cubic box with box length of 9
nm. 100 BTMAC and no SA molecules are randomly placed inside the box.
BTMAC solute molecule is solvated with a shell of water molecules having
a thickness of 0.385 nm. This way 4214 water molecules are placed inside
the box. Next 100 Cl− ions are added by replacing 100 water molecules
to make the system neutral. Finally system S3 is obtained where 100 BT-
MAC, no SA, 100 Cl− ions and 4114 water molecules are present [shown

in figure 3.4 (a)]. The hydration number for S3 is
4114
100

= 41.14 which is
confirms that the surfactants in S3 are fully hydrated. This random config-
uration is energy minimized with the steepest descent algorithm and then
100 ps NVT runs are carried out followed by a 100 ns NPT run at 283K us-
ing the same set of parameters used in S2. During this 100 ns NPT runs,
surfactants self-assemble into a cylindrical micelle [see figure 3.4 (b)]. This
cylindrical micelle is replicated twice along x and y directions to obtain a
bigger system to overcome the system size effects. This bigger system
is referred to as R3 and mentioned in table 2. Next a 100 ps NVT run
followed by 100 ns NPT runs with same set of parameters are carried out
from the replicated structure. After 100 ns NPT runs 4 patches of spher-
ical micellar aggregated structures are obtained [shown in figure 3.4 (c)].
Last 50 ns of 100 ns runs are analyzed and reported in the result section.
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(a) (b)

(c)

Figure 3.4 Snapshot of BTMAC, SA and water (a) initial random configuration of
S3 mentioned in table 1 (b) final configuration of S3, water are not shown for
clarity. (c) final configuration of R3 mention in table 2, water are not shown for
clarity.
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However, to confirm the stability of the system, it is simulated further for
additional 100 ns in an NPT ensemble. The topology of the macroscopic
structures does not change during the additional 100 ns runs.

Note that, the starting configurations of three systems (S1, S2 and S3)
have smaller number of atoms than the configurations analyzed later (R1,
R2 and R3). It is known that the time taken to calculate the forces is pro-
portional to N2 (36). Thus the self-assembly process starting from random
configurations can not be achieved for larger systems by brute force all
atom simulations. So the starting structures have less number of atoms.
On the other hand, small systems do not confirm phase transformations
due to system size dependence of periodic boxes. The periodicity inhibits
any density waves with a wavelength greater than the box length. Thus,
simulating a system near phase transition where the critical fluctuations
are macroscopic can not be captured in a small system. Thus, it is pre-
ferred to replicate the smaller systems to confirm the stability of the self
assembled structures obtained at smaller length scale. Ideally one should
study the self assembly and the stability of different phases using coarse
grained model.
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Chapter 4

Results and Discussion

Molecular Dynamics simulations of BTMAC and SA are carried out to an-
alyze the structural properties of various self-assembled aggregates by
changing the concentration of BTMAC. Note, that the systems R1, R2 and
R3 are obtained after replicating systems S1, S2 and S3 (see fig. 3.2, 3.3
and 3.3 (a)) respectively where the final configurations of R2 and R3 are
different from the final configurations of S2 and S3. The final configuration
of R2 is a cylindrical micelle (fig 3.3 (c)) whereas the final configuration
of S2 does not show any cylindrical shape, but an unstructured aggregate
(fig. 3.3 (b)). Similarly, the final configuration of R3 is a spherical micelle
(fig. 3.4 (c)) whereas the final configuration of S3 is a cylindrical one (fig.
3.4 (b)). This clearly indicates that different phases formed in the three
systems studied by changing the concentration of BTMAC, depend on the
system size. However, the results reported in this section are for the bigger
systems, R1, R2 and R3. The final configurations shown in fig 3.2 (c), 3.3
(c) and 3.4 (c) are obtained after 100 ns runs. All results are reported for
the last 50 ns runs, unless specified otherwise. To confirm the stability of
the phases for R1, R2 and R3, additional 100 ns runs are carried out for
all three systems which do not show any changes in the results reported.

4.1 Solvent Accessible Surface Area

In order to confirm the equilibration of R1, R2 and R3, solvent accessible
surface area (SASA) is calculated for all three systems.
The SASA can measure the area of surface which is accessible to the
solvent. SASA is the accessible surface of the solute where the solute is
assumed to be spherical with a van der Waals radius rvdW . If the radius of
the solvent or probe is rSOL, then the distance between the center of the
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solvent and the spherical solute is rvdW +rSOL without any overlap between
the solute and the solvent. This is defined by the locus of the center of a
probe which is represented by a solvent molecule as it rolls over the Van
der Waals surface of solute molecules [shown in figure 4.1]. Ideally, one
can calculate the accessible surface by excluding solvent molecules with
a zero probe radius, which is known as van der Waals surface.

Figure 4.1 Accessible surface of a
molecules, defined as the locus of the
center of a solvent molecule as it rolls
over the Van der Waals surface of the
molecules.

In our study, total SASA was
calculated with a probe radius of
0.14 nm for all three cases [shown
in figure 4.2] for 100 ns NPT runs.
Figure 4.2 represents the SASA
for three systems where black, red
and green lines correspond to R1,
R2 and R3 respectively. The plot
clearly demonstrates that the value
of SASA drop down within initial 50
ns for R1 and within initial 20 ns for
R2 and R3. This shows that the
surfactants self assemble into ag-
gregates within initial 50 ns runs for
R1, R2 and R3 by dehydrating wa-
ter molecules away. The average values of SASA do not alter during last
50 ns runs indicating equilibration for R1, R2 and R3. Thus, last 50 ns runs
are used for the analysis of structural properties of all aggregated struc-
tures in R1, R2 and R3.

R1 self assembles into eight patches of small aggregates (see figure
3.2 (b)), but does not form a continuum of bilayer. These aggregates stay
stable for last 50 ns of the production run. Since the individual aggregates
do not collapse into one continuous macro-structure, the surface area ac-
cessible to the solvent is higher. In our case, it is 1550 nm2. Unlike R1,
BTMAC and SA in R2 self-assemble into one micelle which has a cylin-
drical shape (see figure 3.3 (b)). Since R2 has aggregated into one big
micelle, the surface area accessible to solvents is lower than that for R1.
Interestingly, when the concentration of BTMAC is increased further in R3,
one big cylindrical micelle transforms into 4 spherical micelles (see figure
3.4 (b)). The value of SASA for R3 is higher than R2, but lower than R1
since R3 has 4 micelles with more exposed surface to the solvents than
that in R2 which has one micelle.

An approximate calculation of the surface area is performed to show
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Figure 4.2 Time evolution of solvent accessible surface area (SASA) for R1, R2
and R3.
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(a) (b)

(c) (d)

Figure 4.3 Schematic representation of two classes of aggregates of R1 (a) and
(b), R2 (c) and R3 (d). The respective lengths are determined using VMD.

that the value of SASA for R1, R2 and R3 follow the same trend as their
respective surface areas. Both SASA and surface area depend on not
only the shapes of different aggregates, but also on their sizes. To start
with, the surface area of R1 is calculated using the standard formula, 2×
(xy+ yz+ zx), since the surfactants and co-surfactants reside in two layers
forming a cuboid in each of the eight aggregates.

The values of x, y and z are chosen from the final snapshot of R1 using
VMD (37). A close inspection of the final snapshot shows that R1 has two
classes of aggregates based on their sizes. Figure 4.3 (a) and (b) shows
two aggregates from these two classes with their respective values of x, y
and z. Thus, the surface area of R1 is 1017.82 nm2. Similarly, the surface
area of R2 is calculated using the standard formula for a cylindrical, which
is 2πrh+ 2πr2 since R2 is a cylindrical micelle. Figure 4.3 (c) shows the
value of r and h and thus the surface area of R2 is 328.46 nm2. In case
of spherical micelle (R3), the surface area is calculated using the standard
formula 4πr2, where r is the radius of the spherical micelle. The value
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of r is shown in figure 4.3 (d). Since all four micelles are of equal size,
the total surface area of R3 is 4× 4πr2 = 385.49 nm2. On the basis this
calculation, it is found that the surface area of R1 is much higher than R2
and R3 whereas the surface area of R3 is slightly higher than R2. This
trend is same as the trend obtained from SASA. Note that, the calculation
of SASA involves the locus of the center of a probe and thereby differs
quantitatively from the values of the respective surface areas.

4.2 Radial Distribution Function

Radial distribution functions (RDF) of different beads of BTMAC and SA
are calculated in order to understand their arrangements and the overall
shape of R1, R2 and R3.
The radial distribution function (RDF), denoted by g(r), is also called pair
correlation function between two particles, i and j and can be seen as the
ratio between a local density ρ(r) to the system density ρ. This can be
written as follows,

g(r) =

⟨
1
ρ

1
N

N

∑
i

N

∑
j ̸=i

δ (ri j − r)

⟩
, (4.1)

where ri j is the distance between two particles i and j. Usually the value
of ri j is half of the box length (L/2) since the simulation is carried out on a
cubic box and L/2 can be the largest radius of a sphere which can included
inside a cube. N is the total number of particles. The angular brack-
ets denote the average over time. The radial distribution function (RDF)
is calculated by dividing the system into spherical slices from r to r + dr
where the volume of the spherical shell is (4

3π(r+dr)3− 4
3πr3)∼ 4πr2dr. So

4πr2g(r)ρdr shows how many particles are present in a shell of thickness
dr on average from a reference particle. RDF mostly is used to describe
the structures of liquids.

To do the calculation of RDF of R1, individual aggregate is taken and
position of the center of mass of individual aggregate is calculated. Then
RDF of specific bead along a BTMAC or SA chain is calculated with re-
spect to the respective center of mass of individual aggregate. The RDF
is time averaged over last 20 ns trajectory and then time averaged RDF is
averaged over 8 patches of aggregates. Since R2 has only one cylindrical
micelle, the calculation is done for last 50 ns trajectory with respect to the
center of mass of the single micelle. However, R3 has 4 spherical micelles,
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Figure 4.4 Radial distribution function (RDF) of BTMAC beads with respect to
the center of mass of individual aggregate. RDF are shown for all eight
aggregates.

so the calculation for R3 follows similar procedure as in R1. The RDF for
R3 is time averaged over last 80 ns trajectory and then averaged over all
4 micelles. The bin width is chosen to be 0.02 nm.

Fig. 4.3 shows the RDF of BTMAC beads of 8 individual aggregates
named as m1, m2, m3 ,..m8. Fig. 4.3 (a), (b) and (c) show the individ-
ual RDF of BTMAC head, middle and the tail bead respectively. The plot
clearly shows that the most probable RDF of all BTMAC beads for 8 ag-
gregates fall into two classes. Similar features have been observed for the
SA head, middle and tail beads in fig. 4.4 (a), (b) and (c) respectively. A
close inspection of the snapshot of R1 (fig. 3.2 (c)) reveals that the tilt of
the chains with respect to the principle axis in one class of aggregate is
different than that in the other class. Different degrees of tilt lead to two
most probable locations of the beads from the center of mass of each ag-
gregate. However, the most probable RDF of all individual aggregates in
R3 fall in similar location indicating that all four spherical micelles in R3
have similar size and shape (data not shown). Figure 4.5 shows the RDF
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Figure 4.5 Radial distribution function of SA beads with respect to the center of
mass (COM) of individual aggregate. RDF are shown for all eight aggregates.
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Figure 4.6 Radial distribution function of BTMAC beads with respect to the
center of mass (COM) of individual aggregate after averaging over all
aggregates.

of BTMAC beads with respect to the center of mass of R1, R2 and R3
after averaging over 8 aggregates in R1, over 1 micelle in R2 and over 4
micelles in R3. The black, red and blue lines show the RDF of Nitrogen
(N) head group, middle bead C12 and a bead C15 in the tail respectively.
The plots clearly show that the C15 beads which reside near the tail of
surfactants are located closest to the center of mass of each aggregate,
whereas the head beads which reside far away from the center of mass
of R1, are located at a larger distance. The location of the RDF for the
middle bead is in between the head and the tail. This trend is the same for
all three cases. Similar behavior has been observed for RDF of SA [shown
in figure 4.6 (a) and (b)] where black, red and blue lines represent the RDF
for oxygen (O) head group, middle bead C10 and tail bead C13.

The nature of the RDF of BTMAC in R1 is slightly asymmetric since
the RDF fall into two classes. The RDF of both BTMAC and SA in R2 (4.3
(b) and 4.4 (b)) has a single peak which is asymmetric with respect to the
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Figure 4.7 Radial distribution function of SA beads with respect to the center of
mass (COM) of individual aggregate after averaging over all aggregates.

(a) (b)

Figure 4.8 Schematic representation of (a) head (h) to tail (t) vector of a BTMAC
or SA molecule, rht and (b) angle, αhmt , between head (h), middle bead (m) and
tail (t) of a BTMAC or SA molecule.

location of the peak. This asymmetric nature is due to the cylindrical shape
of the micelle [shown in figure 4.3 (b)]. However, the RDF of BTMAC in R3
has a single peak which is symmetric with respect to the location of the
peak indicating the spherical shape of the micelle.

4.3 Bond and Angle Distribution

To investigate the configurations of BTMAC and SA at molecular level, the
distributions of bond and angle are calculated for R1, R2 and R3. Figure
4.5 (a) and (b) show the schematic representation of the bond vector, rht
and the angle, αhmt for which the distributions are calculated. The labels,
h, t and m describe the head, tail and the middle bead. Distributions are
calculated for bonds between head (N) to tail (C26) beads of BTMAC sur-
factant and head (O) to tail (C20) beads of SA co-surfactant. Distributions
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Figure 4.9 Distributions of bond between the head to tail of (a) BTMAC and (b)
SA beads and angle between head, middle beads and tail of (c) BTMAC and (d)
SA for R1, R2 and R3.
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Figure 4.10 Schematic representation due to the variation in packing resulted by
the size variation of head groups.

are calculated for angles between head (N), middle (C15) and tail (C26)
beads of BTMAC and head (O), middle (C10) and tail (C20) beads of SA.
The calculation is done for the last 20 ns runs of R1, for the last 50 ns runs
of R2 and for the last 80 ns runs of R3. After taking the time average, the
distributions are averaged over number of individual aggregate for all three
cases.
Figure 4.8 (a) and (b) show the bond distributions of BTMAC and SA re-
spectively, whereas fig. 4.8 (c) and (d) show the angle distributions of
BTMAC and SA respectively. The black, red and blue lines indicate the
distributions for R1, R2 and R3 respectively. Both bond and angle distribu-
tions are narrow for R1 and R2 compared to R3. The most probable distri-
butions of head to tail distance, (rht), show that chains are more stretched
in R1 and R2 than in R3 for both BTMAC. Similarly, the most probable
distributions of angle, αhmt , show that the angles are wider in R1 and R2
than in R3 for BTMAC. For SA, both bond and angle distributions show
that chains are stretched and narrow.

All the previous analyses demonstrate that the shape of the aggregates
depend on the concentration of BTMAC. The different shapes of the ag-
gregates depend on the packing parameters defined as V

la0
, where V is the

volume of hydrocarbon chain, a0 is the area per head-group, and l is the
maximum length the chain can attain(38). Since head group of BTMAC
is larger than the head group of SA, increasing concentration of BTMAC
leads to larger a0. This results in changes in shapes from a cuboidal phase
to a cylindrical phase and finally a spherical phase as shown in figure
4.10. So at lower BTMAC concentration, individual aggregate in R1 forms
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a cuboid. When the concentration of BTMAC is increased from R1 to R2
the packing leads to a cylindrical shape. When there are no SA present,
the packing again leads to a spherical shape.

4.4 Conclusions

In the present thesis, the self-assembly of surfactants are investigated us-
ing all-atom molecular dynamics simulations. The focus is on studying the
changes in shapes of the self-assembled structures when the concentra-
tion of BTMAC has been increased in the presence and absence of the
co-surfactant SA. In the presence of SA, BTMAC self-assemble into small
patches of aggregates at its lowest concentration. These aggregates do
not form a continuum of a bilayer, instead stay stable as individual aggre-
gate. This system is referred to as R1. When the concentration of BTMAC
increases, these small patches of aggregates form a single cylindrical mi-
celle, which is referred to as R2. In the absence of SA, the cylindrical
micelle transforms into four spherical micelles. This system is referred
to as R3. Thus a change in shape of the micelles from R1 to R2 to
R3 has been observed when the concentration of BTMAC is increased.
The self-assembly is monitored by calculating solvent accessible surface
area. The total solvent accessible surface areas (SASA) of BTMAC and
SA are calculated which indirectly give estimates of the self-assembly by
de-hydrating water molecules. SASA of R1 is found to be higher than R2
and R3 since there are eight patches of aggregates in R1 accessing more
water molecules. The value of SASA for R3 is again found to be higher
than R2 since R3 has four spherical micelles unlike the single cylindrical
micelle in R2, thereby accessing more water molecules. In order to quan-
tify the shape of the aggregates in R1, R2, R3, radial distribution functions
are calculated between beads along the chains in BTMAC and SA with re-
spect to the center of mass of each micelle. The RDF of beads for R1 fall
into two distributions indicating two classes of aggregates present in R1.
The RDF of head beads locate at the largest distance with respect to the
center of mass of individual micelles, whereas the RDF of tail beads reside
closest to the center of mass for all three cases. The RDF obtained after
averaging over all individual aggregates show a nearly symmetric shape
for R1 with respect to the location of the most probable distribution. This
indicates that the aggregates in R1 are spherical in nature. Unlike, R1,
the RDF for R2 is asymmetric with respect to the most probable distribu-
tion depicting a cylindrical shape. The RDF of R3 is again symmetric with
respect to the most probable distribution demonstrating a spherical shape
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of individual micelles in R3. Other structural properties such as the dis-
tributions of head to tail distance and the distributions between the head,
the middle beads and the tail are calculated. This shows that the single
chains are more stretched in the small patches of aggregates in R1 and in
the cylindrical micelles in R2 than in the spherical micelles, in R3, where
no SA is present. These results conclusively demonstrate that concentra-
tion of BTMAC plays an important role in controlling the shape transitions
of micelles. This indicate a pathway to control the shape of micelles con-
sist of BTMAC and SA by tuning the concentration of BTMAC and thereby,
engineer the phases according to the desired functionality.
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