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Synopsis 

Lyotropic liquid crystals (LLCs), a class of self-assembled nanostructured soft materials that 

comprise lipids and water, have carved out a niche for themselves as potential materials in a 

wide array of applications. It is popularly perceived that the diverse functionalities of the LLCs 

are closely related to the properties of the nanoscopic arrangements, including the precise 

nature of the aqueous nanochannels, the hydration behaviour and the local heterogeneity. The 

objective of the studies, presented in this thesis, was to characterise the fundamental molecular-

level description of the aqueous LLC nanochannels as well as bridge the gap between the 

topological features of the mesophases and the intrinsic physical properties of the channels. 

Chapter 1. Introduction: Lyotropic Liquid Crystals – Self-Assembled Nanostructured 

Mesophases 

The chapter is a brief description of liquid crystals and their two major categories, out of which 

one is the lyotropic mesophases. The chapter focuses on the polymorphism exhibited by the 

lyotropic liquid crystals and the unique topological architecture of each LLC mesophase. The 

distinct structural features of the LLCs endow each mesophase with a particular set of 

macroscopic properties, which in turn is linked with specific functionalities. The main 

difference in the various LLC structures arise from the geometry of the lipid-water interface, 

which is dictated by the shape of the lipid, the extent of hydration, the temperature, the 

curvature of the interface and the hydrophobic chain frustrations. The effects of various 

external factors on the critical packing parameters have been described. Depending on the 

critical packing parameter, the lipid-water interface can have a zero or a finite curvature either 

towards or away from the aqueous domains. The studies presented in this thesis are based on 

the inverse LLCs wherein water domains are enclosed within a continuous lipid matrix. 

Chapter 2. Experimental: Materials and Techniques 

This chapter describes the preparation of the LLC phases as well as their characterisation using 

polarised optical microscopy and small angle X-ray scattering. The chapter also includes a brief 

explanation of the steady state and time-resolved fluorescence techniques that have been 

employed in the studies including TCPSC and femtosecond fluorescence upconversion. The 

various excited state phenomena, hydration dynamics, fluorescence lifetime anisotropy, 

excited state intramolecular proton transfer and excited state proton coupled charge transfer, 

that have been employed to characterise the various physical aspects of the LLC nanochannels 

have been described in brief. 
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Chapter 3. Impact of Topology on the Characteristics of Water inside Cubic Lyotropic 

Liquid Crystalline Systems 

Water molecules inside the lipid-based cubic liquid crystalline phases are found to dictate their 

various functionalities, such as protein crystallization, virus detection, delivery of drug and 

biomolecules, etc. This chapter focuses on the differences in the aqueous nanochannels of the 

two cubic mesophases in terms of their microviscosity and hydration dynamics. For this, two 

probes, coumarin-343 (C-343) and coumarin-480 (C-480), have been incorporated in the 

symmetrically different cubic phases, gyroid (Ia3d) and diamond (Pn3m). Steady state results 

indicate that the polarity at the lipid-water interface to be similar to that of ethanol whereas, 

the polarity near the more hydrophilic parts of the nanochannel resembles that of ethylene 

glycol. Time-resolved fluorescence anisotropy studies suggest a gradient in the microviscosity 

inside the LLC nanochannels. The hydration dynamics have been probed by the time-

dependent Stokes shift method of the two probes. The results indicate the existence of three 

distinct kinds of dynamics. Ia3d exhibits a higher microviscosity and a slower hydration 

dynamic as compared to those in Pn3m. The reason for this disparity is associated with the 

differences in the topology of the two structures including the hydrophobic packing stress, the 

negative interfacial curvature, and the curvature elastic energy of the lipid-water interface. 

J. Phys. Chem. B 2019, 123, 4118−4128 

 

 

 

 

 

 

 

 

Chapter 4. Peculiar Hydrogen Bonding Behaviour of Water Molecules inside the 

Aqueous Nanochannels of Lyotropic Liquid Crystals 

The unique hydrogen-bonded structure of water sets it apart from other solvents and drives the 

properties of water to a large extent. In this context, elucidation of the hydrogen bonding 

properties of the water molecules inside the nanochannels is essential for obtaining a complete 
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picture of the LLC materials. Two excited state intramolecular proton transfer (ESIPT) 

exhibiting molecules, fisetin and 3-hydroxyflavone, were used to determine the hydrogen bond 

donating and accepting parameters of the LLC water molecules. The steady state results imply 

a heterogeneity in the hydrogen bonding properties inside the LLC nanochannels. Upon 

photoexcitation of the normal form of the ESIPT molecules, despite a reported general alcohol 

like polarity of the LLC nanochannels, the hydrogen bonding behaviour of the LLC water 

molecules is similar to that of moderately polar aprotic solvents such as acetonitrile. In contrast, 

on excitation of the anionic species, the spectral pattern in LLCs is similar to that in bulk 

alcohols. Additionally, the effect of the LLC water molecules on the rate of the intramolecular 

hydrogen transfer process has been explored. The ESIPT rates of both the probes, which are 

ultrafast (< 20 ps) in bulk solvents, get slowed down dramatically by almost 15 times inside 

the LLC phases. This signals towards the unique behaviour of the water molecules inside the 

LLC nanochannels. The structural topology of the LLC phases influences the ESIPT rate with 

the timescale of the process increasing from the cubic to the hexagonal phase. 

Phys. Chem. Chem. Phys., 2020, 22, 6210-6221 

 

 

 

 

 

 

 

 

Chapter 5. Proton Coupled Electron Transfer in the Aqueous Nanochannels of 

Lyotropic Liquid Crystals: Interplay of H-Bonding and Polarity Effects 

The previous chapters were focussed on characterising a particular aspect of the LLC channels. 

In this chapter, the effects of polarity and hydrogen bonding parameters of the LLC water 

molecules have been simultaneously characterized and distinguished using a single fluorescent 

probe, 4′-N,N-Dimethylamino-3-hydroxyflavone (DMA3HF). The combination of excited 

state intramolecular charge and proton transfer phenomena in the molecule renders it sensitive 
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to polarity, hydration dynamics as well as hydrogen bonding capabilities of the surrounding 

medium. The multi-parametric sensitivity of DMA3HF eliminates the disadvantage of 

location-dependent sensing. The steady state spectral features of the DMA3HF-loaded LLC 

phases imply that the molecule experiences an acetonitrile-like polarity, however the efficiency 

and the dynamics of the proton transfer process deviates substantially from bulk acetonitrile. 

The observations indicate that rather than the polarity effect, the hydrogen bonding effects of 

the LLC water molecules play the leading role in determining the proton transfer efficiency. 

The formation of strong hydrogen-bonded solute-solvent complexes in the LLCs, due to the 

high hydrogen bond accepting ability of the interfacial water molecules, leads to a high 

activation barrier for ESIPT and slows down its dynamics by >20 times. The hydrogen bonding 

effects on the energetics of two distinct ESIPT pathways have been modelled theoretically and 

the results indicate that the proton transfer via an extended hydrogen-bonded water wire leads 

to a significantly high ESIPT activation barrier.                                                                                                                                     

J. Phys. Chem. Lett. 2021, 12, 2651–2659 

 

 

 

 

 

 

 

 

Chapter 6. Future Prospects 

The implications of the observations from the various studies have been discussed as well as 

the future scope of studies in LLC materials. 
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1.1 Liquid Crystal 

In 1888, Austrian chemist and botanist Friedrich Reinitzer discovered a new state of matter 

while studying the chemical function of cholesterol in plants.1-3 He observed that cholesteryl 

benzoate, a derivative of cholesterol, seemingly exhibited two distinct melting points1 - one at 

145.5 ºC, where the crystalline cholesteryl benzoate melted into a cloudy liquid and another at 

178.5 ºC wherein the cloudy liquid changed sharply to a clear liquid (Figure 1.1).1, 4 Reinitzer 

noted that the reverse order of phases was detected on cooling the clear liquid. He found that 

on cooling, violet and blue colours appear, but quickly disappear leaving the sample turbid but 

fluid.2, 5 On further cooling, the colours reappear and ultimately give rise to a white crystalline 

mass. This observation was in stark contrast to the then knowledge of traditional crystalline 

materials, where a crystal was believed to lose both colour and solidity at a single unique 

temperature.6 Reinitzer conveyed his results to the German scientist Otto Lehmann, who at that 

time was known for his work on the microscopic crystal analysis and the phenomenon of phase 

transitions.1, 7 Otto Lehmann was the first to suggest the term “Flüssige Krystalle”, that is, 

‘Liquid Crystal’ to describe this new state of matter, which was liquid in terms of mobility and 

crystalline in its optical properties.4 Interestingly, many reports were published prior to 1888 

on anisotropic compounds such as myelin and magnesium stearate, which were later realised 

to be liquid crystals.8, 9 The liquid crystalline phase is an intermediate between the isotropic 

liquid phase and the crystalline solid phase and is thus defined as a mesophase (from the ancient 

Greek word “mesos” meaning “intermediate”).10 Liquid crystals (LC) are also popularly coined 

as the ‘fourth state of matter’.11 In a recent review, Tschierske has provided a succinct 

definition for LC phases. He describes the LC phase as a condensed state having orientational 

or positional long-range order in at least one direction with no fixed position for the individual 

molecules.12 In LC materials, the standard highly ordered nature of crystalline solids are 

partially reduced, making the materials fluidic or plastic.10 Thus, LCs are ‘soft materials’ that 

form mobile and ordered states.13 Despite the discovery of LCs in 1888, till 1900, only a few 

materials exhibiting LC behaviour were known. Daniel Vorländer was the first chemist to 

explore the behaviour of LC materials from the standpoint of chemical properties by the 

systematic synthesis of compounds with specific predetermined shapes.8 In fact, Vorländer 

may be called as the ‘father of liquid crystal chemistry”. Today, more than a century after the 

discovery of LCs, they are now an important class of advanced materials. 
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Figure 1.1. Chemical structure of cholesteryl  benzoate and (a) polarised optical microscopy image of 

the cholesteryl benzoate LC (Int. J. Polym. Sci., 2012, 2012, 767581) and (b) the corresponding physical 

transformation of liquid phase into the turbid LC phase (B. A. Averill, Principles of General Chemistry, 

2012).  

 

In 1968, the first models of numerous devices based on LCs were displayed at a press 

conference in New York City.6, 14 The devices, including a numeric indicator, a fully functional 

digital clock, and a television test pattern, revolutionised  LC materials and paved the path for 

a new industry. In 1968, inventors George Heilmeier and Bernard Lechner demonstrated the 

world’s first matrix liquid crystal display (LCD).15  The inception of LCD, an indispensable 

part of the modern technological world, led to the creation of a whole generation of new 

technological devices.14 Today, LCs are existent everywhere, in the display screens of various 

gadgets like televisions, laptops, tablets and phones. Besides this, LCs also have extensive 

utilisation in non-display applications, particularly in optoelectronics and photonics.16, 17 LCs 

have an inherent tendency to reorient themselves in the presence of an external field such as 

electric or optical fields, as a response to the applied field.18, 19 As a result of this, LCs modulate 

the light that passes through them. Based on this principle, LCs are widely used as optical filters 

and switches,19-21 beam-steering devices,22 spatial light modulators,23 lasers24, 25  and optical 

non-linear components26. Additionally, LCs also have attractive utilizations in energy-based 

applications and organic electronics like organic photovoltaics and semiconductors, owing to 

their properties of both ‘long-range order’ and ‘dynamics’.27-30 In fact, the efficiency of LCs in 

energy conversion processes can sometimes dominate over that of their crystalline 

counterparts.31 In recent times, nanocomposites of LCs have also gained recognition as 
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functional materials. For instance, electrospun micro/nano-textile fibres that have been 

functionalised by LCs in the core are deemed to have significant potential.32 Furthermore, the 

combination of polymers and LCs gives rise to a plethora of attractive applications owing to 

the rapid and efficient shape change in these materials. Thus, LC elastomers have been 

employed in a variety of actuators like light-driven motors33 and artificial muscles34. 

 

 

Figure 1.2. LCs in various biological systems. (a) Polarised optical image of smectic-like phase of 

DNA. (b) Bright green colour of the beetle C. gloriosa, which almost disappears when seen with a right 

circular polariser (B). (c) Bright iridescence of preserved Pollia fruits. Figure (a) has been reproduced 

with permission from reference 37 (Nature, 1988, 331, 457-460). Figure (b) has been reproduced with 

permission from reference 57 (Science, 2009, 325, 449). Figure (c) has been reproduced with permission 

from reference 59 (Proc. Natl. Acad. Sci., 2012, 109, 15712).  

 

Besides, the myriad technological applications of LCs, the materials are abundant in both 

plants and animals, playing a crucial role in biology. The notion that LCs were an important 

part of life processes was put forth by J. D. Bernal in 1933.35 Bernal proposed that the 

anisotropic nature of LCs in terms of their internal structure and directional properties have 

far-reaching implications rendering them important for biological processes. Since then, a 

multitude of studies have attempted to establish the role of LCs in living organisms. It has been 

found that LCs exist in various nooks and crannies of nature. Living systems are generally 

dynamic in their properties; that is, the cellular and sub-cellular domains constantly change 

their structure in response to external triggers. LCs influence the self-assembly of biological 

systems and help to build structural aspects like fluidity, strength and elasticity, thus dictating 

the inherent nature of the biological systems to a large extent (Book citation).36 In 1962, Perutz 

first observed that the fundamental building block of life, i.e., DNA molecules form multiple 

LC phases (Figure 1.2).36 Subsequently, numerous groups have studied the effect and 

significance of LCs in DNA.37-39 A few other important examples of biological LCs are 

chromosomes40, 41 and collagen42-44. Another important instance of LCs in nature is the 
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membrane of living cells.45-48 The cell membrane provides structure and support to internal 

proteins while also retaining a certain degree of fluidity to enable the free movement of 

molecules across it.45 The physical behaviour of membranes thus closely matches with that of 

LCs. The major portion of cell membranes comprises phospholipids in an aqueous medium 

and exhibits an LC phase. Saw and co-workers have recently observed that epithelial cells also 

behave like active LCs.49 They report that this LC-like behaviour governs cell death and the 

mechanism for cell extrusion. Additionally, Saw and co-workers have also observed LC 

behaviour in biological tissues.50 They have probed the importance of LC properties in tissue 

behaviour such as epithelial expansion, tissue homeostasis, the atherosclerosis disease state and 

tissue engineering. In short, LCs are an integral part of biological systems both in vitro (e.g., 

cellulose, peptides, and protein assemblies) and in vivo (e.g., cellular lipid membrane, packed 

DNA in bacteria, and aligned fibroblasts).51 Interestingly, a recent report suggests that the 

importance of LCs in the biological world may be far greater, that is LCs may have been 

responsible for the origin of life itself.52 Scientists widely believe that early life and the 

emergence of DNA as the building block of life may have occurred through an “RNA World”, 

wherein RNA plays the dual role of carrying and sustaining primordial metabolism.52-54 In this 

context, Todisco et al. have reported a range of conditions where RNA oligomers self-assemble 

into concentrated, ordered, fluid LC domains.52 They also observed that nucleic acids that are 

based on LC boosts the formation of longer RNA strands from short precursors. Their study 

indicates that if the origin of life is based on an “RNA World”, it could have been preceded by 

an “LC World”. However, the function of biological LCs does not end here. The unique optical 

properties of LCs also play a key role in the evolution of most species.6 Most living creatures 

make use of bright colouration to communicate, escape from predators by camouflage and relay 

information about the species.55, 56 The bright metallic iridescence in quite a few living species 

results from the reflective properties of LC arrangements (Figure 1.2). For instance, the jewel 

scarabs of the beetle family have vivid hues from bright green to metallic silver and gold. 

Sharma and co-workers attribute the bright green metallic colour to the tendency of the 

underlying cellular structure to reflect left circularly polarized light selectively.57 This feature 

arises due to the ordering of the cells in concentric nested arcs analogous to the ordering in 

chiral LCs. Similarly, the intense electric blue colour of the marble berries (Pollia condensata), 

which is one of the most brightly coloured land-based organism to date, is not a result of 

selective absorption by any pigment or dye.58, 59 In fact, the bright colour arises due to the LC 

behaviour of the cellulose in the fruit. The structural colours in contrast to pigmental colours 
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ensures that the iridescence of the fruit remains even after it falls from the plant. The LC 

behaviour of cellulose also imparts vibrant blue-green colour to the tropical rainforest plant, 

Mapania caudata.60 

The vitality of LCs in day-to-day life, both from a biological aspect and from the viewpoint 

of their numerous applications in different fields, has led to LCs as one of the most important 

and well-explored branches of research. Countless scientists all over the world are investing 

extensive efforts to unravel the mysteries of this ‘fourth state of matter’. 

 

1.2 Categories of Liquid Crystal 

LCs can be broadly differentiated into majorly two classes -  thermotropic LCs and 

lyotropic LCs. Each class is further sub-categorised based on the LC structures. The various 

types of LCs have been described in this section. 

1.2.1 Thermotropic Liquid Crystal 

Thermotropic LC phases are usually composed of single compound systems wherein the 

LC phases are formed as a function of temperature, either by heating a solid or by cooling an 

isotropic liquid.61 The long-range orientational order in thermotropic LCs arise from the 

different interactions in partially rigid anisotropic molecules.62 At the melting point (Tm), the 

motion of the molecules increases due to thermal fluctuations and the material transitions from 

the solid phase to the LC phase.10, 63 Further heating beyond the melting point can lead to the 

formation of polymorphic LC structures or the isotropic liquid phase. Depending on the shape 

and structure of the molecular system, different types of thermotropic mesophases are possible. 

The French crystallographer, Georges Friedel reported the first classification and nomenclature 

of the different LC mesophases.64 Typically, Thermotropic LCs are classified as nematic, 

cholesteric, smectic and discotic mesophases (Figure 1.3). Thermotropic LCs are most famous 

for their application in the display screens of the various device.  

1.2.1.a Nematic Mesophase 

The nematic mesophase is the least ordered thermotropic LC, possessing only long-range 

orientational order.65 The nematic phases are formed by rod-shaped, elongated molecules with 

a high aspect ratio. The long axis of the molecules are approximately parallel, that is, the 

molecules align themselves along a common direction, which is defined by a directing vector. 

However, the molecules are free to rotate in all the directions along the long axis and thus the 

nematic phase lack positional order. The complete absence of positional order implies that the 

centres of mass of the molecules have a translational symmetry similar to isotropic liquids.66 
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Some examples of nematic mesogens are p-quinquephenyl, 4,4'-diheptylazobenzene, p-p'-

butylbenzylidenaminocinnamonitrile, 4,4' -diheptylazobenzene etc.67 

 

 

Figure 1.3. Schematic representation of the various thermotropic LC mesophases. 

 

1.2.1.b Cholesteric Mesophase 

The cholesteric mesophase is an extension of the nematic phase. It is essentially a chiral 

nematic phase, thus the mesophase is formed exclusively by optically active rod-like 

molecules. In this phase, the long axis direction of the molecules in each layer forms a certain 

angle with the direction of the molecular axis of the previous layer.10, 63 This continuous 

rotation of the director vector (n) leads to the formation of a helical superstructure.10 The local 

ordering of the cholesteric phase is similar to that of the nematic phase. Many cholesterol 

derivatives belong to this class of thermotropic LCs, which explains the historical nomenclature 

of the mesophase as cholesteric rather than chiral nematic.67 The structure of cholesteric LCs 

is primarily described by two structural parameters: the helical pitch and the twist sense.6, 64, 68 

The pitch is defined as the distance along the helix, corresponding to a rotation of 360º. The 

helicoid structure of cholesteric LCs induces unique optical properties resulting from the 

selective reflections of each twisted layer. Light is reflected when the wavelength matches with 

the helical pitch of the structure.69, 70  If the pitch is tight, the reflections mainly occur in the 

ultraviolet-blue region. However, when the helical pitch is loose, longer wavelengths such as 

red or orange are favourably reflected. Cholesteric LCs make up a huge portion of the 
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biological LCs, especially in systems with colourful iridescence like scarab beetles and pollia 

berries.6 Owing to their optical properties, cholesteric LCs have vast applications as coloured 

filters, reflectors and polarizers.69 

1.2.1.c Smectic Mesophase 

 The smectic or lamellar mesophases comprise multiple layers of stacked molecules, 

and the mesophase possesses a certain degree of positional order.71, 72 Each layer of the smectic 

phase can be considered as a two-dimensional nematic phase. The root of the word “smectic” 

is the Greek word for soap and the nomenclature is justified as the thick, slippery substance 

found at the bottom of soaps is generally an LC.73 The smectic phases can be further classified 

into different mesophases depending on the ordering of the phases.73, 74 The least ordered 

smectic mesophase is smectic A, which can be picturised as stacked layers of the nematic 

phase. The director vector of each layer is parallel to the direction of the stacking. Tilting the 

director vector away from the normal of the layer towards a certain direction represents the 

smectic C mesophase. The smectic B mesophase consists of positional order within each layer 

wherein the layers are stacked similar to the smectic A phase, but the molecules in each layer 

have an additional short-range hexagonal ordering. The molecules are free to rotate in the 

smectic B phase, enabling the layers to slide over each other.10 Some representative examples 

of molecules that form the smectic mesophases are, p-n-octyloxybenzoic acid, ethyl p-

azoxybenzoate, ethyl-p-ethoxybenzal-p′-aminocinnamate.73  

1.2.1.d Discotic Mesophase 

Discotic mesophases, as can be imagined from the nomenclature, are made up of disc-

shaped molecules. Despite previous theoretical predictions, the first clear experimental 

evidence of LC behaviour by disc-like molecules was given by Chandrashekhar et al.,75 

openings up new avenues of LC research. Discotic mesogens typically consist of a flat and 

rigid aromatic core, flanked by flexible side chains.10, 27, 76  Derivatives of the triphenylene 

moiety are the most common discotic mesogens.77 The discotic mesogens can aggregate into 

various mesophases like discotic nematic, columnar, columnar nematic, hexagonal columnar 

etc. due to the π- π stacking of the aromatic cores.76, 78, 79 An attractive attribute of the discotic 

mesophases are their unique structural and electronic properties, which renders them useful in 

the fabrication of electronic devices like organic semiconductors.27 The discotic LCs are also 

reported to be ideal candidates for molecular wires in various optical and electronic devices 

such as photocopiers, laser printers, photovoltaic cells, light-emitting diodes, field-effect 

transistors, and holographic data storage.28 
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1.2.2 Lyotropic Liquid Crystal 

Lyotropic LCs (LLCs), also known as lyotropics or lyomesophases, have been known 

almost from the very beginning of the discovery of LCs. LLCs are two-component mesophases, 

consisting of an amphiphile and a polar solvent, usually water.80-84 The formation of LLCs is 

driven by the self-assembly of the amphiphiles in the solvent as a result of the hydrophobic 

effect.85, 86 The hydrophilic headgroups of the amphiphiles have favourable interactions with 

the polar solvent, which hydrates the headgroup moieties via hydrogen bonding. In contrast, 

the hydrophobic aliphatic chains of the amphiphiles tend to cluster together to minimise the 

interactions with the polar solvent. These interactions lead to the formation of self-assembled 

structures. The most common and trivial example of an LLC is the formation of micellar 

structures of soap in water. The nature of the LLC structures is dictated to a large extent by the 

shape of the amphiphiles and can be broadly categorised into Type 0, Type I and Type II 

mesophases (Figure 1.4).87, 88 Amphiphiles that have a relatively small polar headgroup as 

compared to the size of the aliphatic chain, which is wedge-shaped amphiphiles, tend to curve 

towards the solvent domain. This self-assembly, termed Type II or inverse LLC mesophase, is 

a ‘water-in-oil’ kind of a system wherein the solvated polar headgroups are arranged in a 

continuous non-polar matrix of the aliphatic chains of the amphiphiles. On the other hand, 

amphiphiles that are cone-shaped or in other words, have a larger headgroup compared to the 

amphiphilic tail give rise to self-assembled structures with a curvature away from the solvent 

domains. This system, known as the Type I or normal mesophase, is an ‘oil-in-water’ version 

with oil domains suspended in a continuous polar matrix. Amphiphiles, in which the relative 

cross-sections of the hydrophilic headgroup and the straight hydrophobic chain are similar, that 

is the molecules are roughly shaped like a cylinder, tend to have a zero curvature. These LLC 

structures are termed as the type 0 mesophase. 

LCs are ubiquitous and lyotropic LCs are the most commonly found in nature.6 LLCs have 

been an important field of scientific research in the last few years owing to their importance in 

myriad applications, including food technology, medicine and healthcare, nanotechnology, 

biotechnology, cosmetic industry, diagnostics etc.86, 87 One appealing facet of LLCs is their 

non-toxicity and biocompatibility, which has popularised these soft materials over their toxic 

counterparts. The scientific research presented in this thesis is based on the inverse LLC 

mesophases, with water as a solvent. It should be noted that, although water is the most 

common polar solvent in the inverse LLC phases, recent studies have brought forth non-
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aqueous based inverse LLC mesophases with amides89 or protic ionic liquids90, 91 as the solvent 

medium. 

 

 

Figure 1.4. Self-assembly of lipids in water giving rise to different kinds of lipid-water interfacial 

curvature depending on the shape of the lipids.  

 

1.3 Polymorphism in Lyotropic Liquid Crystal 

The inverse LLC phases are typically formed by lipids such as unsaturated monoglycerides 

(monoolein and monolinolein),92, 93 monoacylglycerols (monoelaidin),94 glycolipids like β-

Glc-OC6C10
95 or aliphatic alcohols like phytantriol96, 97. Lipids demonstrate rich polymorphism 

in the aqueous medium, giving rise to several self-assembled nanostructures with either simple 

geometries like layers, spheres or tubes and/or complex topologies like mathematical minimal 

surfaces.98-100 The lipids exhibit binary temperature-composition phase diagrams; in other 

words, different inverse LLC phases are obtained on varying the conditions of temperature and 

the volume fraction of water being.87, 98, 101 The LLC polymorphism is a crucial aspect in 

industrial, technological and scientific applications. 

1.3.1 Lamellar Mesophase 

The lamellar mesophase is one of the simplest LLC phases and is usually formed at low 

water contents. Structurally, the lamellar phase comprises lipid bilayers stacked one on top of 

another, with each bilayer separated by a layer of water molecules.81, 102, 103 The hydrophilic 

headgroups of the lipid bilayer are oriented towards the aqueous domains while the 

hydrophobic lipid chains in the bilayer are stacked back-to-back, filling up the lipid layer. The 

lamellar mesophase does not possess any intrinsic curvature; that is, the mesophase is shaped 

like flat layers. The lamellar phases themselves can be of multiple kinds; for instance, the fluid 

lamellar phase (Lα) (Figure 1.5), the gel lamellar phase (Lβ) and the crystalline lamellar phase 

(Lc). The fluid lamellar phase transforms into the gel phase on cooling below the Krafft point.104 

On the other hand, the Lc phase is completely crystalline with fixed positional order of the lipid 

molecules.98 Thus, the disordered and fluid lamellar Lα phase is the only true LC mesophase. 
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1.3.2 Inverse Hexagonal Mesophase 

The inverse hexagonal mesophase (HII) has a cylindrical geometry with a P6mm space 

group symmetry. The one-dimensional HII phase nanostructure comprises infinitely long lipid 

tubes filled with water and positioned in a hexagonal lattice (Figure 1.5).99 The lipid molecules 

in the HII phase have a negative curvature towards the aqueous domains. The HII phase is 

characterised by fan-shaped textures in polarised optical microscopy, reflecting the presence 

of focal conic domains of the columns. At high temperatures, the HII mesophase transforms 

into the fluid isotropic inverse micellar phase (L2). 

 

 

Figure 1.5. Schematic representation of the lamellar and the reverse hexagonal (HII) LLC phases.  

 

1.3.3 Inverse Bicontinuous Cubic Mesophases 

Unlike HII and Lα phases that have relatively simple structural features, the bicontinuous 

cubic phases are based on triply periodic infinite mathematical minimal surfaces.105 

Mathematically, the infinite triply periodic minimal surface (IPMS) is defined as a surface with 

zero mean curvature at every point on the surface.105, 106 The most well-known and basic 

examples of the IPMS surfaces include the Schoen gyroid surface, the Schwarz diamond 

surface, and the Schwarz primitive surface.107, 108 In the bicontinuous cubic phases, a single 

continuous lipid bilayer is draped on an IPMS surface, which separates two intertwined but 

non-intersecting water domains.109, 110 The inverse cubic phases are distinguished by their space 

groups as Ia3d, Pn3m and Im3m (Figure 1.6). In the Ia3d or gyroid mesophase, the two 

interpenetrating water networks have a tri-fold connectivity (120º). The two networks have 

opposite chirality and are related to each other by an inverse operation.98, 109 Notably, the Ia3d 

structure is achiral overall. On the other hand, in the Pn3m or diamond mesophase, the two 

water channels meet at a tetrahedral angle (109.5º) in tetra-fold connectivity. The Im3m or the 
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primitive LLC phase is characterised by a six-fold connectivity of the water channels at a 90º 

angle. The Ia3d phase lacks the two-fold axis and the mirror plane symmetries, which are both 

present in the Pn3m and Im3m topologies.87 The three bicontinuous cubic phases are 

mathematically linked by the Bonnet equation and can be inter-transformed by stretching 

deformations.111, 112 The bicontinuous cubic phases do not exhibit any optical texture in 

polarised optical microscopy owing to their highly symmetrical cubic topology. However, all 

three mesophases give rise to unique scattering peaks in small angle X-ray scattering 

measurements. In most cases, the cubic phases transition from Ia3d to Pn3m and then to Im3m 

with increasing hydration. 

 

 

Figure 1.6. Representation of the bicontinuous cubic LLC mesophases and the corresponding lattices. 

The figure as been reproduced with permission from reference 164 (J. Chem. Phys., 2018, 148, 054902).  

 

1.3.4 Inverse Discrete Micellar/ Discontinuous Cubic Mesophases 

Some specific cubic phases are generally not observed in simple lipid-water binary 

systems, but they form in the presence of an additive like tetradecane. These nanostructures 

consist of discrete micelles arranged in a regular periodic cubic lattice. Like the bicontinuous 

cubic phases, the discontinuous cubic phases are differentiated by their space group, for 

instance, the Fd3m, Pm3n and P4332. Among these, the Fd3m phase is the most commonly 

studied structure. The Fd3m phase comprises two distinctly shaped and sized micellar 

structures in a double diamond cubic lattice.113 The micellar structures are not the regular 

spherically shaped ones, but have dodecahedron and hexakaidecahedron shapes.87 The unit cell 

of Fd3m comprises 16 small inverse micelles and 8 larger inverse micelles per lattice.114 

Importantly, the Fd3m mesophase has also been observed for some binary lipid-water systems 
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like diphytanylglucosylglycerol/water and dialkylxylopyranosylglycerol/water systems.114, 115 

Although the discrete micellar cubic phases are not as wide-spread and popular as the inverse 

bicontinuous cubic phases, they are an important and crucial part of the inverse LLCs.  

 

1.4 Topological Characteristics of the Inverse LLC Phases 

The overall topology of the LLC phases is governed by several parameters, of which the 

shape of the lipid molecule is of paramount importance. The shape of the molecule influences 

the packing of the lipid molecules in the nanostructure. The critical packing parameter in turn 

dictates the curvature of the lipid-water interface in the mesophases and hence the curvature 

elastic energy.88 

1.4.1 Critical Packing Parameter and Interfacial Curvature 

The rich structural polymorphism exhibited by a single lipid-water system, on simply 

varying the temperature and hydration content conditions, arises from the concept of critical 

packing parameter (CPP).  Israelachvili and co-workers proposed the concept of CPP in the 

self-assembly of amphiphiles. The CPP is defined as follows. 

                                                                     𝐶𝑃𝑃 =  
𝑣

𝑎0𝑙𝑐
                                                                (1.1) 

Here, 𝑣 is the volume of the hydrophobic core of the lipids, 𝑎0 is the effective area of the 

hydrophilic head group and 𝑙𝑐  is the length of the aliphatic chain in the molten state. The self-

assembly of amphiphiles in water is determined by the delicate balance between the attractive 

and repulsive forces of the solute-solute molecules and the solute-solvent molecules.88 These 

interactions are, in turn, significantly dependent on the molecular shape of the amphiphiles. 

Thus, the critical packing parameter connects the shape of the amphiphile with the preferred 

geometry. Consequently, the CPP values of amphiphiles can predict whether the molecules 

tend to curve towards (inverse mesophases) or away from the aqueous domain (normal 

mesophases). The normal phases are formed by cone-shaped amphiphiles with a relatively 

larger cross-section of the hydrophilic headgroup as compared to the aliphatic chain. In such 

molecules, the lateral stress between the hydrophilic headgroups is high, and thus the molecules 

tend to curve towards the hydrophobic chains to relieve this repulsive frustration. The normal 

phases are characterised by a CPP < 1 value. On the other hand, in the inverse phases that are 

formed by wedge-shaped amphiphiles, the cross-section of the hydrophilic headgroup is 

relatively lesser than that of the hydrophobic tail. As a result, the lateral stress between the 

hydrophobic tails is higher, and the molecules tend to curve away from the hydrophobic chains. 
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The inverse phases have an intrinsic CPP > 1 value. Notably, the lateral stress can be a 

combination of electrostatic repulsive interactions, hydrogen bonding interactions and steric 

interactions.88 Amphiphiles, which are cylindrical have similar cross-sections of the 

hydrophilic headgroup and the aliphatic chain, giving rise to a CPP=1 value. In such cases, the 

amphiphiles have a zero curvature and self-assemble as flat lamellar mesophases.  

Despite the importance of the molecular shape in influencing the LC self-assembly, it is 

not the only driving factor. The topology of the lipid-water interface determined by the CPP is 

driven by the extent of hydration, the temperature, the steric interactions and ionic strength.87, 

88 For example, the effective or net size of the hydrophilic headgroup is dictated by both the 

extent of hydration and the temperature. At higher water contents, the effective cross-section 

of the hydrophilic headgroup increases due to increased hydration, causing a decrease in the 

packing parameter. On the other hand, on increasing the temperature the effective size of the 

headgroup decreases due to dehydration. Thus, keeping the extent of water constant, but 

increasing the temperature leads to nanostructures with a higher packing parameter. For 

monoglyceride-based LLCs, it has been reported that the HII has a CPP ~ 1.7. In contrast, the 

bicontinuous cubic phases have a CPP ~1.3.46 It is important to note here that in a given set of 

conditions, the self-assembled LLC nanostructure tends to adopt a geometry that is the least 

frustrated. 

Within each category of the LLC phases, either type I or type II, the order-order phase 

transition between the mesophases depends on the curvature geometry of the lipid-water 

interface. The intrinsic negative lipid-water interfacial curvature of each mesophase is distinct, 

and for the case of the inverse mesophases, it follows a trend of  Lα < Im3m < Pn3m < Ia3d < 

HII < L2.  Mathematically, the relationship between the curvature of the lipid-water interface 

and the packing parameter is as follows.116 

                                                              𝐶𝑃𝑃 = 1 + 𝐻𝑙𝑐 +
𝐾𝑙2

𝑐
3

⁄                                                (1.2) 

                                                              < 𝐾 > =  
3

2𝑙2
 (1 − 𝐶𝑃𝑃)                                                (1.3) 

 

Here, H and K are the mean interfacial curvature and the Gaussian curvature, respectively. The 

local shape of any surface can be defined by two principal curvatures (c1 and c2) (Figure 1.7).117, 

118 One of the curvatures represents the rate of maximum bending of the surface and the 

corresponding tangent direction and the other characterises the rate and extent of the minimum 

bending of the surface and the associated tangent direction. By definition, the gaussian 
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curvature is the product of the two principal curvatures while the mean curvature is the average 

of the two principal curvatures. 

                                                                      𝐾 =  𝑐1𝑐2                                                               (1.4) 

                                                                     𝐻 =  
𝑐1 + 𝑐2

2
                                                         (1.5) 

 

 

Figure 1.7. Schematic representation of the two principal curvatures for a mathematical surface.  

 

To illustrate, a flat interface has both zero mean and Gaussian curvatures. On the other 

hand, a hyperboloid has a negative Gaussian curvature, a cylinder has zero Gaussian curvature 

and a sphere has positive Gaussian curvature. A minimal surface is one where the mean 

curvature is zero at all points of the surface. Minimal surfaces such as the bicontinuous cubic 

mesophases, have a Gaussian curvature, K ≤ 0. The mean curvature in all the inverse LLC 

phases is negative, apart from the lamellar phase where H=0, corresponding to the curvature 

of the lipid interface towards the aqueous domains. The progressive decrease of CPP upon 

hydration causes changes in the Gaussian curvature, which leads to the order−order transitions 

sequence.119, 120 For example, Mezzenga and co-workers found that the addition of a sugar ester 

with a highly polar sucrose headgroup increases the effective area of the lipid headgroups in 

the LLC phases.119 This decreases the CPP value, and subsequently, the negative value of the 

Gaussian curvature increases (Equation 1.3). In other words, the radius of the curvature 

increases, implying that the spontaneous curvature of the lipid bilayer towards the aqueous 

domains decreases. Thus, a transformation is induced from the Pn3m to the Im3m mesophase, 

wherein the latter possesses a higher radius of curvature. All the lyotropic phase behaviour can 

be reasoned in terms of the mean and Gaussian interfacial curvatures that are dictated by the 

packing parameter. 99 
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Figure 1.8. The relationship between the various LLC mesophases in terms of the lipid-water interfacial 

curvature and water composition. The figure has been reproduced with permission from reference 88 

(Chem. Soc. Rev., 2012, 41, 1297-1322).  

 

1.4.2 Energetics of the Membrane Interface 

Gruner et al. proposed that the assembly of the lipid and water would be associated with three 

major energetics, the lipid-water interfacial curvature elasticity (gc), the packing of the 

hydrophobic chains (gp) and other additional interactions (ginter) including the electrostatic 

interactions and the hydration force.121, 122 In most cases, the additional interaction forces (ginter) 

is considered as negligible, and thus the LLC nanostructures are mainly governed by the 

interfacial curvature elastic energy and the hydrophobic packing stress.88 , 122 

1.4.2.a Interfacial Curvature Elastic Energy  

For mathematical simplicity, Helfrich considered the lipid bilayer as an infinitely thin 

elastic surface.123 Deformations of this thin infinite surface with respect to the mean and 

Gaussian curvature, would thus require certain energy. The curvature elastic energy is defined 

as the energy cost associated with the deformation of the infinite thin surface from its 

spontaneous mean curvature at its relaxed state. The spontaneous mean curvature is determined 

by the distribution of lateral stresses across the actual lipid monolayer. Mathematically, the 

curvature elastic energy is defined as,122 

                                   𝑔𝑐 = 2𝜅(𝐻 − 𝐻0)2 + 𝜅𝐺𝐾                                              (1.6) 

Here, H0  is the spontaneous mean curvature, κ is the bending modulus, κG is the Gaussian 

modulus, H is the mean curvature, and K is the Gaussian curvature. The curvature elastic 

parameters are sensitive to the effects of both temperature and pressure.124, 125 The LLC 

mesophases will transition from the lamellar to bicontinuous cubic, to the hexagonal cylindrical 

and finally to the spherical geometry with an increase in the desire for interfacial curvature 
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(Figure 1.8).88 Among the cubic phases, the Ia3d phase has a higher curvature elastic energy 

than the Pn3m phase.126 

 

 
Figure 1.9. Schematic representation of hydrophobic packing stress in the HII  phase wherein the lipid 

chains elongate or compress to fill the voids in the framework.  

 

1.4.2.b Hydrophobic Packing Stress 

In a binary lipid-water system, the lipid molecules cannot possess a uniform interfacial 

curvature and fill the hydrophobic core uniformly.88 In other words, if the mesophases are 

treated as close packings of idealized inverse circular cylinders or inverse spheres, there exists 

void volumes in the structure. Such void volumes are energetically unfavourable. Thus, they 

have to be uniformly filled, either by some of the hydrocarbon chains of the lipids or by adding 

non-polar molecules such as alkanes into the void regions.122, 127, 128 The filling up of the void 

volume by the lipid chains require the lipids to deviate from their preferred conformations 

through stretching or compression (Figure 1.9). This deformation has an energy penalty 

associated with it, which is termed as the hydrophobic packing frustration.129 The HII  phase 

has a higher packing frustration than the bicontinuous cubic phases.122 Among the cubic phases 

themselves, the hydrophobic packing stress follows an order of gyroid > diamond > primitive. 

 

1.5 Relevance of Inverse Lyotropic Liquid Crystals 

Despite being discovered more than a century ago, the immense potential of LLCs have 

been realised by scientists only in the last few decades. Today, LLCs have managed to gain a 

strong foothold in industries spanning across various fields and scientists across the world are 

investing extensive efforts to amplify the applications of LLCs. Firstly, LLCs are an 
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indispensable part of the food industry.92, 130, 131 LLCs make up some of the most common 

foods like salad dressings, mayonnaise etc. The viscoelastic nature of LLC food materials 

enables them to be loaded with specific aromas and flavours while still preserving the 

rheological properties. Besides this, LLCs are popular candidates for the solubilisation of 

biologically active food additives that require protection against hydrolysis or oxidation and 

are insoluble in both pure aqueous and oil phase.132  A unique structural advantage of LLCs is 

that these materials can compartmentalize amphiphilic, hydrophilic and lipophilic target 

molecules in specific domains.86 LLCs can thus control chemical reactions and chain reactions 

by bringing certain molecules in close contact while isolating other ones, resulting in different 

reaction directions, based on whether the reactants and products are located in the water or oil 

domains.86 Based on this hypothesis, LLCs have been employed as efficient nanoreactors and 

nanotemplates for the synthesis of microparticles and nanoparticles,133, 134 quantum dots135  and 

for fabricating other nanostructured materials.82, 136, 137 The highly ordered internal structure of 

the LLCs imparts the material with superior opportunities in designing and templating of 

nanostructures as compared to their polymer counterparts.88 In particular, the HII mesophase is 

deemed to be an efficient and smart nanoreactor for the fabrication of 1D, 2D and 3D 

nanomaterials and various energy-based applications.138, 139LLCs have also garnered 

considerable attention for the transport of drugs in the field of medicine and pharmacy.140-143 

The absolute biocompatibility and non-toxicity of LLCs and their thermodynamic stability are 

specifically attractive in this context. In addition, on the grounds of their varying topological 

features, different LLC mesophases give rise to different drug release rates. For instance, the 

cubic phases and HII phase are employed for a long and sustained release of drugs.144-146 At the 

same time, a pH triggered transformation of the HII phase to the bicontinuous cubic phases 

gives rise to a spontaneous burst release.147, 148 LLC phases have also been used for diagnostic 

applications. A recent study reports the use of LLCs for selective cancer imaging and 

therapy.149 The bicontinuous cubic phases have been employed for the rapid detection of 

various pathogens and virus, including Ebola and HIV.150 Another notable utilization of the 

bicontinuous cubic phases is for the crystallization of large membrane proteins, which do not 

crystallize in bulk.151-154 As crystallization is the only method by which the complex three-

dimensional structures of proteins and the mechanism of intercellular reactions can be 

discerned, this particular application of cubic phases has rendered these materials particularly 

important in recent years. The bicontinuous cubic phases also act as excellent hosting platforms 

for membrane-bound enzymes and help the enzymes to retain stability and activity for long 
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time durations.155 Apart from these applications of the inverse LLCs, they also play important 

roles in biological systems. The polymorphism of LLCs is reflected in the intracellular 

membranes in various biological systems.47, 156 The cubic phases, in particular, are important 

in biological systems. Larsson first put forth that the IPMS structure of cubic phases resembles 

closely with the lipidic membranes in nature.46 The biological aspects of the cubic phases have 

thus been focussed upon by many researchers owing to their roles in membrane fusion, control 

of membrane protein functions and various intracellular structures of membranes.88, 157, 158  

 

1.6 Motivation of the Thesis 

The exceptional diverse functionalities of the inverse LLCs are closely related to the 

topological features of the mesophases and the arrangement of the nanoscopic domains.86 To 

be specific, the precise nature of the aqueous nanochannel, interfacial hydration, hydration 

dynamics, water transport behaviour and other properties of the mesophases depend on the 

macroscopic functionalities of the LLCs.159 Thus, it is crucial to bridge the gap between the 

macroscopic functionalities of the LLCs, which is central to the performance of the materials, 

and the topological characteristics of the nanostructures. In addition, the unique structural 

features of each mesophase are associated with a particular set of macroscopic properties, 

which in turn is linked with specific functionalities.86 Consequently, it is essential to understand 

the effect of geometrical topology on the behaviour of the water molecules encased in the 

nanochannels. The importance of the molecular level description of the LLC mesophases and 

the parameters that dictate the LLC properties at the molecular level is reflected in the recent 

ongoing research of various groups. To cite a few examples, the dynamics of the water 

molecules in the nanochannels of a few mesophases have been determined by multiple 

techniques. Zhong et al. have probed the ultrafast dynamics of the water networks in the Pn3m 

mesophase using femtosecond time-resolved fluorescence techniques.160 The hydration 

dynamics in the HII aqueous nanochannels have also been elucidated by dielectric relaxation 

spectroscopy.161 Both these studies point towards the presence of multiple discrete water layer 

inside the nanochannels of the LLC mesophases. Our group has also recently evidenced the 

distinct dynamics of the various water layers in the nanochannels of HII and L2 phases by time-

resolved fluorescence spectroscopic techniques.162 The intrinsic dynamics of the LLC water 

molecules are also related to the nanochannels' diffusion properties. Mezzenga and co-workers 

have elucidated the relationship between the geometrical characteristics of the LLC 

mesophases and the diffusion-controlled transport of point-sized molecules in the aqueous 
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nanochannels using a combination of experimental and theoretical techniques.163-165 The 

diffusion of the different kinds of water molecules have also been modelled for the HII 

mesophase by molecular dynamics simulation.166 In addition, several studies have also 

focussed on the different molecular interactions that determine the structural aspects of the 

mesophases. For example, the cooperative behaviour of the lipid headgroups and the kinetic 

aspects of the HII interface have been probed by dielectric relaxation spectroscopy.167, 168 Abou-

Zied and co-workers have recently characterised the hydrophobicity and dynamics in the lipidic 

tail regions of the mesophases using fluorescence techniques.169 They have also reported 

increased basicity near the lipid-water interface of the inverse bicontinuous cubic phases by 

employing the spectral sensitivity of tryptophan,159 which was also observed in one of our 

previous studies.170 

Although, there have been considerable efforts from the scientific community to elucidate 

the molecular-level picture of the mesophases, be it the hydrophobic regions or the aqueous 

domains of the LLCs, a complete understanding of all the facets of the heterogenous 

nanoscopic domains is far from being achieved. Based on the fact that in the last decade, LLCs 

have proved their indispensability in a wide number of fields spanning across multiple 

specialised domains, it becomes even more critical to understand all the aspects of the LLC 

nanodomains. The objective of this thesis was to gain an in-depth understanding of the 

fundamental physical parameters of the aqueous nanochannels of the LLC phases and to 

correlate the physical properties of the LLC water molecules with the structural features of the 

mesophases.  In this regard, Chapter 3 deals with the influence of the different cubic structural 

features towards the physical properties of the water molecules in the nanochannels.171 Despite 

the closeness in the structural features of the two bicontinuous cubic phases, Ia3d and Pn3m, 

the microviscosities and hydration dynamics of the various water layers differed considerably 

in the two phases. In addition, the slow components of the hydration dynamics corresponding 

to the trapped and ‘pseudo-bound’ water layers were probed, which had not been previously 

studied for any of the cubic phases. In Chapter 4, the hydrogen bond donating and accepting 

abilities of the LLC water molecules were determined by the phenomenon of excited state 

intramolecular proton transfer.172 Considering that the hydrogen-bonded structure of water is 

the driving force behind the properties of the solvent, the explicit nature of the hydrogen 

bonding abilities of the LLC aqueous networks provides a fundamental knowledge of the 

aqueous domains. A distinct heterogeneity in the hydrogen bonding abilities was observed at 

the various depths of the LLC nanochannels. In addition, we also observed the effects of the 
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hydrogen bonding behaviour of the LLC water molecules on the dynamics of the proton 

transfer process. However, one disadvantage of using fluorescent probes that are specifically 

sensitive to one particular property of the surrounding medium, such as either polarity or 

hydrogen bonding parameters or hydration dynamics, is location-dependent behaviour. To 

overcome this, we employed a single multi-parametric environment sensitive fluorescent probe 

in the final chapter to simultaneously characterise and distinguish between the various physical 

properties of the LLC water molecules (Chapter 5).173 This study helped us to evaluate the 

interplay between the effects of hydrogen-bonding and polarity of the aqueous nanochannels. 

The research findings presented in this thesis provide new physical insights into the molecular 

properties of the LLC aqueous domains and adds significantly to the existing knowledge about 

these materials. 
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2.1  Materials 

The various chemicals, including the fluorescent probes and monoglyceride lipids that have 

been used in the experimental studies in the thesis have been listed below along with the 

corresponding purity.  

 

Chemical Source Purity Chapter 

1-Linoleoyl-rac-glycerol (Monolinolein)  Sigma-Aldrich ≥ 97% 3, 5 

1-Oleoyl-rac-glycerol (Monoolein) Sigma-Aldrich ≥ 99% 2 

Coumarin 343 Sigma-Aldrich 97% dye content 3 

Coumarin 480 Sigma-Aldrich 98% dye content 3 

Fisetin Sigma-Aldrich ≥ 98% 4 

3-Hydroxyflavone Sigma-Aldrich ≥ 98% 4 

4-(dimethylamino)benzaldehyde Sigma-Aldrich 99% 5 

1-(2-hydroxyphenyl)ethanone Sigma-Aldrich 99% 5 

Hydrogen peroxide (30%) Sigma-Aldrich ISO 5 

Sodium hydroxide Sigma-Aldrich ≥ 97% 5 

Methyl Iodide Sigma-Aldrich ≥ 99% 5 

 

2.2  Synthesis and Sample Preparation 

2.2.1 Synthesis of Fluorescent Dyes 

4′-N,N-dimethylamino-3-hydroxyflavone (DMA3HF) and 4′-N,N-dimethylamino-3-

methoxyflavone (DMA3MeF) were synthesized based on reported synthesis protocols.1, 2 The 

synthesised compounds were characterised by 1H and 13C NMR spectra and high-resolution 

mass spectra (HRMS). The 1H and 13C NMR spectra were recorded at 400 and 100 MHz 

respectively, using Bruker and JEOL spectrometers. Deuterated chloroform was used as the 

solvent medium. The NMR signals have been abbreviated as – b, broad; s, singlet; d, doublet; 

t, triplet; q, quartet; td, doublet of triplet; dd, double doublet; m, multiplet, tt, triplet of triplet 
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and ddd, doublet of doublet of doublets. The HRMS measurements were performed using 

Waters-synapt G2 with electrospray ionization (ESI). 

 

 

Scheme 2.1. Synthesis route for the dyes DMA3HF and DMA3MeF.  

 

4′-N,N-dimethylamino-3-hydroxyflavone (DMA3HF).   

5 mmol of both 4-(dimethylamino)benzaldehyde and 1-(2-hydroxyphenyl)ethanone 

were combined together in 20 ml of ethanol (Scheme 2.1). An aqueous solution of NaOH (1.5 

g in 10 ml water) was added to the reaction mixture. Subsequently, the mixture was stirred for 

~ 12 h at 50 °C. The reaction mixture was then cooled to room temperature, after which 1M 

HCl was added to it. The mixture was purified using column chromatography over 100-200 

mesh size silica-gel. The obtained solid was then taken in a solution mixture of 20 mL ethanol 

and aqueous NaOH (1.5 g in 10 ml water). 5 mL of 30% H2O2 was slowly added to the reaction 

mixture at 0 oC. The reaction mixture was stirred at room temperature for 12 h. After the 

completion of the reaction, the mixture was neutralized with 1M HCl. The resultant product 

was purified using column chromatography. 

1H NMR (400 MHz, CDCl3) δ 8.21 (dd, J = 8.0, 1.4 Hz, 1H), 8.16 (d, J = 9.1 Hz, 2H), 7.64 – 

7.58 (m, 1H), 7.51 (d, J = 8.4 Hz, 1H), 7.34 (t, J = 7.4 Hz, 1H), 6.74 (d, J = 9.1 Hz, 2H), 3.02 

(s, 6H).  

13C NMR (100 MHz, CDCl3) δ 172.56, 155.06, 151.30, 146.79, 137.07, 132.80, 129.25, 

125.24, 124.14, 120.94, 118.19, 118.04, 111.46, 40.07.  
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HRMS (ESI) m/z calculated for C17H15NO3 (M+H)+: 282.1129, found: 282.1130. 

 

4′-N,N-dimethylamino-3-methoxyflavone (DMA3MeF).   

5 mmol of the previously synthesised DMA3HF (5 mmol) was taken together with 10 

mmol of  K2CO3 in acetone (Scheme 2.1). To this reaction mixture, 5.5 mmol of methyl iodide 

was added, and the reaction was kept at reflux for 12 h. The mixture was then cooled down to 

room temperature, and the solvent was evaporated using reduced pressure. Following this, the 

crude reaction mixture was diluted with Milli-Q water. The resultant compound was extracted 

in dichloromethane, and the organic layer was evaporated using reduced pressure. The pure 

DMA3MeF was isolated by using column chromatography. 

1H NMR (400 MHz, CDCl3) δ 8.25 (dd, J = 8.0, 1.4 Hz, 1H), 8.14 – 8.07 (m, 2H), 7.66 – 7.59 

(m, 1H), 7.50 (d, J = 8.2 Hz, 1H), 7.35 (t, J = 7.5 Hz, 1H), 6.80 – 6.73 (m, 2H), 3.88 (s, 3H), 

3.06 (s, 6H).  

13C NMR (100 MHz, CDCl3) δ 174.77, 156.67, 155.18, 151.82, 140.23, 132.97, 130.01, 

125.77, 124.39, 124.37, 117.83, 111.44, 59.78, 40.12.  

HRMS (ESI) m/z calculated for C18H17NO3 (M+H)+: 296.2286, found: 296.1296. 

 

2.2.2 Preparation of the LLC Phases 

The LLC phases presented in this thesis are based on monoglyceride lipids (monoolein and 

monolinolein). The phase diagrams of both monoolein3 and monolinolein4 are well established 

(Figure 2.1). The studies in this thesis have been performed on the inverse hexagonal (HII) and 

the Ia3d and Pn3m bicontinuous cubic mesophases. As is evident from the phase diagrams, 

specific temperature-water composition regions correspond to the different morphologies of 

the mesophases. For each study, the requisite dye/fluorescent probe was loaded into the 

aqueous nanochannels of the LLC phases. The fluorescent dye loaded LLC mesophases were 

prepared according to the reported phase diagrams of monoolein3 (GMO) and monolinolein4 

(GML). The GML based mesophases were prepared at 22% water content, while the GMO 

based mesophases were prepared at 23% water content. For all the samples, the dye content 

was maintained at 8-12 μM. Following the phase diagrams, the lipid was first heated at the 

required temperature for each particular mesophase. The required temperatures for the GML 

based HII,  Pn3m and Ia3d mesophases at 22% water content were 75 °C, 55 °C and 40 °C, 

respectively. The temperatures for the GMO based HII,  Pn3m and Ia3d mesophases at 23% 
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water content were 95 °C, 82 °C and 55 °C, respectively. The dyes were dissolved separately 

in Milli-Q water and heated to remove the dissolved oxygen. The pre-heated aqueous solutions 

of the dyes were then added to the liquid lipid under constant stirring. The entire mixture was 

stirred vigorously for 15-20 minutes. The required temperature for the respective mesophases 

was maintained throughout the entire process. Since, both GML and GMO have a tendency for 

aerial oxidation, the LLC mesophases were prepared under inert conditions. The prepared 

samples were cooled to room temperature (25 °C) and then equilibrated for 48 h before carrying 

out any spectroscopic measurements. The LLC mesophases were obtained as clear gel-like 

materials. The LLC mesophases were characterised by polarised optical microscopy and small 

angle X-ray scattering measurements. 

 

 

Figure 2.1. Binary phase diagram of (a) monoolein-water system (reproduced with permission from 

reference 3 (Biomaterials, 2000, 21, 223-234))and (b) monolinolein-water system (reproduced with 

permission from reference 4 (Langmuir, 2005, 21, 3322-3333)).  

 

2.3 Experimental Techniques 

2.3.1 Polarised Optical Microscopy (POM) 

Polarised optical microscopy is a contrast-enhancing imaging technique based on the 

principle of optical anisotropy in materials.5, 6 As the name suggests, the main components of 

a polarised optical microscope are a pair of polarisers, one set before the specimen and the 

other after the specimen (analyser). Unpolarised light from the source gets converted to plane 

polarised light at the first polariser before hitting the sample. The plane polarised light is 

directed onto an optically anisotropic sample (Figure 2.2). An optically anisotropic crystal 
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possesses direction-dependent refraction indices or in other words, the crystallographic axes 

are not equivalent in terms of optical properties. Thus, in an anisotropic crystal, the interaction 

of light with the crystallographic axes depends on the overall orientation of the crystal with 

respect to the incident beam. Typically, molecular order leads to two orthogonal optical axes 

in the anisotropic material, with each axes associated with a distinct refractive index.5 As a 

result, when polarised light is directed onto an optically anisotropic crystal, the incident beam 

splits into two orthogonal rays that travel at different velocities. This optical phenomenon is 

termed double-refraction. The difference between the two refractive indices is coined as 

‘birefringence’, and this is an intrinsic property of the material. 

                                  𝐵𝑖𝑟𝑒𝑓𝑟𝑖𝑛𝑔𝑒𝑛𝑐𝑒 =  ∆𝑛 =  𝑛∥ − 𝑛⊥                                 (2.1) 

Here, 𝑛∥ and 𝑛⊥ are the refractive indices for the light that is polarized parallel and 

perpendicular, respectively, to the two optical axis. One of the rays, which travels with a 

uniform velocity in all the directions of the crystal, is termed as the ordinary ray. The other ray 

has a velocity, which is dependent on the propagation direction within the crystal. This ray is 

called the extraordinary ray. The ordinary ray obeys the laws of refraction while the 

extraordinary beam does not. The ordinary and extraordinary rays exiting out of the sample are 

out of phase, owing to the different velocities of the two rays that cause retardation of one of 

the rays with respect to another. The two out of phase rays combine at the analyser after exiting 

the specimen. The phase lag gives rise to constructive and destructive interference of the two 

beams when they combine at the analyser. Notably, the analyser only combines those 

components of the ordinary and extraordinary rays travelling in the same direction and 

vibrating in the same plane. The interference of the two rays gives rise to bright and vivid 

polarisation colours in the images of even transparent samples. Simplistically, the polarisation 

colours can be thought of as white light minus the wavelengths that are interfered destructively. 

POM provides structural information of optically anisotropic systems at a submicroscopic 

level.7 The POM measurements of the prepared LLC samples were carried out at 298 K on a 

LEICA DM 2500 P (Germany) polarized light microscope equipped with Linkam TMS 94. 

The gel-like LLC samples were inserted between two microscope glass slides. The 

measurements were performed at 0º and 90º angles of the analyser. The HII mesophase gives 

rise to characteristic fan-shaped textures in POM images, representing the focal conic domains 

of the cylinders. On the other hand, the lattice structures of the bicontinuous cubic phases are 

highly symmetric. Thus, the bicontinuous cubic phases, Pn3m and Ia3d, are optically isotropic. 
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This implies that the cubic mesophases have a uniform refractive index in all the crystal 

directions; hence, these mesophases are not active to polarised optical microscopy. The cubic 

phases do not exhibit any optical textures in POM. 

 

 

Figure 2.2. Schematic representation of the working principle of polarised light microscopy.  

 

2.3.2 Small Angle X-ray Scattering (SAXS) 

The X-ray scattering techniques like powder X-ray diffraction, single crystal X-ray 

diffraction, etc. belong to a class of non-destructive analytical methods that are employed to 

characterise the intrinsic structural information of materials.8 The principle of these techniques 

is based on the measurement of X-ray scattering due to the interaction of an incident X-ray 

beam with matter. Small angle X-ray scattering also belongs to this category wherein the 

scattering angles are very small, almost close to zero. When a moderate energy X-ray beam 

hits a sample, it interacts with the electrons in the sample. The moderate energy of the X-ray 

beam is not sufficient to cause an electron release. Instead, the electron absorbs the energy and 

oscillates at the same frequency as the incident beam. The oscillating electrons produce 

coherent secondary X-ray waves, with the same wavelength as that of the incident beam but 

not in the same direction as the incident beam.8 Thus, the X-ray waves exiting from the sample 

are scattered, and this is an instance of elastic scattering. These coherent secondary X-ray 

waves give rise to an interference pattern. Scattering processes are governed by the reciprocity 

law, which gives an inverse relationship between the scattering angle and the size of the 

scattering particles.8 Small angle X-ray scattering is observed for those specimens which 

contain electron density inhomogeneities of colloidal size (tens to several thousand Å), which 

makes the scattering angle correspondingly small. The scattering angle contains the 

information about the structure at the nano and micro size regime, that is, the shape and size of 

the specimen as well as the nanoscopic arrangement of the domains. The degree of structural 
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ordering in the specimen influences the diffraction pattern and the possibilities of extracting 

structural information from it. Generally, the less ordered an object is, the less informative is 

the scattering pattern.9 

 

 

Figure 2.3. Schematic representation of the small angle X-ray spectrometer.  

 

Instrumentally, SAXS is a relatively easy technique to perform (Figure 2.3). The sample 

is irradiated by X-rays, and the angle of the scattered X-ray beams as well as the intensities is 

probed by a detector. The incident X-ray beam was previously generated in X-ray tubes, with 

the metal anode being the source of the X-rays. The X-ray beams are generated as a result of 

the collision of high-velocity electrons on the anode. Nowadays, SAXS measurements are also 

being popularly carried out by high intensity X-rays of a synchrotron radiations. Usually, the 

CuKα (1.54 Å) radiation is used as the incident beam for SAXS measurements. The SAXS 

measurements in this thesis were carried out either on a line collimated Anton Paar SAXSpace 

system (Chapter 3) or a line collimated Anton Paar SAXSess mc2 system (Chapters 4 and 5). 

The line collimation ensures that the beam profile is long and narrow by confining the beam in 

one dimension. Both the instruments were equipped with a sealed tube copper X-ray source 

operating at 40 kV and 50 mA. Thus, the incident X-ray beam has a characteristic wavelength 

of 1.54 Å. In the former system (Anton Paar SAXSpace), the sample was filled in the paste cell 

on a TCStage 150, and scattered data was collected by a 2-D CCD detector. The collected data 

was converted from 2-D to 1-D by azimuthal averaging using the Bruker software. In the latter 

system (Anton Paar SAXSess mc2), the sample was filled in the paste cell on a TCS 300-c 

stage, and the data was collected by a 2-D Princeton Instruments PI-SCX:4300 CCD detector. 

All the measurements were carried out at 298 K. The characteristic peak distance ratios for HII, 
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Pn3m and Ia3d are √1:√3, √2:√3:√4:√6:√8 and √6:√8:√14:√16:√20, respectively.10 The radius 

of the aqueous nanochannels of each LLC mesophase were calculated from the diffraction 

peaks of each phase using reported methods.4, 11 

For the two cubic phases Ia3d and Pn3m, the lipid chain length was first calculated, 

followed by the estimation of the aqueous channel dimensions. The lipid chain length (𝑙) can 

be obtained by the following equation. 

                                                                   𝛷𝑙𝑖𝑝 = 2𝐴∗
𝑙

𝑎
+

4𝜋𝜒

3
(

𝑙

𝑎
)

3

                                   (2.2)           

Here, Φlip is the total volume fraction of the lipid (GMO or GML) used in the binary mixture 

of lipid and water for the preparation of the phases, A* is the area of the surface in the unit cell 

with the lattice parameter equal to unity, χ is the Euler-Poincare characteristic, and a is the 

lattice parameter. The value of the lattice parameter is calculated from the peak position of the 

highest intensity reflections (110 for Pn3m and 211 for Ia3d phases, respectively). 

Subsequently, the radius of the water nanochannels of the cubic phases is obtained by the given 

equation. 

                                                                       𝑅𝑤 = (
𝐴∗

2𝜋|𝜒|
)

1
2⁄

𝑎 − 𝑙                           (2.3)                     

The values of A* and χ are 3.091 and -8 for the Ia3d phase and 1.919 and -2 for the Pn3m 

phase.11 The above equation can be simplified as follows for the two cubic phases, 

 

For Ia3d phase,                            𝑅𝑊 = (0.2480)𝑎 − 𝑙                                       (2.4)               

For Pn3m phase,                         𝑅𝑊 = (0.3908)𝑎 − 𝑙                                        (2.5)                    

For the HII phase, the dimension of the water nanochannel was calculated by the following 

equation. The lattice parameter was obtained from the peak position of the highest intensity 

(100). 

                                                       𝑅𝑤 = 𝑎 (
√3(1 −   𝛷𝑙𝑖𝑝

2𝜋
)

1
2⁄

                                  (2.6)          

In all the studies, the radius of all the prepared mesophases was between 2-2.5 nm. 
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2.3.3 Steady State Absorption 

All the steady state absorption measurements were recorded on a double beam, 

ultraviolet-visible (UV-Vis) spectrophotometer (Shimadzu-2450). The instrument is equipped 

with two lamps to span the entire wavelength range from ultraviolet (~ 200 nm) to near-infrared 

(~ 900 nm). A deuterium lamp covers the UV region, while a 50W halogen lamp covers the 

visible to near IR wavelength range. The path length of the quartz cuvette was 1 cm for all the 

measurements. All the steady state absorption experiments were carried out at room 

temperature. 

2.3.4 Steady State Fluorescence Emission 

The steady-state fluorescence spectra were recorded on a Jobin Yvon Fluoromax-4 

spectrofluorometer (Horiba Scientific, USA). A high-pressure xenon arc lamp (150 W) 

covering an emission range of ~ 250-800 nm, is the light source in the instrument. The emitted 

light from the sample is detected using a photomultiplier tube (PMT), which works on the 

principle of the current generation by the photoelectric effect. A monochromator in the 

instrument ensures the selective control of the excitation wavelength. For the liquid samples of 

the dyes in solvents, the emission was collected at the right angle to the incident excitation to 

avoid the interference by stray light. For the gel-like LLC samples, a solid state sample holder 

was employed to carry out the measurements. The transparent LLC gels were placed on a quartz 

slide at an angle of  45º to the incident beam. Both emission and excitation spectra were 

measured using the steady state spectrofluorometer. The emission spectrum is the wavelength 

distribution of emission measured at a single excitation wavelength whereas an excitation 

spectrum represents the variations in the fluorescence intensity as a function of excitation 

wavelength for a fixed observation wavelength.12, 13 

2.3.5 Fluorescence Lifetime Measurements 

The lifetime of an excited state is the average time that a molecule exists in that state 

before returning to the ground state. Mathematically, the excited state lifetime is defined as the 

time required for 1/eth of the excited state molecules to relax down to the ground state.12 The 

excited state fluorescence lifetimes of various systems in this thesis have been evaluated using 

two techniques – time correlated single photon count (TCSPC) and fluorescence upconversion. 

Typically, the excited state population decays down to the ground state exponentially, and the 

time dependent intensity for the deactivation via one channel or pathway can be expressed as, 

                                                 𝐼 (𝑡) =  𝐼0𝑒𝑥𝑝
−𝑡

𝜏⁄                                             (2.7) 
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where, I (t) is the time dependent fluorescence intensity, I0 is the intensity at the time (t) = 0. 

Fitting the exponential curve in the plot of I (t) vs t yields the fluorescence lifetime components 

(). For systems following multi-exponential decay functions as a result of multiple emitting 

species, the above equation is modified as, 

                                                                   𝐼(𝑡) = ∑ 𝛼𝑖𝑒𝑥𝑝
−𝑡

𝜏𝑖                   ⁄

𝑛

𝑖=1

                            (2.8)               

where, i represent the individual fluorescence lifetimes and αi gives the corresponding 

amplitudes. 

 

 

Figure 2.4. Schematic diagram of the setup for the time-correlated single photon counting instrument.  

 

2.3.5.a Time-Correlated Single Photon Counting (TCSPC) 

 Analysis of multi-exponential decays is a significant issue as it requires a high signal-

to-noise ratio. One technique that gives rise to extremely high temporal resolutions is TCSPC. 

TCSPC has been one of the most popular lifetime measuring methods to date. As the name 

might indicate, the principle of TCSPC is based on the accurate repetitive measurement of the 

arrival time of single photons from the emitting species.12, 14 The conditions of TCSPC are such 

that the detector registers only a single photon over multiple excitation cycles. The arrival time 
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of each emitted photon is accurately measured by the TCSPC electronics and the photon arrival 

times are stored in a histogram. Under the condition of single photon detection, the histogram 

of photon arrivals per time bin represents the time decay that would have obtained from a 

“single shot” time-resolved analog recording. 

In a TCSPC measurement, the sample is excited with a pulsed light source that could either 

be a laser or a flashlamp (Figure 2.4). The excitation pulse simultaneously generates a signal 

at the TCSPC electronics via the electric pulse associated with the optical pulse. The signal 

reaches the constant fraction discriminator (CFD) via the SYNC (which synchronizes the 

optical and electrical pulses). The CFD times the arrival of the photo-electron pulse with high 

precision. The electric signal is then passed to the time-to-amplitude converter (TAC), where 

it triggers the charging of the capacitor. Thus, a voltage ramp is generated in the TAC. 

Meanwhile, the arrival time of the emission photon is measured by the CFD, and a signal is 

sent to the TAC. This signal stops the charging of the capacitor. Thus, the voltage generated at 

the TAC is directly proportional to the time difference between the excitation and emission 

pulses. Consequently, the TAC acts like a stopwatch, and it is the heart of the TCSPC 

instrument. The voltage is converted to a numerical value by the analog-to-digital converter 

(ADC), and the values are stored in individual time bins in the form of a histogram. This 

process is repeated multiple times to achieve a decay curve with a high signal-to-noise ratio. 

The width of the time bins is determined by the time resolution of the TAC. Notably, all the 

electronics are associated with a ‘dead time’ after a photon event. Thus this necessitates a very 

low probability of registering more than one emission photon in every cycle. Typically, one 

emission photon is registered for every 100-200 excitation pulses. Most TCSPC instruments 

usually operate on the ‘reverse mode’. The working principle remains the same, only the 

emission pulse starts the capacitor charging in TAC, and the excitation pulse stops it. The 

reverse mode is employed because of the high repetition rate of the excitation lasers (1 MHz). 

The TAC must be reset and set to zero after each photon event prior to each excitation pulse. 

However, the ‘dead time’ of the TAC implies that the start pulse reaches the TAC before it can 

reset. To avoid this glitch, the TCSPC instruments are now run in the reverse mode. 

All the TCSPC measurements were carried out on a Horiba Jobin Yvon IBH, UK 

spectrophotometer. The fluorescence signals were collected at the magic angle (54.7º), to 

eliminate the effects of rotational diffusion, and detected using an MCP-PMT (Hamamatsu, 

Japan) detector. In the experiments that have been included in this thesis, two LEDs have been 
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used for exciting the samples, 375 nm and 402 nm. The instrument response function obtained 

for the TCSPC system using these LEDs is ~ 100 ps. All the decay profiles were deconvoluted 

to eliminate the distortion of the data arising from the finite decay time of the laser pulse and 

the response efficiency of the detector as well as the electronics. The lifetime profiles were 

fitted with a minimum number of exponentials using the lifetime analysis software (DAS 6.5) 

from IBH (UK). The quality of each fitting was judged by χ2 values and the visual inspection 

of the residuals. A value of χ2 ≈1 was considered to be the best fit for the plots. The minimum 

lifetime component that could be detected after the deconvolution of the data was ~ 40 ps. 

 

 

Figure 2.5. Schematic representation of the femtosecond time-resolved fluorescence upconversion 

setup.  

 

2.3.5.b Femtosecond Time-Resolved Fluorescence Upconversion 

Although TCSPC is an efficient technique to measure the fluorescence lifetimes of excited 

state species and the timescales of other excited state processes, the time resolution is limited 

to ~ 40-50 ps. It would not be possible to detect excited state processes in femtoseconds or less 

than tens of ps. The femtosecond fluorescence upconversion technique is utilised to measure 

the time domains of processes that occur in an ultrafast timescale (> 100 fs). In the fluorescence 

upconversion technique, a tunable laser with ultra-short pulses is generally used to excite the 

sample.13 The fundamental beam from the laser is directed onto a non-linear crystal for the 

generation of the second harmonic ray (Figure 2.5). The fundamental and generated second 

harmonic beams are separated using a beam splitter, and the latter beam is used to excite the 
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sample. Simultaneously, the fundamental beam passes through an optical delay line. The time-

delayed fundamental beam and the emission light from the sample mix at another non-linear 

crystal, generating the upconverted signal. The greater the delay time between the fundamental 

beam and the fluorescence beam, the smaller is the fluorescence intensity. A fluorescence 

lifetime profile is thus obtained by measuring the intensities at each time delay. 

The fluorescence upconversion setup used for the lifetime measurements in this thesis 

utilizes a tunable Mai Tai HP (Spectra Physics, USA), Ti:Sapphire laser as the excitation 

source. The Ti:Sapphire oscillator covers a wide range of wavelengths from 690 nm to 1040 

nm. High quality, stable, horizontally polarized (>500:1 horizontal), Gaussian pulses (TEM00, 

M2<1.1) with stable average power (>2.5 W) and very high peak power (>300 kW) ensures 

minimum fluctuation of the laser pulse. The Mai Tai laser is pumped by an Nd3+ ion doped 

Yttrium Vanadate crystalline matrix (Nd:YVO4) wherein the Nd3+  acts as the active lasing 

material. The most intense lasing beam for the Nd:YVO4 laser is at ~ 1064 nm. The frequency 

doubled 532 nm light is used to pump the Mai Tai laser. Mai Tai uses an acousto-optic 

modulator (AOM) (constituted of a high quality optical material like quartz) to ensure the 

mode-locked output from Ti-Sapphire. The Mai Tai reliability is maintained using the ultra-

stable regenerative mode-locking technique proven with the Spectra-Physics Tsunami® 

oscillator. The fluorescence upconversion setup uses a non-linear type-I β-barium borate 

(BBO) crystal to generate the second harmonic and a type-II BBO crystal for the generation of 

the sum frequency beam. The angle between the polarization of the second harmonic and 

fundamental pulses was maintained at the magic angle (54.7º) to eliminate effects from 

rotational diffusion. A fundamental beam wavelength of 750 nm was used for the 

measurements in this thesis. A cross-correlation function obtained using the Raman scattering 

from ethanol provided a full-width at half-maximum (FWHM) of ∼350 fs. The estimated 

uncertainties in the upconversion measurements are ∼10-15%. The fluorescence decays were 

deconvoluted using a Gaussian-shaped excitation pulse by Igor Pro 6.0 analysis software. 

 

2.3.6 Time-Resolved Fluorescence Anisotropy 

Fluorescence anisotropy gives a direct measure of the change in spatial orientation of 

fluorophores in the time between the excitation and emission events. When a bulk of randomly 

oriented fluorophores is illuminated by polarised light, the fluorophores having transition 

moments in the direction of the electric vector of the incident light get preferentially excited. 
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This phenomenon is termed as ‘photoselection’.12, 13 Since, a certain population of specifically 

oriented fluorophores are excited, it gives rise to anisotropic or polarised emission. However, 

any orientational change in the transition moments of the fluorophores during the excited state 

lifetime of the fluorophores leads to depolarisation of the fluorescence. The possible causes of 

fluorescence depolarization are the rotational diffusion and Brownian motion of the 

fluorophores and the non-parallel absorption and emission transition moments, torsional 

vibrations and the transfer of excitation energy to another molecule with a different 

orientation.13  Of all these factors, the rotational diffusion plays a major role in causing the 

depolarisation and lowering the maximum values of anisotropy. Fluorescence anisotropy is 

defined as, 

                                                                 𝑟 =
𝑟0

1 + (𝜏 𝜃)⁄
                                                       (2.9) 

Where, r0 is the intrinsic anisotropy of the fluorophores that would have been observed in the 

complete absence of rotational diffusion or depolarisation,  is the excited state lifetime of the 

fluorophores and θ is the rotational correlation time for the diffusion process. Time-resolved 

fluorescence anisotropy measures the extent of depolarisation of the emission with respect to 

time following the photoselection phenomenon. Thus, the time-resolved fluorescence 

anisotropy measurements help to estimate the rotational dynamics of the fluorophores 

indirectly. Time-resolved fluorescence anisotropy (r(t)) is mathematically defined as follows. 

 

                                                            𝑟(𝑡) =  
𝐼∥(𝑡) − 𝐼⊥(𝑡)

𝐼∥(𝑡) + 2𝐼⊥(𝑡)
                                                  (2.10) 

Here, I∥ and I⊥ represent the time dependent fluorescence intensities polarised parallel and 

perpendicular to the polarisation of the incident light, respectively. Since the detector 

sensitivity and monochromator efficiency are biased towards a specific polarisation direction, 

generally the horizontal polarisation, an instrumental correction factor known as the G factor 

has to be applied to the above equation. 

                                                            𝑟(𝑡) =  
𝐼∥(𝑡) − 𝐺𝐼⊥(𝑡)

𝐼∥(𝑡) + 2𝐺𝐼⊥(𝑡)
                                              (2.11) 

The time-resolved anisotropy measurements were employed in Chapter 3 of this thesis to 

estimate the microviscosity inside the aqueous LLC nanochannels. The measurements were 

performed by the automated toggling method using TCSPC set-up. The samples were excited 
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using the 402 nm LED (IBH, UK, FWHM ~100 ps). In the toggling method, a movable 

emission polariser was used on the emission side while the excitation polariser was fixed 

vertically. The emission intensities at perpendicular and parallel polarizations were collected 

alternatively for 60 s until the peak difference between the parallel and perpendicular decays 

reached 7000 counts. The G factor was measured using horizontally polarized excitation light 

and collecting the horizontally (IHH(t)) and vertically (IHV(t)) polarized emission decay profiles 

for the same sample. The G factor was measured to be 0.60 for 402 nm excitation. For the LLC 

samples, r(t) takes the form of a sum of exponentials, 

                                         𝑟(𝑡) = 𝑟0∑ 𝛽𝑖exp (−𝑡
𝜏𝑟𝑖

⁄ )                                    (2.12) 

where βi and τri
 are the fractional contribution of the total depolarization and rotational 

correlation times of the ith component, respectively. Since fluorescence anisotropy gives a good 

estimation of the fluidity surrounding the fluorophore, the microviscosity inside the aqueous 

LLC channels (Chapter 3) was estimated by the Debye-Stokes-Einstein equation.12, 13 

                                                            𝜂 =
𝜏𝑟𝑘𝐵𝑇

𝑉
                                                              (2.13) 

r is the rotational diffusion time constant, obtained from the time-resolved fluorescence 

anisotropy exponential curves, T is the temperature, kB is the Boltzmann constant and V is the 

hydrodynamic molecular volume of the fluorophore. Notably, the Debye-Stokes-Einstein 

equation is valid for fluorophores that are rigid and spherically symmetrical, moving in a 

homogenous Newtonian fluid and obeying the Stokes hydrodynamic law.13 

 

2.4  Excited State Processes 

One of the major advantages of fluorescence is the sensitive dependence of the excited 

state phenomenon on the properties of the surrounding medium. This sensitivity has been 

exploited to evaluate the fundamental physical properties of the water molecules in the aqueous 

LLC channels. Most fluorophores can undergo dynamic excited state processes before relaxing 

down to the ground state. These excited state processes are influenced by the surrounding 

media, which is reflected in the spectral data of the fluorophores. The excited state processes 

studied in this thesis are solvent relaxation, intramolecular proton transfer and proton coupled 

electron transfer. Each of the phenomena has been described in brief in the subsequent sections. 
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Figure 2.6. Schematic representation of the solvent reorganisation around excited state dipole and the 

resultant time dependent Stokes shift in the emission spectrum.  

 

2.4.1 Excited State Solvent Relaxation 

 Certain molecules possess high dipole moments in the excited state compared to the 

almost negligible dipole moment in the ground state due to redistribution of electronic charge 

upon excitation.  On photoexcitation of such molecules, an instantaneous dipolar state is 

created, and the solvent molecules surrounding the fluorophore find themselves in a high-

energy random configuration at the time t = 0. Consequently, the solvent molecules start 

reorienting themselves around the excited state dipole to attain a stable equilibrium 

configuration (Figure 2.6). This reorientation of the solvent molecules around the excited state 

fluorophore is a time-dependent process. This rearrangement of the solvent molecules around 

the excited state dipole is termed as ‘solvation dynamics’, and if the solvent in question is 

water, the term is ‘hydration dynamics’.15, 16 The motion of the water molecules mainly 

involves vibrational, rotational and translational motions. The rotational motion includes 

librational movements, which is a reciprocating motion wherein an object with an almost fixed 

orientation repeatedly moves back and forth. In addition, the intermolecular vibrations of the 

extended hydrogen-bonded network are also present. 

The effect of hydration dynamics is manifested in the spectral characteristics of the 

fluorophores. The emission spectra of the fluorophore exhibit a continuous time-dependent 

Stokes’ shift (TDSS). At initial time scales, instantly after photoexcitation, the emission occurs 

from the unsolvated dipolar excited state as the solvent molecules do not have the required time 

to reorient themselves. However, with the evolution of time, as the solvent relaxation of the 
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dipolar state proceeds, the excited state gets more and more stabilised. The energy difference 

between the ground and excited states decreases with the evolution of time and consequently, 

the emission spectra get more and more red-shifted. TDSS is direct evidence of solvent 

relaxation of the excited state dipole, and this can be visualised by constructing a time-resolved 

emission spectra (TRES). TRES can be simplistically thought of as the emission spectra that 

would be observed if measured at regular intervals in time following the pulsed excitation.12 

To construct TRES, at first, a new set of intensity decays (I’ (λ,t)) have to be computed and 

normalized so that the time-integrated intensity at each wavelength is equal to the steady-state 

intensity at that wavelength.17 This is done by multiplying a volume H (λ) to the instrument 

measured lifetime decays (I (λ,t)), where 

                                                        𝐻 (𝜆) =  
𝐹 (𝜆)

∑ 𝛼𝑖(𝜆)𝜏𝑖(𝜆)𝑖
                                                          (2.14) 

here, F (λ) is the steady state emission spectrum, I is the lifetime of the ith component and αi 

is the corresponding amplitude. Thus, the new set of normalised intensity decays are given by, 

                                     𝐼′(𝜆, 𝑡) = 𝐼 (𝜆, 𝑡) 𝐻 (𝜆) =  ∑ 𝛼′
𝑖(𝜆)

𝑖

exp[−𝑡 𝜏𝑖⁄ (𝜆)]                     (2.15) 

where,                                                  𝛼′
𝑖 = 𝐻 (𝜆)𝛼𝑖(𝜆)                                                  (2.16) 

The obtained time-resolved emission spectra are generally fit to a log-normal function,17 

                                             𝑔 (𝜈) = 𝑔0 𝑒𝑥𝑝 (− 𝑙𝑛(2) × [
𝑙𝑛(1 + 𝛼)

𝑏
]

2

)                                   (2.17) 

where, 𝛼 =
2𝑏 (𝜈−𝜈𝑃)

Δ
 and g0, b, νP and Δ are the peak height, asymmetric parameter, peak 

frequency, and width parameter, respectively. The peak frequencies (νP) obtained from the log-

normal fitting of TRES is then used to construct the decay of the solvent correlation function 

(C(t)), which is defined as, 

                                                                  𝐶(𝑡) =
𝜈 (𝑡) − 𝜈 (∞)

𝜈 (0) − 𝜈 (∞)
                                                   (2.18) 

where ν(0) is the peak frequency at time t = 0 immediately after the photoexcitation, and it is 

calculated by the extrapolation of the ν(t) data to t→0. ν(t) is the peak frequency at time = t, 

and ν(∞) is the peak frequency at an infinite time when the solvent relaxation process is 

complete, and the solvent molecules are in equilibrium position around the excited state dipole. 

The value of ν(∞) is estimated as the peak frequency corresponding to the time at which the 
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peak maximum no longer exhibits spectral shift on varying the time. The decay of the solvent 

correlation function generally fits an exponential function, 

                                                           𝐶(𝑡) = ∑ 𝛼𝑖  𝑒𝑥𝑝 (−𝑡
𝜏𝑠𝑖

⁄ )                                               (2.19) 

where, τi is the solvation time of ith component with amplitudes of αi. The average solvation 

time is calculated as, 

                                                           < 𝜏𝑎𝑣 > = ∑ 𝛼𝑖𝜏𝑠𝑖

𝑛

𝑖=1
                                                        (2.20) 

 

 

Figure 2.7. Schematic representation of the excited state intramolecular proton transfer (ESIPT) and 

the effect of the hydrogen bonding abilities of the surrounding medium on the ESIPT phenomenon.  

 

2.4.2 Excited State Intramolecular Proton Transfer (ESIPT) 

 Excited state intramolecular proton transfer (ESIPT) is one of the fundamental 

processes in both chemistry and biology.18, 19 In addition to this, ESIPT has also gained 

significant attention owing to its potential applications as molecular probes, lasing materials, 

molecular logic gates, optical filters, etc.20, 21 ESIPT was first observed in salicylic acid by 

Weller in the 1950s.22 ESIPT generally comprises a four-level photocycle involving an excited 

state keto-enol tautomerisation (Figure 2.7). For ESIPT to occur, a hydrogen bond donating 
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and a hydrogen bond accepting moiety should be in close proximity within the molecule. Most 

ESIPT molecules exist in the enol/normal form in the ground state. On photoexcitation, the 

redistribution of electronic charge in the molecule causes an increase in the acidity of the 

hydrogen bond donating moiety and the basicity of the hydrogen bond accepting moiety.23 This 

leads to an efficient and facile enol-keto tautomerisation in the excited state (N*→T*), followed 

by the radiative emission from the keto/tautomer species. After the relaxation of the excited 

state keto species to the ground state, it reverts to the original enol form via reverse proton 

transfer. ESIPT phenomenon is characterised by dual emission from the keto and enol species,  

large Stokes’ shifted emission of the keto form with respect to the normal form and an ultrafast 

proton transfer dynamics (kESIPT > 1012 s-1). However, the most attractive feature of ESIPT is 

its spectral sensitivity to the hydrogen bonding parameters of the surrounding medium. An 

efficient ESIPT requires a strong intramolecular hydrogen bond between the proton accepting 

and donating moieties within the molecule, but the intramolecular hydrogen bond gets 

influenced by the solvent medium (Figure 2.7). For instance, in non-polar aprotic solvents like 

benzene or n-heptane, the negligible hydrogen bond donating and accepting abilities of the 

solvent do not interfere with the intramolecular hydrogen bond in the ESIPT molecule. This 

leads to an efficient ESIPT process, and emission is observed almost exclusively from the 

tautomeric species. In addition, the ESIPT dynamics in such solvents are extremely fast. On 

the other hand, both polar protic and aprotic solvents, which have an appreciable hydrogen 

bond donating and accepting ability perturb the intramolecular hydrogen bond due to the 

formation of intermolecular solute-solvent hydrogen bonds. This competition from the 

intermolecular hydrogen bonds restricts the ESIPT efficiency. In such a case, dual emission is 

observed with the normal form's intensity increasing with the decrease in the ESIPT efficiency. 

In addition, the hydrogen-bonded solute-solvent complexes in such solvents also decrease the 

dynamics of the ESIPT process. 

The transformation of one excited state species to another in the excited state is 

manifested clearly in the time-resolved area normalised spectrum (TRANES). TRANES is the 

extension of the time-resolved emission spectrum (TRES). TRANES is constructed by 

normalizing the area of each TRES profile such that the area of the spectrum at any time t is 

the same as the area of the spectrum at t= 0.24 A useful feature of TRANES is that an 

isoemissive point in the spectra supports the involvement of two emitting species in the sample. 

The occurrence of ESIPT leads to the decrease in the intensity of one of the species with a 
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concomitant increase in the intensity of the other species with the evolution of time. The ESIPT 

phenomenon has been employed to evaluate the intrinsic hydrogen bond donating and 

accepting abilities of the water molecules encased inside the LLC nanochannels (Chapter 4). 

 

 

Figure 2.8. Schematic representation of the coupled ESIPT-ESICT phenomenon and the effect of the 

solvent polarity on the relative energies of the enol and keto species.  

 

2.4.3 Excited State Proton Coupled Electron Transfer (PCET) 

The phenomenon of excited state proton coupled electron transfer (PCET) combines the 

processes of excited state intramolecular proton transfer (ESIPT) and excited state 

intramolecular charge transfer (ESICT) both kinetically and energetically.25, 26 Electronic 

redistributions of charge upon photoexcitation is one of the key requisites for ESIPT. However, 

for certain molecules, the electronic redistribution is enhanced, and a large dipole moment is 

generated in the excited state. This gives rise to a dielectrically stabilized charge-transfer (CT*) 

excited state and the reaction leading to this state is referred to as excited state intramolecular 

charge transfer (ESICT). Molecules exhibiting PCET comprise of both proton accepting and 

donating moieties as well as electron-donating or accepting groups. The charge and proton 

transfer processes can occur either simultaneously or in a step-wise manner, and within the 

latter category, there are two additional possibilities. In the first pathway, ESICT proceeds 

instantaneously upon photoexcitation leading to a highly charge-separated enol (N*) state. The 

subsequent ESIPT (N*→T*) is associated with a strong redistribution of the electronic density 

and may be subject to a drastic change of the dipole moment. In other words, the ESIPT 
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generated tautomeric species may have a negligible dipole moment. In the second pathway, 

ESIPT precedes ESICT, that is ESICT does not take place immediately after photoexcitation. 

Thus, the tautomeric species exists as the charge-transfer state and the enol form is the non 

charge-transfer state. 

As a result of the proton transfer process, the spectral characteristics of PCET molecules 

are responsive to the hydrogen bond donating and accepting parameters of the surrounding 

media. However, what sets apart the PCET phenomenon is that in addition to the hydrogen 

bonding characteristics, the spectral features of the PCET molecules are also heavily dependent 

on the polarity and the dynamics of the solvent medium (Figure 2.8). The high dipole moment 

generated in the excited state due to the ESICT process causes the charge-transfer species to 

be sensitive to the polarity of the surrounding solvent. While non-polar solvents are unable to 

stabilise the highly dipolar excited state, polar solvents tend to rearrange themselves around 

the excited state dipole in such a manner to achieve a stable equilibrium configuration. Thus, 

the relative energy between the charge-transfer and the non-charge transfer states are 

modulated by the polarity solvents. Additionally, the solvent polarity induced stabilisation of 

the charge-transfer state is dictated by the rate at which the solvent molecules reorient 

themselves, that is, the solvation dynamics. This multiparametric sensitivity of the PCET 

phenomenon has been exploited in Chapter 5 to characterise the various physical properties of 

the LLC water molecules as well as distinguish between the effects of solvent polarity and 

hydrogen bonding. 
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3.1 Introduction 

Lyotropic liquid crystalline (LLC) ‘soft’ materials have emerged as a promising class of 

substance due to their utilization in a wide range of applications such as platforms for protein 

crystallization,1, 2 drug and nutrients delivery,3-5 food technology6, 7 etc. Generally, unsaturated 

monoglyceride lipids, for instance, glyceryl monooleate (GMO) and monolinoleate (GML) are 

favoured for the synthesis of LLC mesophases owing to their biocompatibility and exceptional 

phase behaviour.8, 9 LLC materials of different characteristic topologies and symmetries, such 

as the tubular 1D inverse hexagonal phase (HII), the 2D planar lamellar phase (Lα) and the 3D 

bicontinuous cubic phases (V2) have been synthesised by controlling the content of amphiphile 

or water in the system and the temperature.10 The fluid lamellar phase consists of amphiphilic 

bilayers separated by water domains and closely resembles the cellular membranes.6 The HII 

phase is a topologically inverted ‘water in oil’ system comprising of infinitely long and straight 

water-filled rods packed densely in a non-polar matrix of lipophilic chains.6, 11 The inverse 

bicontinuous cubic phases namely, gyroid (Ia3d) and diamond (Pn3m) are formed by the 

arrangement of a continuous lipid bilayer on mathematical minimal surfaces (Scheme 3.1).12, 

13 In the Ia3d mesophase, two interpenetrating but unconnected water networks join in a 33 

junction at an angle of 120° and in Pn3m they join in a 44 manner at a tetrahedral angle of 

109.5°.13 Larsson was the first to suggest that the infinitely periodic continuous structure of the 

lipid membrane in the cubic phases closely resembles that of lipidic membranes in nature.14 

Consequently, the biological aspects of the cubic phases have garnered significant attention 

among researchers owing to their roles in membrane fusion, control of membrane protein 

functions and various intracellular structures of membranes.15, 16 The unique structural features 

of the cubic phases allow the transport of both hydrophilic and lipophilic targets, and the phases 

have been utilised extensively for the in vitro and in vivo delivery of drugs and oligopeptides.17, 

18 The cubic phases have also been used to facilitate the crystallization of membrane proteins 

inside its nanochannels, which do not tend to crystallize in the bulk1, 19, 20 and for the detection 

of viruses and bacteria.21 The nature of the nanochannels, dynamics of the water molecules and 

interfacial hydration are proposed to play an important role behind the various functionalities 

of the cubic LLC phases.22 These parameters are in turn expected to be influenced by the 

specific geometrical characteristics of each mesophase. Thus, it is essential to establish a 

relationship between the structural features of the mesophase and the various fundamental 

properties of the aqueous LLC domains. 
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Scheme 3.1. Schematic representation of cubic LLC phases (Ia3d and Pn3m).  

 

Water that is confined in a small volume of supramolecular assemblies is fundamentally 

different from bulk water.23, 24 Unravelling the dynamics of water in biologically pertinent 

assemblies is crucial for understanding the ways in which the confined water influences the 

structure, reactivity, molecular recognition and dynamics in a biological interface. An 

important discovery is the two to four-fold slower dynamics of water in restricted assemblies 

as compared to bulk water. 23, 24 Considering the importance of the aqueous nanochannels of 

the LLC phases in dictating the macroscopic functionalities of the materials, our group has 

recently investigated the microenvironment inside the narrow channels of the HII phase using 

coumarin-343 probe.25 The study of solvation dynamics exhibited the existence of two types 

of water molecules inside the nanochannels. Dielectric relaxation spectroscopic studies of the 

reverse hexagonal phase corroborate this observation.26, 27 It was shown that the dynamics of a 

large percentage of water molecules were slowed down due to interactions with the lipid 

interface and the remaining water located away from the interface adopts bulk water like 

behaviour. Importantly, Zhong et al. have mapped femtosecond scale hydration dynamics at 

different depths of the GMO based Pn3m cubic mesophase using a series of tryptophan alkyl 

esters.28 They have reported three different dynamics denoting discrete water structures, 
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namely, 100-150 ps for the interfacial water at the lipid surface, 10-15 ps for the adjacent layer 

of hydrogen-bonded water molecules and < 1 ps for bulk-like water at the centre of the channel. 

Although tryptophan is an attractive solvation probe, it can only be used to detect ultrafast 

solvation components because of the existence of two rotamers having different lifetimes 

giving rise to an apparent dynamic spectral shift in a few hundred ps timescale.29 Consequently, 

the major slow hydration components of the confined water remain undetected in the cubic 

LLC phases. In addition, the correlation of the structural disparities between the two cubic 

phases, Ia3d and Pn3m, to the behaviour of water molecules confined in the nanochannels has 

not been explored.  It has been a general trend to group together the different bicontinuous 

cubic phases in terms of the properties of their nanoscopic domains and their macroscopic 

functionalities. However as the intrinsic nanoscopic structural aspects of the two cubic phases 

are quite different, it is of critical interest to determine whether the behaviour of the aqueous 

nanochannels in the two phases are similar or different from each other. 

 

 

Scheme 3.2. Chemical structures of coumarin-343 (C-343), coumarin-480 (C-480) and 1-Linoleoyl-

rac-Glycerol (GML).  

 

Inspired by the relevance of the LLC water networks and the need for a detailed 

description regarding any differences between the behaviour of the aqueous nanochannels of 

the cubic mesophases, we have probed the dynamics of the confined water molecules by the 

time-dependent Stokes shift technique. In order to probe the dynamics of the water molecules 

localised at the different depths of the nanochannels, we have selected two polarity sensitive 



 

 

 

 
 

 

Page    3.4 

Chapter 3 

IISER Pune 

coumarin probes (Scheme 3.2), namely, coumarin 343 (C-343) and coumarin 480 (C-480), with 

varying hydrophobicities. We have qualitatively assessed the micropolarity of the various 

water layers in the two phases by utilizing the sensitive solvatochromic behaviour of the 

coumarin molecules. We have also for the first time, quantitatively measured the 

microviscosity at different regions of the nanochannels by time-resolved fluorescence 

anisotropy. The experimental observations underline the substantial differences in the 

microviscosity for the two similar cubic phases. Although previously the two cubic phases have 

been considered to be similar in nature, our observations highlight that the behaviour of water 

in the nanochannels are essentially different in the light of their hydration dynamics and 

viscosity. We believe these new insights will help to boost the wide-scale applications of these 

phases in different fields. 

 

3.2 Results and Discussion 

3.2.1 Steady State Emission Study 

The prepared mesophasses were first characterised by small angle X-ray spectroscopy 

(SAXS) measurements (Figure 3A.2), before carrying out any of the fluorescence 

spectroscopic experiments. Steady state emission spectroscopy has been utilised to probe the 

location and microenvironment of the coumarin dyes inside the water nanochannels of the 

cubic LLC phases. In general, it has been observed that the local micropolarity and dielectric 

constant vary considerably in different regions of self-assembled systems.30-32 Consequently, 

in order to map the polarity and microenvironment at different depths of the water channels in 

the Ia3d and Pn3m cubic LLCs, we have selected two coumarin probes (C-343 and C-480) of 

varying hydrophobicity. Structurally, C-480 is more hydrophobic in nature than C-343, as a 

methyl group in the former molecule replaces the carboxyl moiety in C-343. C-343 exhibits an 

emission maximum at ~490 nm in aqueous solution, which gets blue-shifted by 12 nm in the 

Pn3m phase (Figure 3.1(a)) and by ~10 nm in the Ia3d mesophase (Figure 3A.3 (a)). This blue 

shift in the emission maximum denotes that the probe experiences a markedly less polar 

environment when confined inside the LLC phases as compared to bulk water.33 On the other 

hand, C-480 exhibits an emission peak at ~ 465 nm in both Pn3m (Figure 3.1(b)) and Ia3d 

(Figure 3A.3 (b)) phases, which is almost 23 nm blue-shifted compared to its characteristic 

emission maximum (em = 488 nm) in bulk water. The larger extent of blue shift in the emission 

peak of C-480 compared to C-343 suggests that the C-480 molecules reside at more 

hydrophobic depths of the aqueous nanochannels. Here it is pertinent to mention that, the 
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coumarin probes are well-known for their sensitive solvatochromic behaviour.34, 35 Thus, they 

have been employed to qualitatively assess the micropolarity inside the different layers of the 

LLC nanochannels based on their emission properties in bulk solvents with known polarity. 

The emission maximum of C-343 in the cubic phases is similar to that in ethylene glycol36 and 

that of C-480 in the LLCs is close to the emission maximum in ethanol.37 Thus, the lower 

micropolarity probed by C-480 compared to C-343 reflects that C-480 molecules have a higher 

affinity to localise deeper inside the LLC nanochannels, at the lipid-water interface, than C-

343. Importantly, the close proximities of the emission maxima in both the Ia3d and Pn3m 

mesophases for the two probes infer that the dyes are residing in comparable regions in the two 

phases and the local polarities of both the cubic phases are not significantly different. 

 

 
Figure 3.1. Excitation dependent emission spectra of (a) C-343 and (b) C-480 in the Pn3m phase. The 

arrow in (a) depicts the redshift in emission with excitation wavelength. The intensities have been 

normalised to 1.0 by dividing with the highest intensity of each spectrum.  

 

The phenomenon of red edge excitation shift (REES) is an excellent tool to estimate the 

surrounding microheterogeneous environment perceived by the probes in the excited state 

inside the aqueous LLC nanochannels. A shift in the emission maxima towards lower energy 

on changing the excitation wavelength to the red side of the absorption band is termed as the 

red edge excitation shift (REES).38, 39 A REES value of 7 and 5 nm were observed for C-343 

in Pn3m (Figure 3.1(a)) and Ia3d (Figure 3A.3 (a)) phases, respectively, stipulating that the 

probe molecules are distributed over regions of varying polarity inside the nanochannels. 

Wavelengths near the ‘blue edge’ of the absorption spectra selectively excite the C-343 

molecules that are residing in the relatively less polar regions near the lipid headgroup-water 

interface, whereas excitations at the ‘red end’ of the absorption spectra are responsible for the 

emission from the probe molecules in the polar central region of the nanochannel. Interestingly, 



 

 

 

 
 

 

Page    3.6 

Chapter 3 

IISER Pune 

the emission wavelength in the case of C-480 remained unchanged regardless of the excitation 

wavelength in both the cubic phases (Figure 3.1(b) and Figure 3A.3 (b)).  The absence of such 

excitation wavelength dependence on emission is a sign of homogeneous dielectric 

environment around the probe molecule. From the REES studies and polarity estimation it can 

thus be concluded that the C-480 molecules are mainly localised within the interfacial layer of 

the nanochannels, while the C-343 molecules are inhomogeneously distributed from the central 

aqueous core towards the interfacial region of the LLC nanochannels. The observed 

preferential localisation of the two coumarin probes at different regions of the nanochannels 

will be useful to elucidate the dynamics of the water networks at various layers of the LLC 

channels. 

 

 

Figure 3.2. Lifetime decay profiles of (a) C-343 and (b) C-480 in the Pn3m phase at different emission 

wavelengths (λex=402 nm).  

 

3.2.2 Hydration Dynamics of the Cubic LLC Phases 

To study the dynamics of water inside the nanochannels of LLC, fluorescence lifetime 

decays were collected for C-343 and C-480 in both cubic phases over a series of collection 

wavelengths by exciting at 402 nm (Figure 3.2 and Figure 3A.4). Both the coumarin probes 

display an emission wavelength-dependent fluorescence decay characteristics inside the LLC 

mesophases. Lifetime transients collected at the blue end of the emission spectrum exhibit a 

fast decay and at longer wavelengths the transients comprise of a distinct growth followed by 

a slow decay. The fast decay at the shorter wavelengths generally represents the fluorescence 

from unsolvated dipoles created on the photoexcitation of the probe molecules. The appearance 

of the negative pre-exponential at longer wavelengths corresponds to the relaxation process of 

the excited state coumarin dipole by the surrounding solvent molecules. Notably, in both the 
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cubic phases, the decay transients of C-343 fit to a triexponential function, exhibiting two rise 

components at longer wavelengths, but transients of C-480 exhibit biexponential nature with 

only one rise component at longer wavelengths. This implies that C-343 molecules possibly 

probe two classes of water dynamics inside these mesophases contrary to C-480, which senses 

only one kind of water dynamics inside the nanochannels. This gives further support regarding 

the hypothesised location of the probe molecules in the nanochannels.  

The time-resolved emission spectra (TRES) have been constructed by following the 

method given by Flemming and Maroncelli (Figure 3.3 and Figure 3A.5).40 The hydration 

dynamics of C-343 and C-480 in the Pn3m and Ia3d phases have been evaluated by calculating 

the solvent correlation function from the peak frequencies obtained by the log-normal fitting 

of TRES. The solvent correlation function is defined as, 

                                                 𝐶(𝑡) =
𝜈(𝑡) − 𝜈(∞)

𝜈(0) − 𝜈(∞)
                                                      (3.1) 

where ν(0) is the peak frequency at time, t=0 when the electronic excitation of the probe occurs, 

ν(t) is the peak frequency at any other time t and ν(∞) is the peak frequency at infinite time 

when the solvent relaxation process has been completed. The decay of C(t) with time (t) for C-

343 in both the cubic phases is fit to a triexponential function, 

                              𝐶(𝑡) = 𝛼1𝑒
−𝑡

𝜏1⁄ + 𝛼2𝑒
−𝑡

𝜏2⁄ + 𝛼3𝑒
−𝑡

𝜏3⁄                                            (3.2)  

here, 1, 2 and 3 are the hydration components with amplitudes α1, α2 and α3 respectively. The 

decay features and fitting parameters of C(t) are provided in Figure 3.4 and Table 3.1, 

respectively. The average hydration time of C-343 in the Pn3m phase is 4.3 ns with the 

individual components being 140 ps (22%), 990 ps (40%) and 10.30 ns (38%). Importantly, 

the overall average hydration time (~ 5 ns) of C-343 in the Ia3d phase is slower than that in the 

Pn3m phase and consists of individual hydration components with time scales 164 ps (27%), 

1.24 ns (40%) and 13 ns (33%). In contrast to the triexponential nature of the C(t) decay for C-

343, the C-480 probe exhibits a biexponential behaviour. The average hydration time of C-480 

in Pn3m is 3.3 ns with individual components ~ 880 ps (70%) and 9 ns (30%). The dynamics 

of C-480 in the Ia3d phase slows down appreciably, the average hydration dynamics being ~ 

5.5 ns with individual components of 1 ns (71%) and 16 ns (29%). It is noteworthy to mention 

here that using our TCSPC setup we are missing the initial inertial hydration components (<50 
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ps) such as the librational and intermolecular vibrational relaxations.41 The missing 

components have been calculated by using the method proposed by Fee and Maroncelli 

(detailed discussion and related parameters have been provided in the Appendix).42, 43 The 

percentage of the missing components using C-343 are found to be 22% and 23%, respectively, 

for the Ia3d and Pn3m phases. Because the absorption spectra of C-480 in nonpolar solvents 

are not structureless, the reliability of the missing component obtained from C-480 is 

questionable according to Fee and Maroncelli,42 hence, the missing components have been 

calculated using only C-343. 

 

 

Figure 3.3. Time-resolved emission spectra (TRES) of (a) C-343 and (b) C-480 in the Pn3m phase. The 

arrow indicates the time-dependent Stokes shift. The fluorescence intensities have been normalised to 

1.0 by dividing with the highest intensity of each spectrum.  

 

The three distinct hydration dynamics observed for C-343 in Pn3m and Ia3d, clearly 

point out the discretely different water networks in the nanochannels of the cubic phases. It is 

important to note here that, even the fastest component (~150 ps) in both the phases is much 

slower compared to the dynamics of bulk water which is around 1 ps,40, 41 connoting that the 

aqueous networks inside the restricted environment of LLC phases are significantly different 

than bulk water. Previous solvation studies inside other confined assemblies by MD 

simulations,44 small angle neutron scattering (SANS),45 dielectric relaxation spectroscopy46 

and nuclear magnetic resonance47 studies establish that the translational diffusion coefficients 

of confined water are 2-6 times slower than those observed in bulk water. The appreciable 

retardation in the dynamics of water molecules in the LLC phases is anticipated to arise due to 

hydrogen bonding with the polar headgroups of the lipid molecules at the lipid-water interface. 

Notably, it has been seen that, the -hydroxy groups of the lipid are projected inwards to the 

nanochannels and are involved in hydrogen bonding with the interfacial water molecules, thus 
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restricting their mobility.27 It has been reported that the hydrogen bonds between water 

molecules and the polar headgroup of the lipid are stronger by 4 kJ mol-1 than the hydrogen 

bonds between two water molecules in bulk water.48 Additionally, the water molecules at the 

immediate periphery of the lipid-water interface in turn also bind with the water molecules of 

the adjacent hydration shell and this domino effect is responsible for the slow hydration 

dynamics of each water layer, with the effect gradually decreasing towards the central core of 

the nanochannel. Thus, the water molecules at the central core of the nanochannels are 

perturbed to a minimum extent and they are expected to exhibit bulk water like dynamics (~1 

ps). It is important to note here that several layers of bound water can exist where the water 

molecules at the immediate vicinity of the lipid layer have the maximum rigidity. On the basis 

of the above reasoning, the fast (~ 150 ps) component observed in both the phases is assigned 

to the dynamics of ‘pseudo-bound’ water. The observed intermediate (~ 1 ns) dynamics in Ia3d 

and Pn3m phases is ascribed to ‘trapped/bound’ water molecules buried in the lipid headgroup 

region due to lipid fluctuation. Another plausible cause for the slow hydration component is 

the slow self-diffusion of the probe from the less polar regions (near the lipid-water interface) 

to the more polar regions (at the central core) of the nanochannels.23, 49 The origin of the 

ultraslow hydration component observed for C-343 in the two phases poses a unique question 

as the time scale of the component is too slow to correspond solely to water dynamics inside 

the aqueous channel. In fact, this kind of ultraslow dynamics (> 5 ns) has also been observed 

in other organised assemblies such as microemulsions,50 micelles51 and proteins.24 Although 

the bimodal dynamic exchange model52, 53 satisfactorily explains the slow component 

contribution (≥ 1 ns), it is inadequate to explain this ultraslow component (~ 10 ns). The 

plausible reason for the origin of the ultraslow solvation component that has been put forward 

by Bagchi et al. is the role of the macromolecular chain dynamics.49 They conceptualize that 

following the creation of the probe dipole, which is buried in the lipid bilayer, the neighbouring 

water molecules need to reorient to minimize the energy. This involves not only the rotation of 

the water molecules but also the ‘breathing’ motion of the associated surfactants. Thus, a 

possible cause for the ultraslow component in the LLC phases is the small amplitude 

‘breathing’ motion of the lipid headgroup. Notably, the contribution of large amplitude motion 

of the lipid headgroups can be eliminated as they occur in a longer time scale (~ 100 ns).54 
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Figure 3.4. Solvent response function (C(t)) of (a) C-343 and (b) C-480 in Pn3m and Ia3d LLC phases. 

 

 

Table 3.1. Decay parameters of C(t) of C-343 and C-480 in Pn3m and Ia3d phases. 

C-480 exhibits biexponential hydration dynamics in contrast to C-343, with individual 

components ~ 880 ps (70%) and 9 ns (30%) in Pn3m and ~1 ns (71%) and 16 ns (29%) in the 

Ia3d phase (Table 3.1). It is evident from the hydration dynamics components of C-480 that 

the probe is unable to map the dynamics of ‘pseudo-bound’ water in the central part of LLC 

nanochannels of both the phases, which was probed by the more hydrophilic C-343 molecule 

(~150 ps). Thus, the observed dynamics suggest that the dynamics (~ 1 ns) of the ‘bound water’ 

molecules buried in the lipid headgroup region and the cooperative motions of the lipid 

headgroups (> 10 ns) are probed by the C-480 molecules. This observation concurs with the 

steady state results, where the more hydrophobic C-480 probe is deemed to reside at the deeper 

layers of the nanochannels, and hence, the contribution of the ‘pseudo-bound’  water layers are 

absent in the components of hydration dynamics of this probe.  Notably, the self-diffusion of 

Sample α1 τ1 (ns) α2 τ2 (ns) α3 τ3 (ns) <τs>
a,b (ns) 

C-343 in Pn3m 0.22 0.14 0.40 0.99 0.38 10.3 4.31 

C-343 in Ia3d 0.27 0.16 0.40 1.24 0.33 13.3 4.93 

C-480 in Pn3m - - 0.70 0.88 0.30 9.13 3.35 

C-480 in Ia3d - - 0.71 1.03 0.29 16.5 5.54 

a ⟨τs⟩ = α1τ1 + α2τ2 + α3τ3 

 
b ±10 % 
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C-480 has a significant contribution towards the slower hydration dynamics in both Ia3d and 

Pn3m phases, which is reflected from the appreciable decrease in the FWHM of the TRES 

profiles at longer times. Additionally, the hydration dynamics slows down significantly in the 

Ia3d phase in comparison with the Pn3m phase. Although this has also been observed for C-

343, the effect is more highlighted for the C-480 probe. An important point to note here is that 

the dynamics of the bulk-like water is very similar in both Ia3d and Pn3m phases and the 

difference in the hydration dynamics between the two phases arises mainly at the longer time 

scales. 

While it is crucial to understand and assign the different categories of water molecules 

in the nanochannels, the principal motivation of this work is to interpret the differences in the 

microenvironment and hydration dynamics of the two cubic phases, Ia3d and Pn3m. We 

anticipate that the curvature of the lipid bilayers as well as the geometry of the phases is the 

key to rationalise the observed differences of the water dynamics between the Ia3d and Pn3m 

nanochannels. According to the bimodal theory of the dynamic exchange between the ‘bound’ 

and ‘free’ water molecules,52, 53 inter-conversion between these molecules is the rate-

determining step in solvation dynamics, which is governed by the diffusion of the water 

molecules. Here, it is assumed that the ‘free water molecules’ are free to rotate and the ‘bound 

water molecules’ can rotate only in restricted cooperation with the binding system. In the Ia3d 

phase, the two water channels have trifold connectivity (120°) whereas the Pn3m phase has 

tetrafold connectivity (109.5°).55 From these geometrical characteristics of the two phases it 

can be reasoned that the tetrahedral connection angle of the water channels in the Pn3m phase 

would provide a faster pathway for the diffusion of ‘free/pseudo-bound’ water molecules 

compared to the trifold connected channels of the Ia3d phase, leading to a slower water 

dynamics in the latter phase. Apart from the diffusion-controlled exchange of bound and free 

water molecules, the slow hydration component has also been determined to arise from the 

self-diffusion of the probes, particularly for C-480. It is expected that the diffusion of the probe 

is also more facile in the water channels of Pn3m phase from the topologic features of the 

phases. This behaviour has also been mirrored in the literature-report of diffusion-controlled 

enzyme kinetics in the LLC matrices.56 It is seen that at the same channel size, the tetrafold 

geometry of Pn3m provides the fastest diffusion of substrates to the entrapped enzymes active 

sites, and subsequent products also diffuse away fastest, due to the tetra-fold connectivity.56 

On the other hand, some recent reports suggest that the diffusion of point-like molecules will 

be faster in the Ia3d phase compared to Pn3m owing to the lesser presence of bottlenecks in 
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the former structure.57, 58  Notably, from the results, it is evident that the dynamics of pseudo-

bound water molecules are very similar in both Ia3d (0.16 ns) and Pn3m (0.14 ns) indicating 

that the diffusion behaviour for these water molecules in both the phases is similar. 

Consequently, for the prepared Pn3m and Ia3d phases at the same water content (22%), the 

effect of water nanochannel connectivity leading to a difference in the hydration dynamics 

between the two phases is minimum. We have also calculated the radius of the water 

nanochannels of both these phases (from the diffraction peaks of SAXS depicted in the 

Appendix), which lies in the range 2 nm - 2.3 nm. The larger radius of the water nanochannels 

compared to the size of the water molecules also concurs with the observed minimum 

differences in the dynamics of the pseudo-bound water molecules in the two phases. Thereby, 

it can be concluded the overall slower hydration dynamics in the Ia3d phases compared to 

Pn3m arises from some other structural factors rather than the water channel connectivity or 

radius of the two phases. The differences in the hydration dynamics of the two cubic phases 

are majorly observed in the third component (small amplitude motion of lipid head groups) and 

to a lesser extent in the second component (water molecules trapped in the lipid bilayer region). 

This implies that the differences in Pn3m and Ia3d mainly arises from the geometrical aspects 

of the lipid-water interface region.  

  In this regard, a salient feature is that the two cubic phases have subtle differences in 

their structural aspects with respect to the curvature elastic energy and the hydrophobic packing 

stress.  The inverse bicontinuous cubic phases (Ia3d and Pn3m) having negative interfacial 

curvature (wherein the hydrophilic/hydrophobic interface curves towards the hydrophilic 

domain) are composed of a single continuous lipid bilayer draped on a minimal surface.59 The 

lipid bilayers have been simplistically considered as an infinitely thin elastic surface where the 

curvature elastic energy is the energy cost associated with deformations of the surface by 

changing the mean or Gaussian curvature.59 The hydrophobic packing stress is defined as the 

energy penalty required for deforming the lipid chain away from its preferred average shape.60 

The packing stress, the curvature elastic energy and negative curvature follow the order, Ia3d 

> Pn3m.15,61 From the nanochannel radius calculations as well, it is evident that the Pn3m  

phase will have a higher negative value of Gaussian curvature as the two quantities are 

inversely related.57, 58 Consequently, compared to Ia3d, in Pn3m the spontaneous curvature of 

the lipid bilayer towards water region decreases. This connotes that the hydrophilic headgroups 

of the lipid molecules that are facing towards the channels are more closely packed in the Ia3d 

phase than those in the Pn3m phase. This leads to a higher restriction in the rotational mobility 
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of the hydrophilic headgroups of the lipid molecules in the Ia3d phase compared to the Pn3m 

phase. This is evident in the increased value of the ultraslow component (>10 ns), which is due 

to the slow amplitude motion of lipid headgroups, in the Ia3d phase in comparison with the 

Pn3m phase for both C-343 and C-480. Notably, the effect was more apparent for the C-480 

probe, which is preferentially localised near the lipid regions than the C-343 probe due to its 

higher hydrophobicity. As a result, the motion of the lipid polar groups probed by C-480 in the 

Pn3m phase, which was ~9 ns, slowed down significantly to ~16 ns in Ia3d phase. Importantly, 

the curvature of the polar headgroups in turn also hinders the mobility of the water molecules 

bound to them (intermediate hydration component). It has been previously observed that, in 

systems with higher curvature, a water molecule in the periphery cannot have simultaneous 

favourable interactions with all of the polar headgroups near it, which increases the energy 

barrier leading to slower dynamics of the bound/trapped water molecules. This kind of 

topological effect termed as ‘curvature-induced frustration’,62 is more pronounced in the Ia3d 

phase than the Pn3m phase, leading to the overall slower hydration dynamics in the Ia3d phase. 

To sum up the results of hydration dynamics, we have used two coumarin molecules of 

ranging hydrophobicities to probe the dynamics of water at different layers in the aqueous 

nanochannels of cubic LLC phases. C-343 exhibits fast, slow and ultraslow hydration 

components whereas C-480 only shows the latter two components. It is noteworthy to mention 

here that we have previously reported the solvation dynamics of C-343 in the HII LLC phase at 

the same water content and solvation components of similar time scales were obtained. We 

have anticipated the existence of two classes of water molecules in the nanochannels, where 

one hydration shell comprises water molecules bound to the hydroxyl groups of the lipid. The 

cooperative motions of the lipid molecules slow down the translational and rotational motions 

of these bound water molecules and are accountable for the slow hydration dynamics. Another 

hydration shell comprises of the ‘pseudo-bound’ water and is responsible for the fast dynamics. 

These water molecules are hydrogen-bonded to the bound water molecules, which causes a 

restriction in their motion and hence, they exhibit slower dynamics compared to bulk water. 

The ultraslow component is attributed to the small amplitude motion of the lipid headgroups. 

The dynamics of the ‘pseudo-bound’ (~ 150 ps) water detected in our case is similar to the 

slowest component observed by Zhong et al. in the Pn3m phase which they had attributed to 

one of the layers of bound water.28 However, since tryptophan is unsuitable for detecting 

nanosecond dynamics, the contributions of the slow and ultraslow components have been 

missed in their study. Although the various aspects such as basicity of water confined in the 
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nanochannels,22 structure-temperature relationship25, 27 surfactant dependent packing stress 

etc.16 of the different LLC phases have been documented, there is a stark lack in the comparison 

between the two cubic LLC phases, Ia3d and Pn3m in terms of the properties of the water 

molecules confined in the nanochannels. Considering the crucial applications of the two 

different cubic phases based on their nanochannels1, 17, 18, 20, 21 we have explored hydration 

dynamics in the Ia3d and Pn3m phases and elucidated in details the influence of curvature 

topology and geometry on the differences in the observed water dynamics between the two 

phases. 

 

3.2.3 Time-Resolved Fluorescence Anisotropy Study 

The observed evidence of diverse water networks inside the LLC phases suggests that 

the local viscosities in the various regions of the nanochannels may also differ. In this regard, 

time-resolved fluorescence anisotropy measurement is considered to be an efficient technique 

to estimate the mobility of the probe molecule and hence predict its surrounding microviscosity 

(Figure 3.5, Table 3.2). Both from the steady state and the hydration dynamics studies, it is 

apparent that C-480 is largely localized near the hydrophobic interfacial regions of the channels 

whereas, C-343 is more evenly distributed in the nanochannels of the LLCs. Thus, the 

rotational diffusion time constants of C-343 is expected to provide more thorough information 

regarding the microviscosity at various depths in the aqueous channels of the LLC phases. 

Subsequently, we have carried out the time-resolved anisotropy measurements of C-343 in both 

the cubic phases, Ia3d and Pn3m, in order to understand the differences in the microviscosities 

experienced by the coumarin probe as a result of the geometrical architecture of the 

mesophases. The anisotropy transients of C-343 in both Pn3m and Ia3d phases exhibit 

triexponential decay with fast (~120 ps), intermediate (~ 1 ns) and slow nanosecond (~ 3 ns) 

components. Here, it is necessary to mention that the rotational relaxation of C-343 in bulk 

water occurs at ~ 130 ps time scale. Thus, the observed fast ~125 ps time constant in the LLC 

phases suggests the rotational motion of the probe in the central part of the water channels, 

where the water exhibits a bulk-like behaviour.  The ~ 1 ns component in both the phases is 

believed to be originated from the rotational relaxation of the C-343 molecules that are 

partitioned in the region between the central ‘water pool’ and the ‘lipid-water interface’. The 

observed slowest rotational relaxation component is credited to the coumarin probe partitioned 

near the lipid-water interface regions of the nanochannels. The C-343 molecules in this region 

can take part in hydrogen bonding with the polar headgroups of the lipid and also with the 
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‘bound water’ molecules, which effectively hinders the mobility of the probe molecule. The 

slower rotational relaxation times of C-343 in the Ia3d phase compared to the Pn3m phase 

highlights the retarded mobility of the C-343 molecules due to the geometrical restrictions of 

the former phase, such as, higher negative curvature of the lipid bilayer towards the water 

domains, higher curvature elastic energy as well as the hydrophobic packing stress, which have 

been discussed in details in the previous section. The retarded relaxation dynamics in the Ia3d 

phase points towards a higher microviscosity faced by the C-343 molecules in the Ia3d 

nanochannels owing to the stiffness rendered to the water layers as a result of their restricted 

mobility. The microviscosity in the different regions of the aqueous nanochannels of the two 

cubic phases has been estimated by the Debye-Stokes-Einstein equation,63 

                                                     𝜂 =
𝜏𝑟𝑘𝐵𝑇

𝑉
                                                                    (3.3) 

where τr is the rotational relaxation time obtained experimentally, kB is the Boltzmann constant, 

T is the temperature in Kelvin scale and V is the volume of the probe molecule (considering a 

radius of 5.20 Å for C-343, refer to Scheme 3A.1 in Appendix).  

 

 

Figure 3.5. Time-resolved anisotropy measurements C-343 in both Pn3m and Ia3d phase. (λex = 402 

nm and λem = 490 nm)  
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Table 3.2. Rotational relaxation dynamics parameters of C-343 in Pn3m and Ia3d phases. 

Medium r0 α1 τ1 (ns) η1 (cP) α2 τ2 (ns) η2 (cP) α3 τ3 (ns) η3 (cP) 

Water 0.37 1.0 0.130 0.91 - - - - - - 

Pn3m 0.38 0.26 0.125 0.87 0.54 0.900 6.30 0.20 2.86 20.00 

Ia3d 0.38 0.25 0.130 0.91 0.45 1.10 7.70 0.30 3.30 23.10 

      

Using the fast-rotational relaxation time (~130 ps) of C-343, the calculated 

microviscosity for Pn3m and Ia3d phases turns out to be 0.87 and 0.91 respectively, which is 

close to the micro-viscosity sensed by C-343 in bulk water, implying the existence of ‘bulk 

water’ like region inside the central core of the nanochannels. The microviscosity calculated 

using the ~ 1 ns rotational time constant is found to be 6.30 cP for Pn3m and 7.70 cP for Ia3d. 

This depicts the microviscosity sensed by C-343 molecules in the regions intermediate between 

the central ‘water pool’ and the lipid-water interface of the cubic nanochannels. The 

microviscosity in the interfacial regions of the nanochannels have been calculated from the 

slowest component, with the interfacial regions of Ia3d exhibiting a higher microviscosity 

(23.10 cP) than Pn3m (20.0 cP). Two plausible factors can be put forth to explain the high 

microviscosity of the water confined in the LLC nanochannels, one being the different 

hydrogen-bonded structure of the water in a confined geometry as compared to that of bulk. 

The other contributing factor is the hydrogen bonding between the water molecules and the -

hydroxy groups of the lipid which is mainly responsible for the drastic > 20-fold increase in 

the microviscosity of the interfacial water compared to bulk water. This kind of bonding causes 

a certain ‘stiffness’ to the water molecules, which has also been previously reported for other 

gel-like materials.64 In a nutshell, time-resolved fluorescence anisotropy studies provide insight 

into the existence of a microviscosity gradient inside the LLC phases, which is attributed to the 

variation of hydrogen-bonded networks inside the nanochannels. 

 

3.3 Conclusion 

The rationale behind this work was to elucidate the influence of the topology of the two 

cubic phases, Ia3d and Pn3m, on the distinct natures of their respective nanochannels with 

regards to micropolarity, microviscosity and the hydration dynamics. From the steady state 

fluorescence and REES studies of two coumarin probes (C-343 and C-480), it is clear that 
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hydrophobicity of the probes controls their distributions inside the nanochannels. The 

hydrophobic C-480 is lodged homogenously near the less polar lipid headgroups, whereas C-

343 is inhomogeneously distributed across the entire depth of the nanochannels. This gives an 

estimate of the micropolarity of the lipid-water interface as similar to ethanol and that of the 

more polar central core as like ethylene glycol. Utilising the preferential locations of the 

molecules, we have probed the hydration dynamics of the mesophases where the ultraslow 

component has been ascribed to the small amplitude motion of the lipid headgroups. The slow 

component is assigned to the restricted motion of the water molecules bound to the hydrophilic 

headgroups and the fastest component to the ‘pseudobound’ water molecules that are 

hydrogen-bonded to the bound water molecules. Previously reported hydration dynamics for 

the Pn3m phase did not include any slow components (> 150 ps), and more importantly any 

comparison with the other cubic phases was completely absent. The principal importance of 

this work lies in the observation that the hydration dynamics of the bound water and the motion 

of the lipid headgroups is significantly slower in the nanochannels of the Ia3d phase than the 

Pn3m phase and this is credited to the subtle differences in topology and other geometrical 

aspects of the aqueous channels. The greater negative curvature of the lipid layer, higher 

curvature elastic energy and more hydrophobic packing stress in the Ia3d phases is expected 

to restrict the flexibility of the lipid headgroups and consequently also the rotational mobility 

of the water molecules bound to them as compared to the Pn3m phase. The different 

microviscosities in the two phases have been evaluated by time-resolved fluorescence 

anisotropy of C-343 and it is apparent that the microviscosity in the Ia3d phase is higher than 

the Pn3m phase. 
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3.5 Appendix 

 

 

Figure 3A.1. Polarised optical microscopy images of dye loaded Ia3d and Pn3m phases. The blank 

images indicate the inactivity of the highly symmetric cubic phases towards polarised light. 

 

 

Figure 3A.2. Small-angle X-ray scattering pattern of (a) Pn3m and (b) Ia3d phases at 298 K. 

C343 in Ia3d C343 in Pn3m 

C480 in Ia3d C480 in Pn3m 
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Figure 3A.3. Excitation dependent emission spectra of (a) C-343 and (b) C-480 in Ia3d phase. The 

arrow in (a) depicts the redshift in emission with excitation wavelength. The intensities are normalised 

to 1.0 by dividing with the highest intensity of each spectrum. 

 

 

Figure 3A.4. Lifetime decay profiles of (a) C-343 and (b) C-480 in Ia3d phase at different emission 

wavelengths (λex=402 nm). 

 

 

Figure 3A.5. Time-resolved emission spectra (TRES) of (a) C-343 and (b) C-480 in Ia3d phase. The 

arrow indicates the time-dependent Stokes shift.  
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Figure 3A.6. Excitation spectra of C-343 in Ia3d and Pn3m LLC phases. 

 

 

Figure 3A.7. Excitation spectra of C-480 in Ia3d and Pn3m LLC phases. 

 

 

Scheme 3A.1. The longest diameter in the C-343 molecule taken for the microviscosity calculations 

based on the time-resolved fluorescence anisotropy has been marked. 

3.5.1 Calculation of missing solvation components 

The percentage of missing solvation component has been calculated by the method 

proposed by Fee and Maroncelli using C-343 loaded Pn3m and Ia3d phases.A1 The time-zero 
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has been estimated from the steady state absorption and fluorescence data using the following 

equation, 

                         𝜈𝑐𝑎𝑙(𝑡 = 0) ≈ 𝜈𝑝,𝑚𝑑(𝑎𝑏𝑠) − [𝜈𝑛𝑝,𝑚𝑑(𝑎𝑏𝑠) − 𝜈𝑛𝑝,𝑚𝑑(𝑓𝑙)]          (3A. 1) 

where, the subscripts ‘p’ and ‘np’ denote polar and non-polar spectra, respectively. The 

frequencies in the above equation are mid-point frequencies and have been calculated by, 

                                                 𝜈𝑚𝑑 =
𝜈− + 𝜈+

2
                                                                  (3A. 2)      

where, ν- and ν-  are the low and high frequencies on the half-height points of the spectrum. 

Hexane has been used as the non-polar solvent for this calculation. Here, we have considered 

the excitation spectra of C-343 in case of dye loaded LLC cubic phases, as the absorption peaks 

in the absorption spectra are masked by the intense scattering from the solid gel-like samples. 

The calculated time-zero frequency (νcal (t=0)), observed time-zero frequency (ν0), the 

frequency at infinite time (ν∞) and the percentage of missing component is listed in Table 3A.1. 

The proportion of missing component is defined as, 

                                                            
𝜈𝑐𝑎𝑙(0) − 𝜈(0)

𝜈𝑐𝑎𝑙(0) − 𝜈(∞)
                                                                      (3A. 3)        

 

Table 3A.1. Parameters for missing solvation component. 

 

3.5.2 Appendix Reference 

A1. R. S. Fee, M. Maroncelli, J. Chem. Phys., 1994, 183, 235-247. 

Sample νcal (0)/cm-1 ν (0)/cm-1 ν (∞)/cm-1 
Percentage of 

missing component 

C-343 in Pn3m 21574 21282 20294 23% 

C-343 in Ia3d 21441 21164 20220 22% 
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4.1 Introduction 

Water is the most prevalent and crucial liquid in nature but its properties are puzzling 

and far from well understood even today. In addition to the colossal presence of water in its 

bulk form, the water molecules are also salient in both biological systems and synthetic 

materials.1 Investigations have led researchers to elucidate that the water molecules confined 

in these systems are essentially very different from bulk water in terms of their hydrogen-

bonded structure and properties.1, 2 For instance, confined water molecules often exhibit 

anomalous phase behaviour, like, low dimension ice formation.3, 4 Additionally, the self-

diffusion behaviour and mobility of entrapped water molecules or water in proximity to 

interfaces vary substantially from bulk water. Under confinement, the self-diffusion of water 

molecules is extensively influenced by the surface that is in contact with the water molecules, 

due to the hydrogen bonding and Coulombic interactions at the interface.5, 6
 These kinds of 

differential behaviours of water molecules confined in various self-assembled arrangements 

have far reaching implications in diverse fields such as nanotechnology,7 electrochemistry and 

energy storage devices,8 catalysis,9 biology,10 drug delivery,11
 etc. Consequently, it is essential 

to obtain a fundamental understanding of the physical properties of water molecules confined 

in nanopores as well as determine the factors that lead to the deviations in the behaviour of the 

confined water as compared to bulk. In this context, a class ‘soft’ lyotropic liquid crystalline 

(LLC) materials, comprising self-assembled structures of water and lipids have gained 

widespread popularity in recent years, on account of the intrinsic nature of the aqueous domains 

in them. The self-assembly of monoglyceride lipids gives rise to a number of inverse LLC 

phases, such as the 1D hexagonal phase (HII), the 2D planar lamellar phase (Lα), and the 3D 

bicontinuous cubic phases (V2), as a function of water concentration and temperature (Scheme 

4.1).12-14 The inverse mesophases comprise of water domains that hydrate the lipid headgroups 

and are encased in a continuous lipid matrix. Owing to the unique behaviour of water molecules 

trapped in them, these materials have been extensively used in food technology,12, 15 

pharmaceutics,16, 17 as nanoreactors,18 in biomedical sensing,19 etc. The characteristic topology 

of the mesophases renders each nanostructure with certain properties that are useful in specific 

applications. For instance among these mesophases, the inverse hexagonal phase has been 

found to be promising as a drug and nutrients carrier and template for the synthesis of 

nanomaterials.18, 20, 21  On the other hand, the inverted  bicontinuous cubic phases have been 

used as protein-hosting reservoirs for the crystallization of membrane proteins which do not 
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crystallize in bulk and as matrices for the detection of viruses and bacteria, including HIV and 

Ebola.22, 23  

 

 

Scheme 4.1. Schematic representation of the inverse hexagonal (HII) and bicontinuous cubic (Ia3d and 

Pn3m) LLC phases.  

 

The macroscopic functions and applications of the LLC phases are expected to be 

dictated by the precise nature of the water nanochannels, dynamics of the trapped water 

molecules and the local heterogeneity of the phases.24 Consequently, researchers have invested 

efforts in understanding the ways in which the trapped water molecules inside the nanochannels 

of LLC differ from bulk water in order to augment the applications of these materials in various 

fields. Following this, a number of studies have explored the existence of various classes of 

water molecules at different regions inside the LLC nanochannels, which are distinguished by 

their distinctly sluggish dynamics compared to bulk water.25-27 In continuation of these efforts, 

we have recently studied how the differences in the structural topology of the water 

nanochannels of cubic LLC phases impact the hydration dynamics, micropolarity and 
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microvicosity of the contained water molecules.28 However, there is still a lacuna in the 

understanding of the hydrogen bonding behaviour of the confined LLC water molecules in 

terms of their hydrogen bond donating and accepting abilities. As these parameters are 

fundamentally very important for a comprehensive knowledge of a solvent, it is pivotal to 

elucidate the hydrogen bonding nature of the water molecules contained inside the LLC 

materials. In addition, the implications of the slower hydration dynamics of the aqueous 

networks inside the LLC nanochannels are not completely comprehended, especially on 

intramolecular H-bonds. Notably, intramolecular hydrogen bonds are of special importance as 

they render conformational stability to most biomolecules like DNA and proteins by providing 

the directional organization for distinct folds.29 The intramolecular hydrogen bonds can also 

induce conformational switching in synthetic molecules and impact the solubility, permeability 

and potency of drugs and other synthetic molecules.30, 31 Keeping this in mind, it becomes 

crucial to understand the effects of the confined water molecules inside the nanochannels of 

LLC on the intramolecular hydrogen-bonds of encapsulated drugs or biomolecules. 

 

 

Scheme 4.2. Chemical Structures of 3-Hydroxyflavone (3HF), Fisetin (FIS) and 1-Oleoyl-rac-glycerol 

(GMO).  

 

One of the most efficient ways to probe the hydrogen bonding characteristics of the 

LLC water molecules and their effects on the intramolecular hydrogen bonds of target probes 

is by the phenomenon of ‘excited state intramolecular proton transfer’ (ESIPT) of model 

molecules. The ESIPT is generally a four-level photocycle (E  E*  T*  T) involving the 

keto (T) - enol (E) phototautomerisation.32, 33 The important features of the ESIPT phenomenon 
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are, a large Stokes shifted emission of the phototautomer, dual emission, ultrafast (< 20 ps) 

proton transfer and most importantly a spectral sensitivity to the dynamics of the surrounding 

solvent and its Kamlet-Taft parameters, which are the polarity, hydrogen bond donating and 

accepting abilities.34, 35 Among all the ESIPT molecules, 3-Hydroxyflavone (3HF) is widely 

considered as a prototype for observing excited state intramolecular proton transfer and is an 

ideal model for our purpose (Scheme 4.2). We have also probed the fate of the excited state 

intramolecular proton transfer for fisetin (FIS) (Scheme 4.2), a derivative of 3HF, inside the 

aqueous nanochannels of LLC to substantiate that the effects of the LLC water molecules is 

not exclusive to only one particular molecule. The 3HF moiety behaves like a weak acid in the 

ground state (pKa (S0) = 8.35), but the acidity drastically increases in the first excited state (pKa 

(S1) = -1.50).36 In addition to the effect of the trapped water molecules on ESIPT, we also 

determine the influence of structural topology of the aqueous LLC nanochannels on the ESIPT 

process. Interestingly we have observed that both the ESIPT probes point towards a 

heterogeneity in the hydrogen bond donating and accepting behaviour of the water molecules 

inside the nanochannels. Quite surprisingly, despite the general protic solvent (alcohol) like 

polarity of the water molecules throughout the nanochannels, the spectral features of the probes 

imply that in some regions of the nanochannels the hydrogen bonding behaviour is distinctly 

different from either alcohols or bulk water. It has been found that the ultrafast ESIPT dynamics 

gets retarded by almost 15 times inside the LLC nanochannels and the ESIPT rate is influenced 

by the structural topology of the LLC phases, with the process being the slowest in HII and 

fastest in the Pn3m phase. In general, the rate of ESIPT is quite fast even in confined systems 

and such a dramatic extent of retardation is extremely rare. We believe that the insights in this 

work will add significantly to the existing knowledge about the properties of the aqueous LLC 

nanochannels, hence promoting and modulating the future applications of the LLC-based 

systems.  

 

4.2 Results and Discussion 

4.2.1 Characterization of LLC Phases 

The LLC systems have been characterised by their observed signature textures in the cross 

polarizer, using polarised optical microscopy (POM). The reverse hexagonal (HII) phase shows 

birefringent “fan” like textures (Figure 4A.1) which is characteristic of the phase.  However, 

Ia3d (G) and Pn3m (D) phases do not exhibit any optical textures in the POM images due to 
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their optically isotropic and highly ordered cubic symmetry. Thus, the mesophases, HII, Ia3d 

and Pn3m have been characterised by the SAXS measurements (Figure 4A.2), wherein the 

mesophases exhibit the characteristic ratios of their peak positions - HII (√1:√3), Pn3m 

(√2:√3:√4:√6:√8) and Ia3d (√6:√8:√14:√16:√20). The dimensions of the nanochannels have 

been calculated from the first intense peak in the diffraction pattern and it has been observed 

that the diameter of the nanochannels (4-5 nm for all the mesophases) is much larger than the 

size of either 3HF or FIS. 

 

4.2.2 Steady State Emission Study 

FIS typically absorbs at ~ 369 nm and a significant absorption extends up to 420 nm in 

water and other polar protic solvents (Figure 4A.3). The peak at 369 nm corresponds to the 

normal (FN) form of FIS and the lower energy absorption at >400 nm is attributed to the ground 

state anion (FA).37, 38 Emission spectra of FIS are recorded at two different excitation 

wavelengths, one (λex = 360 nm) for the normal (FN) (Figure 4.1 (a)) and the other (λex = 430 

nm) for the anionic (FA) (Figure 4.1 (b)) species, respectively. Excitation of FIS at both 360 

nm and 430 nm in water leads to an extremely broad emission band centered ~ 495 nm, 

indicating the contribution from multiple emitting species. The broad emission band 

encompasses the contributions majorly from the anionic form (~ 490 nm) and the 

phototautomeric form (FT*) which generally emits around 530 nm (Scheme 4.3). The 

phototautomer of FIS is generated by the intramolecular proton transfer process (ESIPT) from 

the excited state normal form of FIS (Scheme 4.3). In stark contrast to the emission behaviour 

of FIS in water (λex = 360 nm), the broad emission peak completely vanishes in all the FIS-

loaded LLC phases and two distinctly well separated peaks appear at ~425 nm and ~535 nm 

(Figure 4.1 (a)). The emission peak at the lower wavelength (~ 425 nm) is attributed to the 

excited state normal form (FN*), whereas the other stokes shifted peak (~ 535 nm) is ascribed 

to the FT* species.37, 38 Although on excitation at 360 nm the FA* emission (λem = 490 nm) is 

absent in the FIS-loaded LLC phases, on excitation at 430 nm (Figure 4.1 (b)) the LLC phases 

exhibit the FA* peak in the range 485 - 490 nm with a small shoulder at ~ 535 nm. In order to 

interpret the observations of FIS inside the nanochannels of the LLC phases, it is necessary to 

look into the spectral patterns of FIS in bulk solvents. The excited state behaviour of FIS and 

the relative population of each species is highly sensitive to the polarity, hydrogen bond 

donating ability (α) and hydrogen bond accepting ability (β) of the surrounding medium with 
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the last factor often being more dominant.39 Generally, the anionic species exists exclusively 

in solvents that have a good proton accepting capability (β), like water or alcohols. In contrast, 

the formation of the phototautomer relies on the efficiency of the ESIPT process, which 

depends on the hydrogen bonding ability between the hydroxyl group and the adjacent carbonyl 

moiety of FIS. A good indication of the ESIPT efficiency is given by the relative fluorescence 

intensities of the normal and phototautomer forms (IN*/IT*), which generally has an increasing 

trend with an increase in the β and α values of solvents (Table 4A.1). To illustrate, solvents 

such as benzene that have low β and α values, perturb the intramolecular hydrogen bond to a 

lesser extent leading to an efficient ESIPT process. In contrast, solvents having both high β and 

α values can compete to form intermolecular hydrogen bonds with the carbonyl and hydroxyl 

moieties of the molecule, thereby, hindering the ESIPT process (Figure 4A.4, Table 4A.1). In 

aprotic solvents like acetonitrile and tetrahydrofuran, which have moderate β and α values, FIS 

exhibits two well separated peaks for the N* (~ 420 nm) and T* (~ 535 nm) species, with the 

intensity of the latter peak being much higher than the former peak. In most polar protic 

solvents, because of their high hydrogen bond accepting abilities (β), the solvents also give rise 

to anionic emission resulting in a broad emission feature.  

 

 

Scheme 4.3. Ground and excited state proton transfer pathways of fisetin and 3-

Hydroxyflavone and the different possible excited state species.  
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FIS in the aqueous nanochannels of LLC phases exhibit two contrasting kinds of 

emission features conditional on the excitation wavelength - one similar to water/alcoholic 

solvents (λex = 430 nm: FA* with shoulder at FT*) and the other comparable to medium polar 

aprotic solvents (λex = 360 nm: FT* with a smaller peak at FN* (Figure 4A.4). This leads us to 

believe that the FIS molecules sense a different solvent like environment depending upon their 

localisation in the nanochannels of LLC phases. Previously, we have reported that the 

micropolarity near the lipid-water interface is similar to ethanol and that near the intermediate 

and central region of the nanochannels is similar to ethylene glycol.25, 28 Hence, it can be 

generalised that the LLC nanochannels have an overall ‘alcohol like’ polarity. Although one of 

the emission patterns of FIS-loaded LLC phases (λex = 430 nm) matches quite well with the 

reported alcohol like environment in the nanochannels, the other emission spectra (λex = 360 

nm) are completely disparate from the emission features of FIS in alcohols or water (Figure 

4A.4). These contrary emission patterns of FIS in the aqueous nanochannels of LLC phases 

and the simultaneous presence of the three forms of the molecule connotes that the hydrogen 

bond donating and accepting abilities of LLC water molecules is not homogenous throughout 

the nanochannels. Moreover, the emission spectra at 360 nm excitation of FIS inside the LLC 

phases also clearly signify that, despite the general alcohol like polarity throughout the aqueous 

nanochannels, the hydrogen bond donating and accepting abilities of the water molecules seem 

to be similar to less polar aprotic solvents in some regions of the nanochannels. 

 

 

Figure 4.1. Steady state emission spectra of FIS in water and different LLC phases on excitation at (a) 

360 nm and (b) 430 nm.  
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The observations so far underline the peculiar properties of the confined LLC water 

molecules in terms of their hydrogen bond donating and accepting abilities. To substantiate 

this claim, it is pertinent to establish that this unusual property of the confined LLC water 

molecules is sensed by other similar ESIPT probe molecules and is not exclusive to FIS. 

Consequently, we have probed the effects of the LLC water molecules on the excited state 

behaviour of the parent flavonoid molecule of FIS, namely, 3HF. Aqueous solution of 3HF 

exhibits a dominant absorption peak ~ 340 nm with a hump at 300 nm and both these peaks 

correspond to the normal form (HN) of the molecule (Figure 4A.6).40 3HF in water shows two 

distinct emission peaks on excitation of the normal form, one being a significantly more intense 

peak at ~ 515 nm and the other at ~ 420 nm (Figure 4.2 (a)).40 The peak at 515 nm corresponds 

to the tautomeric emission (HT*) generated by the ESIPT process, while the other peak at 420 

nm is attributed to the emission from the normal form (HN*).40 On confinement of 3HF in the 

aqueous nanochannels of the LLC phases, both the emissions for the HN* and the HT* species 

are observed. However, the HT* emission gets red-shifted from 515 nm to ~ 530 nm and the 

HN* peak gets blue-shifted from 420 nm to ~ 407 nm. It has been reported in literature that 

with a decrease in the polarity of the surrounding medium, the HN* emission gets blu- shifted 

but the HT* emission gets red-shifted for the 3HF molecule.40, 41 The emission maximum 

positions for both HN* and HT* species in the nanochannels of LLC phases closely resemble 

with those of lesser polar solvents than water like methanol and acetonitrile (Figure 4A.7). It 

is pertinent to mention here that, one of the emitting forms of 3HF which is absolutely unique 

to alcohols and is completely absent in either water or even acetonitrile is the anionic form.  

The anionic form of 3HF absorbs ~ 410 nm and gives rise to a broad structureless emission ~ 

480 nm.42 Interestingly, on excitation of the 3HF-loaded LLC phases at 410 nm (Figure 4.2 

(b)), an emission ~ 480 nm is observed signifying the presence of anionic species. The evidence 

of anionic species in the LLC phases is also clear in the excitation spectra collected at the 

anionic emission (λem = 480 nm). A peak ~ 410 nm is manifested in the excitation spectra 

(Figure 4A.8 (a)), corresponding to the anionic species, which is also present in the excitation 

spectra of alcohols but absent in water. The aforementioned spectral observations resonate with 

the reported alcohol like polarity of the LLC nanochannels.25, 28 In a nutshell, 3HF in the LLC 

phase exhibits emission from all the three species namely, normal (HN*), phototautomer (HT*) 

and anion (HA*). Similar to FIS, the spectral behaviour of 3HF is dependent on the polarity as 

well as the α and β values of the surrounding solvent medium with the ESIPT process being 
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the most favoured in non-polar aprotic solvents. The influence of solvents with different 

hydrogen bond donating and accepting abilities is manifested on the ratio of fluorescence 

intensities of the tautomeric species and the normal species, which dictates the ESIPT 

efficiency (Table 4A.1).43 Interestingly, although the presence of anionic emission in the LLC 

nanochannels reflects an alcohol-like environment, the ratio of IHN* /IHT* in the LLC phases is 

quite different from the values for alcohols. In fact, the observed ratio of IHN* /IHT* is in between 

the values reported for aprotic solvents like acetonitrile and protic alcohols.43 Thus, on one 

hand, although the anionic emission and positions of the HN* and HT* emission bands signal 

that the hydrogen bond donating and accepting abilities of LLC water molecules are similar to 

alcohols but on the other hand, the ratio of IHN* /IHT* signifies hydrogen bond donating and 

accepting abilities are very different from bulk alcohols. These contrasting observations concur 

with the previously drawn conclusions from the ESIPT behaviour of FIS in the LLC phases 

regarding the heterogeneity in the hydrogen bond donating and accepting abilities of water 

molecules inside the LLC nanochannels.  

 

 

Figure 4.2. Steady state emission spectra of 3HF in bulk solvents and different LLC phases on 

excitation at (a) 340 nm and (b) 410 nm.  

 

It has been observed for the lipid/surfactant based self-assembled systems that the water 

molecules buried near an amphiphile-water interface are generally basic in nature owing to 

their high β value and this basicity gradually decreases from the bound water to the intermediate 

water layers having bulk-like behaviour.44, 45 Recent reports suggest that the pH of water near 

the hydrophilic headgroups of LLC phases mimics that of a pH > 8 bulk aqueous solution and 

act as a better nucleophile compared to bulk water.24, 46 From these prior literature reports, we 
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believe that the FIS or 3HF molecules buried near the polar headgroups at the lipid-water 

interface may be responsible for the anionic (A*) emission. On the other hand, the FIS or 3HF 

molecules residing away from the polar headgroups, near the intermediate water layers, are 

accountable for the dual emission from the tautomeric (T*) and normal (N*) forms (λex = 

360/340 nm).  Interestingly, we observe that the fluorescence intensity of N* is higher in HII 

compared to the cubic LLC phases by ~ 1.75 and ~ 1.16 times for 3HF and FIS, respectively. 

Since all the phases are composed of the same two components (water and GMO) and are also 

prepared using equal amounts of water, even the observed small differences in the efficiency 

of ESIPT highlight that the variations in the structural topologies between the LLC phases 

influence the properties of the confined water thereby affecting the ESIPT process.  

 

4.2.3 Time-Resolved Fluorescence Study 

The steady state results depict the vast deviations in the spectral features encountered 

by the ESIPT probes in the aqueous LLC naonochannels as compared to that in bulk water. To 

further understand the consequences of the LLC water molecules on the ESIPT phenomenon, 

we have carried out time-resolved fluorescence studies to probe the dynamics of the ESIPT 

process. The lifetime measurements for FIS and 3HF in the LLC phases and bulk water have 

been carried out using an excitation source of 375 nm diode laser in TCSPC setup. The lifetime 

transients have been collected at 550 nm for the tautomeric forms of both FIS and 3HF and at 

450 nm and 440 nm for the normal form in the case of FIS and 3HF, respectively. We have 

also carried out femtosecond fluorescence upconversion experiments of the tautomeric form of 

both FIS and 3HF in neat protic and aprotic solvents to comprehend the typical ultrafast 

timescale of the ESIPT dynamics. Although substantial efforts have been invested towards the 

study of the ESIPT dynamics of 3HF in neat solvents,47, 48 there are no reports exploring the 

proton transfer dynamics of FIS in the ultrafast regime. The fluorescence upconversion decay 

transients (Figure 4.3) were collected at 550 nm for the excited state tautomeric form on 

excitation at 375 nm using the second harmonic of a mode-locked Ti-sapphire laser.  Methanol, 

a polar protic solvent and acetonitrile, an aprotic solvent were chosen to corroborate with the 

steady state results, in which we have observed that the excited state behaviour of FIS in the 

LLC channels is similar to that in methanol and acetonitrile. The femtosecond upconversion 

profiles of FIS fit to a biexponential function with a growth and a decay component. Growth 

components of ~13 ps in methanol and ~8 ps in acetonitrile (Figure 4.3 (a), Table 4A.2). The 
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upconversion profiles of 3HF also fit to a biexponential function, exhibiting a growth 

component of ~ 15 ps in the polar protic solvent, methanol whereas in the aprotic solvent, 

acetonitrile the observed growth component is ~10 ps (Figure 4.3 (b), Table 4A.2). These 

growth components observed for both 3HF and FIS, signify the occurrence of an excited state 

interconversion process. The observed time scales of the rise/growth components match well 

with the time scale reported for 3HF in other neat polar protic and aprotic solvents.47-49 

Additionally, another rise time has been reported in the femtosecond timescale (< 200 fs) for 

3HF in neat hydrogen bonding solvents, which cannot be detected in our setup due to 

instrument response function (IRF) restrictions.47-49 These two distinct rise time scales have 

been assigned to ESIPT process of the molecules which are intramolecularly hydrogen-bonded 

(fs time scale) and intermolecularly hydrogen-bonded with the solvent molecules (ps time 

scale) at the time of photoexcitation. It would have been ideal to carry out the upconversion 

experiments of FIS and 3HF in water as well, but the poor solubility of the molecules in water 

hampers the experiment, and hence the time-resolved experiments for both the ESIPT 

molecules in water have been studied using a TCSPC setup. Importantly, the rotatory restriction 

of the gel-like solid LLC mesophases and their heat-sensitive nature limits laser-based ultrafast 

time-resolved fluorescence upconversion measurements. 

 

 

Figure 4.3. Fluorescence up-converted decay profiles of (a) FIS and (b) 3HF in methanol and 

acetonitrile collected at λem = 550 nm on excitation at 375 nm. The solid lines denote the fits of the 

decay profiles.  
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FIS in water (for the FT* species) exhibits a triexponential decay with lifetime 

components of ~ 1 ns (9%), ~ 325 ps (17%) and ~ 50 ps (74%) (Table 4A.3) when collected at 

550 nm (λex = 375 nm) (Table 4A.3). Notably, a rise component representative of the ESIPT 

process, is absent in the lifetime decay profiles of FT* indicating that the ESIPT dynamics in 

water is too fast to be detected by our instrument (< 20 ps). For the FIS-loaded LLC phases, 

the time-resolved profiles fit to a triexponential function with two nanosecond decay 

components of ~ 1 ns and ~2.5 ns (Figure 4.4 (a), Table 4.1). A third lifetime component of 

~200 ps exhibiting a negative pre-exponential factor is observed in the decay profile. This 

growth component matches well with one of the decay components (~180 ps) in the lifetime 

profile of FN*, implying that the two forms are connected to each other. Hence, we assign this 

growth component to the ESIPT process, which facilitates the conversion of FN*
FT*. To 

determine whether the ESIPT process for other molecules also occurs in a slower time scale in 

the aqueous nanochannels, we have also carried out lifetime measurements of 3HF in the LLC 

phases. 3HF in water (collected at 550 nm) exhibits a biexponential behaviour with a major 

contribution from a short lifetime component of ~ 200 ps (99%) and a slight contribution from 

a long lifetime component of ~ 4.0 ns (1%) (Table 4A.3). Similar to most ESIPT molecules, 

the ESIPT process of 3HF is not detected in bulk water as it occurs in an ultrafast time scale (< 

20 ps). Markedly, for the 3HF-loaded LLC phases as well, a lifetime component ~150 ps at 

550 nm with a negative pre-exponential factor is observed in the TCSPC experiments (Figure 

4.4 (b), Table 4.2). This growth component matches one of the decay components in the 

lifetime profile of HN* (λem = 440 nm) and is attributed to the ESIPT process from HN* to HT*.  

 

Table 4.1. Lifetime fitting parameters of FIS in the LLC phases. 

 

Sample λem α1 τ1 (ns) α2 τ2 (ns) α3 τ3 (ns) 

HII 550 0.31 0.897 -0.19 0.301 0.50 2.428 

Ia3d 550 0.22 0.914 -0.19 0.220 0.59 2.570 

Pn3m 550 0.24 1.087 -0.22 0.160 0.54 2.693 

HII 450 0.38 0.646 0.46 0.181 0.16 2.851 

Ia3d 450 0.42 0.603 0.48 0.172 0.10 2.563 

Pn3m 450 0.50 0.469 0.35 0.120 0.15 2.248 
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Figure 4.4. Fluorescence lifetime (TCSPC) profiles of (a) FIS and (b) 3HF in HII phase at different 

emission wavelengths on excitation at 375 nm. The solid lines denote the fits of the decay profiles.  

 

 

Table 4.2. Lifetime fitting parameters of 3HF in the LLC phases. 

 

Although, the growth components observed for both FIS and 3HF molecules clearly 

point toward the ESIPT process, occurring from the normal form to generate the tautomeric 

form, the existence of multiple emissive species in the excited state can be further reaffirmed 

by a recently developed technique called time-resolved area normalised emission spectrum 

(TRANES). TRANES is an extension of the more commonly used time-resolved emission 

spectrum (TRES), which helps to understand the transitions between different excited state 

species.50 The constructed TRANES profiles for 3HF and FIS in the HII, Pn3m and Ia3d phases 

are given in Figure 4.5, Figure 4A.11 and Figure 4A.12. It is evident from the TRANES profiles 

that with the increase in time, the intensity of the normal form decreases and the tautomeric 

form concomitantly increases inside the LLC phases. In addition, a clear iso-emissive point at 

~500 nm is apparent for both 3HF and FIS in all the three phases. These observations elucidate 

Sample λem α1 τ1 (ns) α2 τ2 (ns) α3 τ3 (ns) 

HII 550 0.23 0.989 -0.28 0.180 0.49 1.822 

Ia3d 550 0.30 1.091 -0.41 0.104 0.29 1.906 

Pn3m 550 0.21 0.998 -0.51 0.060 0.28 1.907 

HII 440 0.47 0.380 0.46 0.125 0.07 2.124 

Ia3d 440 0.25 0.391 0.65 0.086 0.10 2.485 

Pn3m 440 0.25 0.340 0.70 0.060 0.05 2.489 
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the presence of two distinct emissive species, that is, the normal form and the tautomeric form 

of the molecules. In addition, the two species are connected in the excited state, with the 

tautomeric species getting generated at the cost of the normal species. Notably, for 3HF, HT* 

starts to form appreciably at ~ 150 ps, ~ 100 ps and ~ 70 ps for the HII, Ia3d and Pn3m phases 

respectively, while for FIS, FT* starts appearing at ~ 250 ps, ~ 180 ps and ~ 100 ps respectively, 

for the HII, Ia3d and Pn3m phases. All the time scales are in good agreement with the timescale 

of the growth component observed in the decay profile for each molecule in the LLC phases.  

 

 

Figure 4.5. Time-resolved area normalised spectra of (a) FIS and (b) 3HF in HII LLC phase on 

excitation at 375 nm.  

 

This kind of pronounced retardation by almost >15 times observed in the ESIPT 

timescale of FIS and 3HF in the LLC phases as compared to bulk solvents is uncommon in 

literature. The excited state properties and proton transfer of FIS and 3HF have been studied in 

a number of self-assembled systems like cyclodextrin,51 reverse micelles,39 liposomes,52 

micelles,53 proteins,54 etc., but in most of the molecular assemblies it is rare for the ESIPT 

dynamics to be sufficiently slow enough to be detected by TCSPC setup. As a matter of fact, 

for FIS, there are no reports for the slowing down of ESIPT in any media. In the case of 3HF, 

Mandal et al. for the first time observed >100 ps ESIPT time constant in AOT reverse 

micelles.55 They have attributed the retarded ESIPT dynamics to the formation of 

intermolecularly hydrogen-bonded 3HF:AOT complexes which hinders the intramolecular 

hydrogen bond within 3HF. However, in our case, we believe that the contribution of the 

3HF/FIS:GMO complexes towards the prolonged ESIPT process in the LLC phases is not 

significant as it is evident from the steady state spectra, that the ESIPT molecules are distributed 
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heterogeneously throughout the nanochannels and not just limited near the headgroups of the 

GMO lipid. This implies that the dramatic retardation in the ESIPT dynamics is a reflection of 

the properties unique to the LLC nanochannels. In non-hydrogen bonding solvents like alkanes, 

it is reported for 3HF that the ESIPT reaction takes place in < 200 fs, however, in both aprotic 

and protic (hydrogen bond acceptor and donor) solvents, the conditions become extremely 

complicated.47, 49 In the cases of both hydrogen bond donating and accepting solvents, a number 

of different solute-solvent complexes may arise as a result of the strong intermolecular 

hydrogen bonds of the ESIPT probe with the solvent. These intermolecular hydrogen bonds 

with the solvent disrupts the intramolecular hydrogen bond within the ESIPT molecule, which 

is necessary for the proton transfer reaction. Consequently, on photoexcitation, the solvent-

bound ESIPT solute molecules have to initially break from the intermolecular hydrogen bonds 

in order to participate in the ESIPT process. This process slows down the ESIPT reaction and 

the corresponding growth component in the picosecond regime is observed in these solvents. 

Within this criterion, protic solvents perturb the ESIPT rate much more than the non-protic 

ones, which is evident from our femtosecond upconversion experiment as well. We have 

observed that the ESIPT timescale for both FIS and 3HF is slower in methanol than in 

acetonitrile (Figure 4.3, Table 4A.2). Subsequently, it can be reasonably assumed that the FIS 

and 3HF molecules are localised predominantly in the aqueous layers and at the lipid-water 

interface of the LLC systems wherein the molecules can exist in a complex bound state with 

the water molecules, which slows down the ESIPT rate to the picosecond regime. It can be 

concluded that the fraction of molecules residing in the lipid layer of the LLC phases is minor, 

since the surrounding alkane-like polarity of the lipid environment is not capable of slowing 

down the ESIPT dynamics.  

To validate the formation of possible complexed structures with the water molecules 

inside the LLC nanochannels, we have constructed a FIS:Water complex and tested the stability 

or strength of the complex using theoretical calculations (computational details have been 

summarised in the Appendix). As the core moiety of FIS is 3HF, we believe that the 

calculations of FIS will serve to understand the properties of 3HF inside LLCs as well. The 

spectral transitions for FIS in the gas phase and the constructed FIS:Water complex have been 

explored to mimic the scenario of FIS in non-hydrogen bonding solvents and protic LLC 

environments, respectively (Figure 4.6 and Figure 4.7). It is important to note here that 

although the LLC nanochannels have multiple layers of water networks, we have only 
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considered FIS complex with one water molecule. In order to represent a complete hydration 

shell around the FIS molecules, we have used the IEFPCM solvent model for the calculations 

of the FIS:Water complex which imitates the solvent (hydration shell) environment. The 

potential energy curves for the proton transfer coordinates (PTC) in the case of FIS in the gas 

phase have been obtained by placing the hydrogen atom at different positions from the 

hydroxyl oxygen to the carbonyl oxygen along the O-H bond and calculating the single-point 

electronic energies at each position. Following this, the maxima of the potential energy surface 

(PES) is confirmed as the transition state. The PTC, 1D potential energy profile is obtained 

systematically by elongating the O-H bond with a step size of 0.02 Å from the normal to 

tautomer form of FIS. This is a simple approach to get the 1D profile and attain the transition 

state (TS), which determines the barrier of the profile. In the case of the FIS:Water complex, 

we have followed a similar procedure to obtain the 1D PES profile by elongating the O-H bond 

with a step size of 0.02 Å from the hydroxyl moiety of the molecule to the hydrogen-bonded 

water molecule. Subsequently, another hydrogen of the water molecule moves toward the 

carbonyl oxygen of FIS, resulting in the tautomeric form. We have also calculated the intrinsic 

reaction coordinate (IRC) for both FIS in the gas phase and FIS:Water complex in the ground 

state (Figure 4A.17). Intrinsic reaction coordinate (IRC) is the mass-weighted steepest descent 

path on the potential energy surface (PES), starting from the transition state structure, which is 

a first-order saddle point. The IRC profiles match well with the 1D PES profile of the proton 

transfer coordinate, which confirms the consistency of our result/method.  

The spectral transitions for FIS in gas phase indicate that the ground state proton 

transfer (from normal (N) to tautomer (T)) requires almost 4 times the activation energy than 

the excited state proton transfer. It can thus, be safely concluded that the tautomeric form does 

not exist in the ground state. In addition, the forward ESIPT reaction is almost three folds 

energetically favourable than the backward ESIPT reaction making the process essentially 

irreversible. From the energy levels of FIS in gas phase, we observe that the Frank-Condon 

excited state (S1’) for the normal form is placed at 0.186 eV above the S1 of the transition state 

which ensures that the ESIPT process follows a lower activation barrier pathway. Noticeably, 

the calculated spectral transitions of FIS:Water complex yields some very intriguing 

observations. The ground state proton transfer has an activation barrier of ~ 0.55 eV, which is 

very similar to the activation barrier of FIS in the gas phase. However, unlike in the gas phase, 

the S1 for the transition state of FIS:Water complex has a higher energy by ~ 0.1 eV than the 
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Frank-Condon (S1’) excited state for the normal form. This implies that for the FIS:Water 

complex, the ESIPT process has a finite barrier. This activation barrier can be attributed to the 

disruption of the FIS:Water complex required for the process of ESIPT.  

 

 

Figure 4.6. One-dimensional potential energy profile of the proton transfer coordinate of FIS in gas 

phase in the ground state and the scaled energies with respect to the ground state normal (N) species of 

FIS. δ  is the difference between the noncovalent (hydrogen) bond and the covalent bond of the reaction 

coordinate. Molecular orbitals of N and T of FIS are depicted in the figure.  

 

The quantum mechanical calculations point towards the possibility of FIS/3HF existing 

in complex bound structures with the LLC water molecules in the excited state. This connotes 

that on photoexcitation of the normal form, it has to overcome an activation barrier to disrupt 

the intermolecular solvent hydrogen bonds in order to undergo the ESIPT process. The rate of 

the rupture of the solute-solvent complex is driven by the rate at which the intermolecular 

hydrogen bonds with the solvents break and reorient around the solute molecules.56, 57 This is 

in turn dictated by the overall dynamics of the solvent molecules surrounding the fluorophore. 

In our previous papers and other reports in the literature, it has been established that the LLC 

nanochannels comprise of multiple aqueous networks, with the hydration dynamics of each 

water layer being different from the adjacent one.25, 27, 28 The water molecules buried near the 

lipid headgroup region have dynamics as slow as 1 ns as a result of the hydrogen bonds with 

the lipid headgroups. This peripheral layer of water molecules is also hydrogen-bonded to the 
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adjacent water layer and in turn, slows down its dynamics. This kind of a domino effect results 

in a gradual retardation of the dynamics of each water layer in the LLC nanochannels, with the 

effect decreasing towards the central core of the channel. The ‘free’ water networks near the 

centre of the nanochannels is the fastest with a time scale ~ 10-15 ps and the intermediate 

‘pseudo-bound’ water layer have a dynamics of ~ 150 ps.25, 27, 28 The drastic > 15 times slower 

dynamics of the water even at the centre of the nanochannel compared to bulk water (~ 1 ps) 

results in the overall slower dynamics of the ESIPT process for the FIS and 3HF molecules 

inside LLCs. In addition to the retardation in the ESIPT rate of 3HF and FIS inside the LLC 

nanochannels, the time-resolved experiments also suggest that the topology of the LLC phases 

influences the extent of retardation. For both 3HF and FIS, we observe that the ESIPT time 

scale follows the order of Pn3m < Ia3d < HII. The topological differences between the three 

LLC phases set them apart from each other in terms of the hydration dynamics of the contained 

water molecules. The HII phase consists of densely packed cylinders arranged in a hexagonal 

lattice.13, 15 The two cubic phases are composed of a single continuous lipid bilayer draped on 

a minimal surface, which separates two interpenetrating but unconnected networks of water 

channels. The two water channels meet in a 3×3 junction at an angle of 120° in Ia3d and a 4×4 

manner at an angle of 109.5° in Pn3m.13, 15 From these structural aspects, it can be rationalized 

that the diffusion of the water molecules would be slowest in the densely packed HII phase and 

the fastest in the tetrafold Pn3m phase, leading to the slowest dynamics of the free/pseudo-

bound water in the HII and the fastest dynamics in the Pn3m phase. This has been elucidated in 

literature where for the LLC phases with the same channel radius and different topology, the 

diffusion of substrates and hence enzyme kinetics was found to be the highest in the Pn3m 

phase followed by Ia3d and lastly the HII phase.58 Moreover, the curvature of the lipid bilayer 

towards the water domains follows the order of Pn3m < Ia3d < HII ,
59 which connotes that the 

lipid headgroups will be most closely packed in the HII phase, leading to the highest restriction 

in the rotational mobility of the water molecules bound to the lipid headgroups in this phase. 

This kind of a topological effect known as the ‘curvature induced’ frustration60 leads to the 

restricted dynamics of the water molecules bound to the lipid layer, with the extent of restriction 

following the order Pn3m < Ia3d < HII. Thus, the observed trend in the ESIPT dynamics clearly 

mirrors the differences in the dynamics of the water networks inside the various structures of 

the LLC phases. 
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Figure 4.7. One-dimensional potential energy profile of the proton transfer coordinate of the 

constructed FIS:Water complex in the ground state and the scaled energies with respect to ground state 

normal (N) of FIS. δ is the difference between the noncovalent (hydrogen) bond and the covalent bond 

of the reaction coordinate. Molecular orbitals of N and T of FIS have been depicted in the figure.  

 

4.3 Conclusion 

The focus of this work was to elucidate the hydrogen bond donating and accepting 

behaviour of the water molecules inside the aqueous nanochannels of lyotropic liquid crystal 

mesophases by employing the sensitivity of ESIPT phenomenon on the hydrogen bonding 

parameters of the surrounding solvents. From the steady state experiments of both FIS and 

3HF, we have observed a heterogeneity in the hydrogen bond donating and accepting behaviour 

inside the LLC nanochannels. Despite the general alcohol like polarity of the aqueous 

nanochannels, on excitation of the normal form for both the ESIPT probes, the spectral pattern 

and ESIPT efficiency resembled closely with those of moderately polar aprotic solvents like 

tetrahydrofuran and acetonitrile. However, the anionic emission is also observed for both FIS 

and 3HF inside the LLC nanochannels, which signals the behaviour of polar protic solvents 

like alcohols. These contrasting observations connote that the hydrogen bond accepting and 

donating properties of the LLC water molecules does not match with either pure alcohols or 

water and are much more complex. The ESIPT process for FIS and 3HF in both polar protic 

and aprotic solvents occurs at an extremely fast time scale (<20 ps). Interestingly, inside the 
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LLC phases, the ESIPT process gets slowed down by almost ~ 15 times. This kind of dramatic 

slowing down in the rate of ESIPT is rare in the literature and it has been attributed to the 

exceptionally slow hydration dynamics of the LLC water molecules. The sluggish hydration 

dynamics inside the LLC phases slows down the rate of disruption of intermolecular solute-

water complex, which is a necessary precondition for ESIPT to occur. The effect of hydration 

dynamics on the rate of ESIPT is also reflected from the trend in the ESIPT time scale observed 

in LLC phases of different topologies. The time scale of the ESIPT process for both FIS and 

3HF has an order of HII > Ia3d > Pn3m, which exactly follows the order of hydration dynamics 

inside these LLC phases. 
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4.5 Appendix 

 

Figure 4A.1. Small-angle X-ray scattering pattern of the HII phase at 298 K. 

 

 

 

Figure 4A.2. Small-angle X-ray scattering pattern of HII, Pn3m and Ia3d phases at 298 K. 
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Figure 4A.3. Absorption spectra of FIS in aprotic and protic solvents. 

 

 

Figure 4A.4. Emission spectra of FIS in different protic and aprotic solvents at λex = 360 nm. 

 

Table 4A.1. Kamlet-Taft solvent parameters for some solvents. 

  

aExperimental value. The Kamlet-Taft parameters and values of IN* /IT* for 3HF have been taken from 

Photochem. Photobiol. Sci, 2018, 17, 923.  The values of IN* /IT* for FIS have been taken from 

Photochem. Photobiol. 2007, 83, 486. 

Solvent α β IN* /IT* (FIS) IN* /IT* (3HF) 

Methanol 0.98 0.66 0.9345 0.442 

Ethanol 0.86 0.75 0.387 0.30 

Acetonitrile 0.19 0.40 0.018a 0.021 a 

Tetrahydrofuran 0.0 0.55 0.014 a 0.070 a 

Benzene 0.0 0.10 0.011 - 
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Figure 4A.5. Excitation spectra of FIS in water and LLC phases at λem = 540 nm. 

 

 
Figure 4A.6. Absorption spectra of 3HF in aprotic and protic solvents. 

 

 
Figure 4A.7. Emission spectra of 3HF in different solvents and LLC phases (λex = 340 nm). 
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Figure 4A.8. Excitation spectra of 3HF in water and LLC phases at (a) λem = 480 nm (b) λem = 530 nm. 

Figure 4A.9. Lifetime profiles of FIS in (a) Ia3d and (b) Pn3m LLC phases collected at different 

emission wavelengths. The solid lines denote the fits of the decay profiles. (λex = 375 nm). 

 

 
Figure 4A.10. Lifetime profiles of 3HF in (a) Ia3d and (b) Pn3m LLC phases collected at different 

emission wavelengths. The solid lines denote the fits of the decay profiles. (λex = 375 nm). 
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Table 4A.2. Lifetime fitting parameters of 3HF and FIS in neat solvents from femtosecond 

upconversion experiments. 

 

 

 

 

 

Table 4A.3. Lifetime fitting parameters of FIS and 3HF in water from TCSPC experiments. 

 

 

 

 

 

 

Figure 4A.11. Time-resolved area normalised spectra of FIS in (a) Ia3d and (b) Pn3m (λex = 375 nm). 

 
Figure 4A.12. Time-resolved area normalised spectra of 3HF in (a) Ia3d and (b) Pn3m (λex = 375 nm). 

 

Sample α1 τ1 (ps) α2 τ2 (ps) 

3HF in MeOH - 0.48 15 0.52 200 

3HF in CH3CN - 0.35 10 0.65 660 

FIS in MeOH - 0.40 13 0.60 300 

FIS in CH3CN - 0.31 8 0.69 530 

Sample λem α1 τ1 (ns) α2 τ2 (ns) α3 τ3 (ns) 

3HF in water 550 0.99 0.170 0.01 3.781 - - 

FIS in water 550 0.09 1.045 0.74 0.050 0.17 0.325 
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4.5.1 Details of Quantum Chemical Calculations 

In order to determine the ground state of the FIS (in FIS:Water) molecule in the gas (solvent) 

phase, the DFT based calculations were performed using the Gaussian Software (G09-rev-

D).A1 The B3LYP exchange-correlation functionalA2  and double zeta (6-311++G(d,p)) basis 

setA3 were used for the calculations. The solvent (water) effects were taken into account using 

the Polarizable Continuum Model (PCM) using the integral equation formalism variant 

(IEFPCM) solvation model.A4 The vertical excitations energies, oscillator strengths, and 

optimisation of excited state (S1) were computed at TD-DFT at the same level of theory. For 

the transition state (TS), the Synchronous Transit-Guided Quasi-Newton (STQN) Method was 

used. It results in the actual transition structure using an empirical estimate of the Hessian and 

suitable starting structures of FIS. The lowest energy structures of the FIS molecule were found 

to be planar (Figure 4A.13 a)). However FIS:Water lowest energy structures lost planarity and 

water molecule formed hydrogen-bonded with hydroxyl group (Figure 4A.13 b)). The proton 

transfer coordinate (δ) was defined as the difference between non-covalent bond (d1) and O-H 

covalent bond (d2) of FIS molecule. Similarly, another proton transfer coordinate (δ`) was 

defined as the difference between non-covalent bond (D1) with hydrogen bonded water 

molecule in FIS:Water complex and O-H covalent bond (D2) of the molecule. The one-

dimensional (1D) potential energy profiles of both the proton transfer coordinates (δ and δ`) 

were performed. The negative values of the proton transfer coordinate (PTC) result in 

tautomers of the FIS molecule. The important optimised hydrogen bonding parameters have 

been depicted in Figure 4A.14 and Figure 4A.15. Then further the PTC was compared with 

intrinsic coordinates (IRC) (Figure 4A.17). Furthermore, excited state study was performed by 

TDDFT and computed electron density difference map (EDDM) (Figure 4A.16) of the first 

excited transition by Gauss-Sum package.A5 The EDDM profile displays the charge transfer of 

FIS molecule. 

 
Figure 4A.13. Optimized geometries of a) FIS molecule and b) FIS:Water complex. 
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Figure 4A.14. Optimized ground state molecular structures of the normal, tautomer and proton 

transfer transition state structures of FIS in the gas phase. Bond distances are indicated with arrows. 

 

 

Figure 4A.15. Optimized ground state molecular structures of the normal, tautomer and proton transfer 

transition state structures of FIS:Water complex. Bond distances are indicated with arrows. 
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Figure 4A.16. Electron density difference maps (EDDM) of the normal and tautomer forms of FIS and 

the normal and tautomer forms of FIS:Water complexes. Hydrogen bonding is denoted by grey dashed 

lines. 

 

 

Figure 4A.17.  The intramolecular reaction coordinate (IRC) profile of (a) FIS:Water complex and (b) 

FIS along proton transfer coordinate. 
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5.1 Introduction 

 Water is the most anomalous solvent compared to solvents of similar molecular sizes 

and the reason behind this lies in the unique ability of the water molecules to form hydrogen 

bonds with four other water molecules in an approximately tetrahedral configuration.1, 2 

Additionally, the extended hydrogen-bonded network is not static in nature, instead the 

hydrogen bonds continually break and re-form at an ultrafast ps timescale.2, 3 However, water 

that is confined in nanopores and at interfaces exhibits a peculiar hydrogen-bonded structural 

network and dynamics unlike that of bulk water.2-5 The unique behaviour of nanoscopic and 

interfacial water influences a wide variety of functions and utilizations, such as biomolecule 

function,6 protein folding,7 catalysis,8 conduction through nanotubes9 etc.5 The innumerable 

applications of nanoscopic water encompassing a broad range of fields have been inspiring 

researchers to decipher their unusual phenomena since the last couple of decades. In this regard, 

one of the systems that have garnered budding attention in the last few years is the ‘soft’ 

lyotropic liquid crystal (LLC). Lyotropic liquid crystals are self-assembled nanostructures of 

water and lipids, having either a concave or a convex lipid-water interface depending on the 

shape of the lipid molecule.10-12 In particular, the concave lyotropic liquid crystal, wherein 

water domains are encased inside a continuous lipid matrix, has gained immense importance 

owing to its promising applications in a wide range of areas like food technology, 

pharmaceuticals and health, industry, material science and technology.10, 13 One of the major 

attractions of LLC materials is the rich library of morphologies, such as the 1D inverse 

hexagonal phase (HII), the 2D lamellar phase (Lα), and the 3D bicontinuous cubic phases (V2), 

that can be obtained by simply varying the conditions of temperature and lipid-water 

composition (Scheme 5.1).12-14  

 

 

Scheme 5.1. Schematic representation of the inverse (A) HII (B) Ia3d and (C) Pn3m mesophases. 
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The intrinsically diverse nature of the morphologies renders each LLC structure with 

properties particular to it. For instance, the inverse hexagonal phase is a popular template for 

the synthesis of various nanomaterials.15 The bicontinuous cubic phases have a strong 

resemblance to the lipidic membranes in nature.16 These mesophases have been used as 

platforms for the crystallization of membrane proteins, which do not tend to crystallize in bulk 

medium, for the determination of their structure17 and also for the detection of various 

pathogens, including the Ebola virus18. It has been popularly speculated that the specific 

macroscopic functions of the LLC materials are intimately interlinked with the arrangement 

and behaviour of the nanoscopic domains.12 In particular, the behaviour of water molecules 

inside the nanochannels, such as, the precise nature of the water nanochannels, dynamics of 

the trapped water molecules and the local heterogeneity of the phases are perceived to dictate 

the macroscopic functions.12, 19 Consequently, substantial efforts have been devoted to obtain 

an in-depth molecular picture of the various fundamental properties of both the lipidic and 

aqueous LLC domains. In this context, we have recently elucidated the hydrogen bond donating 

and accepting parameters at different regions of the LLC nanochannels as well as evaluated the 

effect of the water network on the proton transfer process.20 A clear heterogeneity was observed 

in the hydrogen bonding parameters of the water molecules inside the LLC nanochannels. 

Besides this, the hydration dynamics of the LLC water channels have also been probed using 

dielectric relaxation spectroscopy and fluorescence spectroscopy by a number of researchers.21-

24 All the studies reveal the presence of multiple discrete aqueous layers in the LLC 

nanochannels, with the dynamics of each layer distinctly different from that of the adjacent 

one. In our previous reports, we have also explored the relationship between the structural 

morphology of the LLC phases and the properties of the aqueous nanochannels.20, 21 Notably, 

in most of the fluorescence-based studies so far, the various properties of the LLC aqueous 

nanochannels have been probed by utilising molecules that are sensitive to a particular 

parameter such as either polarity or hydrogen bond accepting and donating parameters or 

hydration dynamics. This kind of approach faces a couple of major limitations. The first 

limitation is that since the LLC nanochannels are not dielectrically homogenous in nature, as 

evidenced by previous studies,21, 24 the various probes are most likely to be distributed 

heterogeneously throughout the nanochannels as a result of their different structural 

hydrophobicities. Consequently, this gives rise to a location dependent sensing of the various 
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properties of the LLC water molecules. Secondly, as the probes are sensitive to a single 

parameter of the surrounding environment, none of them can simultaneously distinguish 

between the effects of hydrogen bonding abilities, micropolarity and hydration dynamics of the 

LLC nanochannels. These disadvantages necessitate the use of a single fluorescent probe where 

the number of independent environment-sensitive properties are large enough to characterize 

the interplay between the various aspects of the LLC nanochannels. 

 

 

Scheme 5.2. Chemical structures of 1-Linoleoyl-rac-glycerol (GML), 4′-N,N-dimethylamino-3-

hydroxyflavone (DMA3HF) and 4′-N,N-dimethylamino-3-methoxyflavone (DMA3MeF). 

 

In this context, molecules that exhibit the phenomenon of proton-coupled electron 

transfer (PCET) are ideal multi-domain probes for the micro-heterogenous LLC nanochannels. 

Apart from being a fundamental process in both chemistry and biology, one of the most 

appealing facets of PCET is its multi-parametric environment sensitivity, which allows PCET 

molecules to act as reliable sensors.25-27 In PCET, excited state intramolecular proton transfer 

(ESIPT) and excited state intramolecular charge transfer (ESICT) processes are coupled 

kinetically and energetically.25, 26 Among the many PCET molecules known in the literature, 

the 4′-N,N-dialkylamino substituted 3-hydroxyflavone dye is one of the most well-explored 

molecules and is an ideal model system for PCET (Scheme 5.2). The PCET process in the 4′-

N,N-dialkylamino substituted 3-hydroxyflavone involves an initial ESICT process on Frank-

Condon photoexcitation. The normal/enol form of the molecule in the excited state (N*) 

undergoes a rapid and huge charge separation.27-30 The charge-transfer characteristics of the N* 

species render it extremely sensitive to the polarity of the surrounding medium. Polar solvents 
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tend to stabilise the energy of dipolar N* species by reorienting themselves around the molecule 

to attain a stable configuration whereas, non-polar solvents are unable to do so. The ESICT 

process is followed by an ESIPT transformation of the excited state normal form to the 

keto/tautomeric form (T*) (Scheme 5.3). Stemming from the PCET phenomena, the 4′-N,N-

dialkylamino substituted system displays significant differences in its fluorescence properties 

in comparison to the parent ESIPT 3-hydroxyflavone molecule. While the efficiency and the 

dynamics of ESIPT process in 3-hydroxyflavone are responsive to the hydrogen bonding 

parameters of the surrounding medium, the ESIPT phenomenon in 4′-N,N-dialkylamino 

substituted 3-hydroxyflavone is simultaneously sensitive to both the hydrogen bonding 

parameters as well as the solvent polarity. The influence of the solvent polarity on the 

energetics of the N* species affects the relative energies between the N* and the T* species, 

which in turn affects the ESIPT efficiency. 

 

 

Scheme 5.3. Schematic representation of the ESIPT and ESICT processes in DMA3HF. The scheme 

has been adapted from reference 26. 

 

In this work, we have synthesised the multi-parametric environment sensitive molecule, 

4′-N,N-dimethylamino-3-hydroxyflavone (DMA3HF), to probe the monolinolein (GML)-

based LLC nanochannels of the HII, Pn3m and Ia3d phases (Scheme 5.2). To better understand 

the response of the PCET molecule in the heterogeneous LLC medium, we have also employed 

the 3-methoxy derivative of the molecule (DMA3MeF) as a control. As the hydroxyl moiety is 

replaced by a methoxy group, DMA3MeF acts exclusively as an ESICT molecule. The 

emission features of both the molecules suggest that they experience an acetonitrile-like 

environment inside the mesophases, based on which we hypothesize that the molecules are 

lodged deep into the lipid-water interface of the LLC nanochannels. However, a decreased 

ESIPT efficiency and significantly retarded dynamics  (>20 times) of the process in the LLC 

phases as compared to those in bulk acetonitrile imply that the effect of polarity is not the 
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determinant factor for the process. The experimental results indicate that the hydrogen bonding 

effects of the LLC water molecules play a major role in influencing the nature of the proton 

transfer process inside the mesophases. The formation of strong intermolecularly hydrogen-

bonded solute-solvent complexes, owing to the high hydrogen bond accepting tendencies of 

the water molecules at the interfacial regions, leads to an appreciable activation barrier for the 

ESIPT process in the LLC phases. The hydrogen bonding effects of the water molecules on the 

energetics of ESIPT have been modelled by using classical MD simulation of DMA3HF in 

explicit water medium. The observations on the simultaneous effect of the various physical 

parameters in the aqueous LLC nanochannels add a new facet to the existing molecular level 

description of these materials, which is crucial for the rapid and efficient application of these 

materials in diverse fields. 

 

5.2 Results and Discussion 

5.2.1 Characterization of LLC Phases 

The prepared reverse hexagonal (HII) phase was characterised by the typical birefringent 

“fan” like textures in polarised optical microscopy (POM) images (Figure 5A.7)  The Ia3d (G) 

and Pn3m (D) phases do not exhibit any optical textures in the POM images due to their 

optically isotropic and highly ordered cubic symmetry. The mesophases, HII, Ia3d and Pn3m 

have also been characterised by the SAXS measurements (Figure 5A.8). The LLC mesophases 

were observed to exhibit the characteristic ratios of their peak positions - HII (√1:√3), Pn3m 

(√2:√3:√4:√6:√8) and Ia3d (√6:√8:√14:√16:√20). The dimensions of the nanochannels have 

been calculated from the diffraction patterns. The diameters of the LLC nanochannels have 

been calculated as 4-5 nm.  

5.2.2 Steady State Emission Studies 

DMA3HF generally exhibits a single absorption peak ~ 400 nm corresponding to the 

normal form of the molecule in most solvents.30-32 The emission characteristics of DMA3HF 

(λex = 400 nm) are quite different from that of its parent compound 3HF. While 3HF exhibits 

almost a sole tautomeric emission in non-polar solvents and most borderline aprotic solvents,33-

35 DMA3HF displays dual emission peaks in most solvents, excepting highly non-polar 

solvents30, 31. The short wavelength emission band (~ 420 nm – 490 nm, depending on the 

polarity of the surrounding medium) is attributed to the normal form (N*) and the longer 
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wavelength band (~560 nm) is ascribed to the tautomeric emission (T*).30 However, in polar 

protic solvents like low n-alcohols (methanol and ethanol), DMA3HF displays an apparent 

single emission peak ~ 530 nm. The reason for this lies in the highly solvatochromic behaviour 

of the charge transfer N* peak, which gets red shifted in the polar alcohols.32, 36 In addition, 

since the T* species does not possess any appreciable charge-transfer characteristics its 

emission remains unaffected. This brings the N*emission band close to that of T*, resulting in 

an apparent single peak. A single emission peak of DMA3HF was expected in the aqueous 

LLC nanochannels, similar to that in polar protic alcohols. However, two distinct emission 

peaks were observed in all the three LLC phases, one centred ~ 495 nm and the other ~ 560 nm 

(Figure 5.1 (a)). The former emission band corresponds to the N* species and the latter peak 

corresponds to the ESIPT generated tautomeric species. The origin of the excited state 

tautomeric species from the ground state normal form is confirmed by the excitation spectrum 

collected at the normal emission (Figure 5A.9). A single peak is manifested in the excitation 

spectrum coinciding with the absorption of the normal form. 

The location of the DMA3HF molecules in the LLC nanochannels was estimated from the 

sensitive solvatochromic response of the charge-transfer N* peak. The N*  peak of DMA3HF in 

the LLC mesophases matches closely with that in bulk acetonitrile, implying that the DMA3HF 

molecules experience an acetonitrile-like polarity inside the LLC phases. In our previous study 

(Chapter 3), by using the solvatochromic properties of coumarin molecules we have determined 

that the micropolarity at the central core of the LLC nanochannels resembles that of ethylene 

glycol, while the micropolarity near the interfacial layer is closer to ethanol. The acetonitrile-

like polarity sensed by the DMA3HF molecules inside the nanochannels indicates that they are 

located deeper than interfacial regions of the LLC water nanochannels where the micropolarity 

is even less than that of ethanol. Notably, the polarity of the solvents have been compared 

following the Reichardt's solvent polarity ET(30) or 𝐸T
N scale.26 It has been hypothesized that 

at least two layers of water molecules are bound at the lipid-water interface in the 

mesophases.21, 24 One of the layers consists of rigid water molecules that are bound strongly to 

the lipid headgroups via hydrogen bonding interactions. The second layer comprises of water 

molecules that get trapped within the lipid headgroup region due to lipid fluctuations. It can be 

reasoned that the DMA3HF molecules are embedded deep within the lipid headgroups in the 

latter water layer. To confirm the location of DMA3HF inside the LLC channels, the spectral 
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features of DMA3MeF-loaded LLC mesophases were studied. Structurally, DMA3MeF 

exhibits a higher sensitivity to the polarity of the surrounding medium than DMA3HF. This is 

because the intramolecular H bond in DMA3HF compensates the negative charge on the 

carbonyl oxygen, which decreases the degree of charge transfer from the amino groups of the 

side aromatic ring and leads to a lower charge-transfer character in DMA3HF. DMA3MeF 

exhibits an emission maximum ~ 510- 520 nm corresponding to the normal form (N*) in low 

n-alcohols (Figure 5.1 (b)). However, in all three LLC phases, the emission band gets blue-

shifted to ~ 490 nm (Figure 5.1 (b)). On comparison with the emission features of DMA3MeF 

in bulk solvents, it is evident that the emission maximum of DMA3MeF in the LLC phases is 

quite close to that in acetonitrile. Thus, it can be concluded that both the molecules are 

presumably trapped between the hydrophilic headgroups of the lipid molecules in the 

nanochannels. 

 

 

Figure 5.1. Steady state emission spectra of (a) DMA3HF and (b) DMA3MeF in the LLC phases and 

different bulk solvents (λex = 400 nm). 

 

A distinctive feature in the emission profiles of both DMA3HF and DMA3MeF-loaded LLC 

phases is the red-shift in the N* emission band on shifting the excitation wavelength to longer 

wavelengths (Figure 5.2, Figure 5A.10 and Figure 5A.11). The manifestation of red-edge 

excitation shift (REES) is evidence of a local heterogeneous dielectric environment around the 

probe molecules. The N* band of DMA3HF displays a REES of ~ 10 nm whereas the T* 

emission position remains the same at all excitation wavelengths owing to its negligible dipole 

moment. In DMA3MeF, a REES of ~ 30 nm is observed in the LLC phases. It is quite well 

established that the water molecules at the periphery of the lipid-water interface face an 
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extremely heterogeneous surface in terms of the local dielectric constant and this effect is more 

prominent for the water molecules that are lodged deep between the hydrophilic head group 

region of the lipids.37, 38 Consequently, excitations at the blue edge of the absorption maximum 

selectively excite the probe molecules residing in the relatively less polar regions in the deeper 

interfacial regions, while wavelengtths at the red edge excite the molecules localised in the 

slightly more polar regions. 

 

 

Figure 5.2. Excitation dependent emission spectra of (a) DMA3HF and (b) DMA3MeF in the HII phase. 

The arrow depicts the red-shift in the emission maximum. 

 

The emission properties that set DMA3HF apart from its parent 3-Hydroxyflavone (3HF) 

are mainly rooted in the charge-transfer quality of the N* species.25, 26 Firstly, the large dipole 

moment of N* in the excited state renders it with a very sensitive solvatochromic nature. 

Secondly, the ESIPT efficiency (given by the relative intensities of N* and T*) is delicately 

dependent on both the polarity as well as the hydrogen bonding parameters of the surrounding 

media, which is very different from that of 3HF where the ESIPT efficiency is largely 

dominated by the hydrogen bonding parameters only. This point in particular enables 

DMA3HF to act as a multi-parametric probe. The relative energies of N* and T* dictate the 

overall equilibrium constant of the ESIPT reaction. A more polar surrounding media allows for 

a greater stabilisation of the N* species relative to T*. This results in a solvent-induced barrier 

for the ESIPT reaction, thus pushing the equilibrium towards N* and giving rise to a significant 

N* intensity. In contrast, in moderately polar and non-polar solvents an appreciable intensity 

of T* is observed.  In all three DMA3HF-loaded LLC phases, the ESIPT efficiency that is 

given by the relative intensities of the N* and T* species (IN*/ IT*) is ~ 1.35. This value is quite 



 
 
 

 

 
 

 

 

 

Chapter 5 

 

IISER Pune 

Page    5.9 

different from that observed in bulk acetonitrile (IN*/ IT* is ~ 1.18), which is the polarity sensed 

by DMA3HF in the LLC phases. This observation suggests that the influence of polarity on the 

ESIPT reaction is undermined by a more dominant effect. Instead of polarity, the relative 

intensities of N* and T* of DMA3HF inside the LLC nanochannels are seemingly regulated 

by the hydrogen bonding parameters, in particular the hydrogen bond accepting ability (β) of 

the water molecules in the lipid-water interface. It has been previously reported that the water 

molecules near the lipid-water interface of LLC phases possess a high hydrogen bond accepting 

ability.19, 20 As a result, the water molecules trapped within the lipid headgroups can possibly 

form intermolecular hydrogen bonds with the DMA3HF molecules. This hinders the formation 

of the intramolecular hydrogen bond within DMA3HF and consequently restricts the ESIPT 

reaction. 

 

5.2.3 Time-Resolved Fluorescence Study 

The steady state results imply that both DMA3HF and DMA3MeF are localised deep 

inside the trapped water layer, in between the lipid headgroups of the LLC nanochannels. The 

ESIPT efficiency of DMA3HF inside the LLC phases is significantly curtailed by the 

appreciably high hydrogen bond donating ability of the water molecules trapped between the 

lipid headgroups. This connotes that the dynamics of the overall proton coupled charge transfer 

process of the DMA3HF molecule is disrupted inside the LLC mesophases. The dynamics of 

both the ESIPT and ESICT processes of DMA3HF are influenced by the properties of the 

surrounding medium and are typically ultrafast in bulk solvents. In non-polar aprotic solvents 

like cyclohexane, which are incapable of forming intermolecular hydrogen bonds with the 

molecule, the rate of the ESIPT process is ~ 2.1 ps-1.30 However, the ESIPT rate slows down 

in solvents that have a moderate polarity as well as hydrogen bonding affinity. The ESIPT rate 

in solvents like acetonitrile and dichloromethane has been estimated to be ~ 1.33 ps-1.30 On the 

other hand, in polar protic solvents like alcohols, a timescale of < 60 ps has been reported for 

the ESIPT process.32 The ICT process is ultrafast in most solvents (< 100 fs)39  and the charge 

transfer between the two excited state species cannot be easily detected even using fluorescence 

time-resolved techniques. Notably, the solvent relaxation of the charge-transfer N* species can 

be detected using time-resolved fluorescence techniques. The lifetime measurements for both 

DMA3HF and DMA3MeF have been carried out using an excitation source of the 402 nm 
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diode laser in the TCSPC setup. The lifetime profiles of DMA3HF-loaded LLC phases have 

been collected over a series of wavelengths from 425 nm to 650 nm at regular intervals. The 

profiles of DMA3MeF have been collected at regular intervals in a range of 430 nm to 620 nm. 

 

 

Figure 5.3. Fluorescence lifetime profiles of (a) DMA3HF and (b) DMA3MeF in the HII phase collected 

at different emission wavelengths (λex = 402 nm). Solid lines depict the exponential fit.  

 

The lifetime profiles of DMA3HF-loaded LLC phases exhibit a triexponential behaviour, 

with one long ns component (~ 2 ns) and two ps components (~ 550 ps and ~ 100 ps) for all 

the collection wavelengths (Figure 5.3 (a), Figure 5A.12, Table 5A.1). These timescales present 

as decay components when the lifetime profiles are collected at the blue edge of the N* emission 

band (425- 495 nm). However, for the profiles collected at the red edge of the steady state 

spectra, in the wavelength range of 535 - 650 nm, the two ps timescales (~ 550 ps and ~ 100 

ps) get converted into growth components. At the intermediate collection wavelengths, 520 

and 535 nm, the lifetime profiles fit to two decay components (~ 2 ns and ~ 500 ps) and one 

growth component (~ 60 ps). Notably, the lifetime profiles of the DMA3MeF-loaded LLC 

phases also exhibited similar characteristics (Figure 5.3 (b), Figure 5A.13, Table 5A.2). All the 

lifetime transients fit to a triexponential function with a ns component (~ 1.6 ns) and two ps 

components (~ 500 ps and ~ 100 ps). The two picosecond lifetimes manifest as decay 

components in the profiles collected at the blue edge wavelengths of the emission spectrum 

and as growth components for the transients collected at the red edge wavelengths of the 

emission spectrum. The transformation of the decay components at the shorter collection 

wavelengths into growth components at longer wavelengths for both DMA3HF and 

DMA3MeF-loaded LLC phases clearly imply towards excited state interconversions. In the 
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case of DMA3MeF, which lacks the proton donor site, ICT and the subsequent solvent 

stabilisation of the charge-transfer state can occur in the excited state. However for the 

DMA3HF molecule, in addition to the mentioned excited state processes there is a possibility 

of ESIPT as well.  

 

 

Figure 5.4. Normalised time-resolved emission spectra (TRES) of (a) DMA3HF and (b) DMA3MeF 

in the HII phase (λex = 402 nm).  

 

In order to comprehend the origin of the growth components in the lifetime profiles and to 

gain a better understanding of the various possible excited state processes of the molecules in 

the LLC phases, time-resolved emission spectra (TRES) have been constructed. The spectra of 

DMA3HF loaded LLC phases exhibit dual emission at all the time delays, with the longer 

wavelength peak corresponding to the T* species and the shorter wavelength band to the N* 

species (Figure 5.4 (a), Figure 5A.14).  The TRES profiles reveal a continuous dynamic stokes 

shift in the N* emission peak, while the peak position for T* remains fixed. The observed time 

dependent Stokes shift (TDSS) points towards the solvent reorientation around the charge-

transfer N* species and its subsequent stabilisation, which is absent in the case of the less polar 

T* species. It can be distinctly seen that the solvent relaxation persists till a nanosecond 

timescale (~ 2.5 ns), stipulating that the process in the LLC phases is significantly slow. As the 

proton transfer process is blocked in DMA3MeF by the 3-methoxy group, it acts exclusively 

as a solvation probe. Similar to DMA3HF, the TRES profile of DMA3MeF exhibits a 

continuous time dependent shift of the emission maximum towards longer wavelengths (Figure 

5.4 (b), Figure 5A.15). The observed TDSS is the typical characteristic of solvation relaxation 

of a polar molecule and it is evident that the solvation dynamics in the LLC phases is extremely 
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slow, which corroborates with the observations of DMA3HF. Besides the TDSS of the N* 

emission, the intensity of the T* species of DMA3HF exhibits an increasing trend with the 

evolution of time. The observation reflects the generation of T* species from N* as a result of 

ESIPT. It has to be noted here that the increase in the T* emission intensity and the TDSS of 

the N* emission band both occur till a nanosecond timescale, implying that the solvent 

relaxation and the ESIPT processes occur simultaneously in the mesophases. 

To understand the reasons behind the observed trends in the ESIPT and solvent relaxation 

processes of DMA3HF inside the LLC nanochannels, it is important to understand the nature 

of these phenomena in bulk solvents. The PCET mechanism of N,N’-dialkyl substituted 3-

hydroxyflavone in conventional solvents has been well established.25, 30 It has been elucidated 

that the energetics of the ESIPT process is closely linked with the solvent relaxation process in 

bulk solvents. The Frank-Condon photoexcitation of DMA3HF leads to the formation of an 

instantaneous dipolar excited state (N*) due to a rapid ESICT process. The creation of this 

highly polar excited state means that immediately after photoexcitation, the randomly oriented 

solvent molecules around DMA3HF find themselves in a high energy unfavourable 

configuration. Thus, the solvent molecules tend to reorganize around the dipolar N*  species to 

form a more energetically stabilized state (N*
solv). Notably, while the dipole moment of N* is 

significantly larger than that of both N and T*, the dipole moments of N and T* are similar. This 

implies that immediately after photoexcitation the solvent configuration favours T* rather than 

the highly polar N* and hence, the solvent-polarization effect is decoupled from the ESIPT 

pathway. In other words,  at initial time scales, the rates of ESIPT process (N* T*) and the 

solvent relaxation process (N* N*
solv) compete with each other. At longer time scales, after 

the completion of the solvent relaxation the energetics of the ESIPT process becomes 

complicated. Owing to the weak dipole moment of T*, it undergoes negligible solvent 

relaxation, while a constant solvent relaxation of N* stabilizes the energy of the state 

appreciably. Consequently, subsequent to the solvent equilibration of N* (N*
solv), the relative 

energies between the N* and T* species changes as compared to the scenario immediately after 

the phototexcitation. The generated difference in the relative energies of N*
solv and T* causes 

the ESIPT pathway to be coupled with the solvent-polarity effect, thus creating an appreciable 

solvent induced barrier for the proton transfer process. Interestingly, while in bulk solvents the 

solvent relaxation proceeds in a relatively faster timescale and the ESIPT process continues till 
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longer times, both these processes seemingly occur simultaneously in the LLC phases. From 

the steady state results, it was evident that the DMA3HF molecules sense a polarity like 

acetonitrile inside the nanochannels. However, the surrounding polarity of the molecules is not 

sufficient to lower the energy of N* to such an extent that it would give rise to > 20 times 

retardation in the rate of ESIPT. This suggests that besides the solvent polarity induced 

activation barrier for the proton transfer process, the observed retardation in the ESIPT 

dynamics inside the LLC channels may be a result of hydrogen bonding effects. The DMA3HF 

molecules may be trapped in the form of solute-solvent complexes owing to the high hydrogen 

bond accepting ability of the water molecules at the vicinity of the lipid-water interface. The 

formation of these hydrogen-bonded complexes would hinder the formation of the 

intramolecular hydrogen bond requisite to the ESIPT process. Thus,  the activation barrier for 

the ESIPT process in the nanochannels is also strongly coupled with the rate of disruption of 

the solute-solvent complex. This in turn is related to the rate at which the intermolecular 

hydrogen bonds between the solute and the solvent molecules break and reorient, that is, the 

solvation dynamics inside the nanochannels.32, 40 The slow solvation dynamics, observed from 

the TDSS in the TRES, would ultimately slow down the rate of the ESIPT process. In addition, 

it is also possible that the DMA3HF and DMA3MeF molecules form hydrogen bonds with the 

hydrophilic headgroups of the lipid molecules. 

To affirm the effects of intermolecular hydrogen bonding, we attempted to mimic the 

aqueous medium of the nanochannels by theoretical studies. Classical MD simulations were 

performed on DMA3HF in water and from the well-equilibrated simulation trajectories, 28 

random configurations of the first solvation shell-truncated DMA3HF-(H2O)9 cluster were 

collected (details of the computational calculations have been summarised in the Appendix). 

The ground state geometries of the selected DMA3HF-water clusters were optimised by DFT 

calculations. In addition to the 9 explicit water molecules surrounding DMA3HF, an implicit 

IEFPCM solvent model was used to mimic the aqueous layers in the LLC nanochannels as 

close to reality as possible. The orientation of the water molecules around DMA3HF in the 

various selected configurations of the DMA3HF-(H2O)9 clusters were distinctly different from 

each other. Thus, from the probability distribution function plots, various discrete pathways of 

proton transfer could be deciphered. Among these, the most stable pathway was chosen based 

on the ground state energies. The geometry (CONFIG-2) involved the proton transfer via a 
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hydrogen-bonded water wire such that three explicit water molecules participated in the 

process (Figure 5.5 (b)). A second stable geometry (CONFIG-1) was chosen wherein the proton 

transfer occurred directly from the hydroxyl moiety of DMA3HF to the carbonyl group without 

the involvement of explicit water molecules (Figure 5.5 (a)). The energetics of the proton 

transfer process were compared for both the cases. At the ground state, CONFIG-2 was found 

to be more stable than CONFIG-1 by 0.12 eV. TDDFT calculations were performed to 

ascertain the nature of ESIPT in the two configurations. The prominent absorption observed 

from HOMO → LUMO (S0 → S1), is ascribed to the π-π* transition of the DMA3HF molecule 

in the cluster. We also optimised the excited state structures, at the same level of theory, which 

reflected modulations in the hydrogen bond lengths as compared to those in the ground state. 

While the hydrogen bond lengthened in the hydrogen bond donating moiety, it shortened in the 

hydrogen bond accepting moiety. However, an overall strengthening in the hydrogen-bonded 

wire was observed as compared to that in the ground state (Table 5A.3). It is quite well 

established that the proton transfer of photoacids, involving solvent molecules, is dominated 

by the length of the hydrogen bonds in the solute-solvent complex.41, 42 Consequently, the 

nature of hydrogen bonding in the excited state is key to understand the ESIPT process for 

CONFIG-2, involving the water wire. The ground and excited state 1D potential energy surface 

(PES) of the proton transfer coordinates were computed by increasing the O-H bond length of 

the hydroxyl moiety in DMA3HF for both configurations. An extremely high activation barrier 

of 0.512 eV (11.8 kcal/mol) in the ground state for the case of direct proton transfer (CONFIG-

1) from the hydroxyl (H) to carbonyl oxygen (O) rules out the possibility of ground state proton 

transfer (Figure 5.6 (a)). However, the Franck-Condon state (S1′) is energetically lower than 

the transition state (TS) of the 1D proton transfer potential energy surface (PES) by 0.028 eV 

(0.64 kcal/mol). This clearly suggests that ESIPT is highly favourable and follows a relatively 

barrier-less pathway in the direct proton transfer case. Notably, the direct proton transfer 

pathway can be simplistically compared to the scenario of a non-hydrogen bonding solvent, 

like n-alkanes. The activation barrier for the backward ESIPT process is ~ 0.31 eV.  
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Figure 5.5. Electronic structures of the normal species of DMA3HF for (a) CONFIG-1: direct proton 

transfer without the involvement of explicit water molecules and (b) CONFIG-2: proton transfer via a 

water wire. The proton transfer pathways have been depicted by the arrows. The hydrogen bonds for 

the involved pathways have been labelled.  

 

The activation barrier for the proton transfer is similarly high in the ground state of  

CONFIG-2 (1.254 eV), thus validating the absence of the tautomeric species in the ground state 

(Figure 5.6 (b)). However, the excited state scenario changes drastically for the proton transfer 

via the water wire. In this case, the Franck-Condon state is substantially higher than the TS of 

the 1D excited state proton transfer PES by 0.235 eV (5.53 kcal/mol). Thus, this proton transfer 

pathway faces an appreciable activation barrier in the excited state. Similarly, the barrier for 

the backward ESIPT is also higher as compared with the case of the direct proton transfer by 

~ 0.22 eV. The results were confirmed by varying the O-H bond distances of HB2, HB3 and 

HB4 in the water wire (Figure 5.5 (b)). Some of the other possible proton transfer pathways 

for the rest of the configurations mentioned before, involved proton transfer via one water 

molecule and abstraction of the O-H proton towards the bulk (or peripheral water molecules of 

the cluster) wherein the proton revolved within the water network (Figures 5A.18 and 5A.19). 

The theoretical calculations clearly reflect the dominant role of hydrogen-bonding in 

influencing the efficiency of the ESIPT pathways and provides ample support for the 

experimental observations. The energetics of the ESIPT process change entirely on the 

formation of the solute-solvent complexes and thus it connotes that in the LLC mesophases, 

the hydrogen bonding parameters play the driving force in dictating the nature of PCET rather 

than the effects of polarity. 
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Figure 5.6. One-dimensional potential energy profiles of the proton transfer coordinate in the ground 

and excited state of DMA3HF for (a) CONFIG-1: direct proton transfer without the involvement of 

explicit water molecules and (b) CONFIG-2: proton transfer via a water wire.  

 

5.3 Conclusion 

The objective behind this study was to simultaneously distinguish between the effects of 

H-bonding abilities and the polarity of the water molecules in the LLC nanochannels as well 

as evaluate the interplay between both the effects. The multi-parametric sensitivity of the PCET 
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molecule, DMA3HF, was employed to probe the heterogenous LLC nanochannels. The steady 

state results indicated that the DMA3HF molecules were localised within the headgroup region 

of the lipid molecules wherein they experience an acetonitrile-like polarity. This observation 

was corroborated from the steady state results of the solvatochromic ESICT molecule, 

DMA3MeF. However, both the ESIPT efficiency as well as the significant retardation (> 20 

times) in the ESIPT dynamics of DMA3HF inside the mesophases deviates considerably from 

those in bulk acetonitrile, suggesting that the effect of polarity on ESIPT is dominated by a 

stronger effect. It has been hypothesized that the presence of solute-solvent complexes in the 

channels owing to the high hydrogen bond accepting ability of the water molecules near the 

lipid headgroup region, gives rise to a substantial activation barrier for ESIPT. The hypothesis 

was validated by the MD simulation-based theoretical calculations wherein the energetics of 

the ESIPT process was estimated for two distinct possible pathways. The activation barrier was 

found to be significantly high when the proton transfer occurred via a hydrogen-bonded water 

wire as opposed to the case of an almost barrier-less proton transfer pathway without the 

involvement of water molecules. The employed theoretical model involving the explicit water 

shell closely mimics the experimental conditions and thus can be extended to estimate the 

effects of extended hydrogen bonding in other systems as well. The experimental observations, 

supported by theoretical calculations, reveal that the hydrogen bonding capabilities of the LLC 

water molecules trump over the polarity effects in terms of their influence on the proton transfer 

process. 
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5.5 Appendix 

DMA3HF and DMA3MeF were synthesised using reported protocols.A1, A2 The details of the 

synthesis procedure have been given in Chapter 2. The synthesised compounds were 

characterised by 1H NMR, 13C NMR and HRMS. The spectra have been depicted below. 

 

 

Figure 5A.1.  1H NMR of DMA3HF. 

 

 

Figure 5A.2. 13C NMR of DMA3HF. 
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Figure 5A.3. HRMS of DMA3HF. 

 

 
 

 

Figure 5A.4.  1H NMR of DMA3MeF. 
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Figure 5A.5.  13C NMR of DMA3MeF. 

 

 

 

 

Figure 5A.6. HRMS of DMA3MeF 
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Figure 5A.7. Polarised optical microscopy image of the prepared HII phase. 

 

 

 

Figure 5A.8. Small angle X-ray diffraction patterns of (a) HII, (b) Pn3m and (c) Ia3d phases. 

 



 
 
 

 

 
 

 

 

 

Chapter 5 

 

IISER Pune 

Page    5.24 

 

Figure 5A.9. Excitation spectra of DMA3HF loaded LLC phases, recorded at (a) λem = 500 and (b) λem 

= 550 nm. 

 

 

Figure 5A.10. Excitation dependent emission spectra of DMA3HF in (a) Pn3m and (b) Ia3d 

mesophases. The arrow depicts the red shift in the emission maximum.  

 

 

Figure 5A.11. Excitation dependent emission spectra of DMA3MeF in (a) Pn3m and (b) Ia3d 

mesophases. The arrow depicts the red shift in the emission maximum.  
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Figure 5A.12. Fluorescence lifetime profiles of DMA3HF collected at different emission wavelengths 

(λex = 402 nm) in (a) Pn3m and (b) Ia3d  phases. The solid lines depict the exponential fit of the profiles. 

 

 

 Figure 5A.13. Fluorescence lifetime profiles of DMA3MeF collected at different emission 

wavelengths (λex = 402 nm) in (a) Pn3m and (b) Ia3d  phases. Solid lines depict the exponential fit. 

 

 
Figure 5A.14. Normalised time-resolved emission spectra (TRES) of  DMA3HF in (a) Pn3m and (b) 

Ia3d phases (λex = 402 nm). 
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Figure 5A.15. Normalised time-resolved emission spectra (TRES) of  DMA3MeF in (a) Pn3m and (b) 

Ia3d phases (λex = 402 nm). 

 

 

 

 

Table 5A.1. Lifetime fitting parameters of DMA3HF in the LLC phases.  

Sample λcol (nm) α1 1 (ns) α2 2 (ns) α3 3 (ns) 

 635 -0.15 0.640 0.62 2.070 -0.23 0.083 

HII 505 0.27 0.530 0.48 1.958 -0.24 0.035 

 450 0.45 0.424 0.18 1.406 0.37 0.088 

 635 -0.18 0.620 0.63 2.123 -0.19 0.100 

Pn3m 505 0.23 0.296 0.47 1.926 -0.29 0.044 

 450 0.44 0.519 0.13 1.896 0.43 0.109 

 635 -0.15 0.663 0.66 2.077 -0.19 0.138 

Ia3d 505 0.30 0.748 0.65 2.048 -0.05 0.065 

 450 0.43 0.516 0.13 1.901 0.44 0.092 
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Table 5A.2. Lifetime fitting parameters of DMA3MeF in the LLC phases. 

Sample λcol (nm) α1 1 (ns) α2 2 (ns) α3 3 (ns) 

 620 -0.32 0.573 0.55 1.671 -0.13 0.241 

HII 530 -0.19 0.466 0.61 1.510 -0.20 0.056 

 460 0.39 0.758 0.17 1.550 0.44 0.0163 

 620 -0.33 0.462 0.55 1.650 -0.12 0.116 

Pn3m 530 -0.21 0.408 0.62 1.448 -0.17 0.052 

 460 0.32 0.524 0.37 1.236 0.31 0.124 

 620 -0.28 0.522 0.59 1.606 -0.13 0.177 

Ia3d 530 -0.18 0.414 0.57 1.524 -0.25 0.039 

 460 0.43 0.740 0.14 1.681 0.43 0.171 

 

5.5.1 Details of Computational Studies 

Classical Molecular Dynamics Simulation 

Classical MD simulations were carried out using the GROMACS-5.0.6 software (with 

double precision). Water molecules have been explicitly represented and described by the 

SPC/E water model.A3 The MD simulation studies were based on the general amber force field 

(GAFF)A4 parameters. DMA3HF was optimized following the Merz-Kolmann charge 

calculationA5 using Hartree-Fock theory with 6-311G(d) basis set using Gaussian 09.A6 The 

antechamber module of AMBERToolsA7 was used for the restrained electrostatic potential 

charge (RESP) calculationA8 and the generation of general amber force field (GAFF).A4 Finally, 

the coordinates and topology were converted to the GROMACS format using 

the amb2gmx.pl program.A9 

Briefly, DMA3HF was placed in a cubic box of length 33.29 Å and solvated with 1209 

SPC/E water molecules. For the NVT simulations, a constant temperature of 300 K was 

maintained by coupling the system to a thermal bath with the Andersen algorithm and a time 

constant of 1 ps, whereas for the NPT simulations a constant pressure of 1 bar was maintained 

using the Berendsen barostatA10 with isotropic scaling and a time constant of 2 ps. All Lennard-

http://amb2gmx.pl/
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Jones interactions were cut off at 10 Å and a particle mesh Ewald correction to the long-range 

electrostatic contribution was applied. The integration step was set to 2 fs and the X---H 

stretching modes were frozen with the LINCS algorithm.A11 

 After 2000 steps of energy minimization, simulated annealing (annealing time of 100 ps) 

was performed under NPT conditions to heat the system to 300 K. This was followed by 

equilibration at 300 K for 100 ps in the NPT ensemble. Starting from the equilibrated system, 

MD trajectories were recorded for 10 ns in the NVT ensemble.A12 The data that was sampled 

at every 1 ps during the last 6 ns were used for the analysis.  Random snapshots were selected 

from the remaining 4 ns trajectory for further analysis. The radial distribution function (RDF) 

of oxygen atoms (O1 & O2) of the DMA3HF molecule and the oxygen atom of the explicit 

water molecule have been plotted (Figure 5A.17). The first solvation shell was truncated from 

DMA3HF at 4.1 Å.A13, A14  Based on the above RDF criteria 9 explicit water molecules were 

found  close to O1 and O2. 

 

Electronic Structure Calculations 

To compute the ground and excited state profiles of proton transfer coordinates from the 

classical MD simulations, 28 snapshotsA13 were randomly selected from the Classical MD 

trajectory. All the geometries were optimized and the local minima were determined by 

frequency calculations. The ground state & excited state profiles were computed using a 

relaxed scan of PTC and the final profiles were categorised into multiple proton transfer 

pathways. In the ground state (S0), the structural isomers of DMA3HF were optimized at the 

DFT level using the hybrid B3LYP functionalA15, A16 and the wave functions were expanded in 

a 6-311++g(d,p) basis setA17.  All the calculations were performed using the Gaussian 

application,A6 and the solvent (water) effects were taken into account using the Polarizable 

Continuum Model (PCM) and the integral equation formalism variant (IEFPCM) solvation 

model.A18 

The vertical excitation energies, oscillator strengths and optimisation of the excited state 

(S1) were computed at TD-DFT at the same level of theory. For the transition state (TS), the 

Synchronous Transit-Guided Quasi-Newton (STQN) method has been employed, which results 

in the actual transition structure using an empirical estimate of the Hessian and suitable starting 

structures of DMA3HF. Subsequently, a one-dimensional (1D) potential energy surface (PES) 
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scan with the proton transfer (PT) reaction coordinate was performed. The intrinsic reaction 

coordinate (IRC) was compared for both DMA3HF in the gas phase and the DMA3HF:9-water 

complex in the ground state. The IRC profiles were found to match well with the proton transfer 

coordinate. Previous literature studiesA13, A14, A19, A20  as well as our own calculations suggest 

that the spurious effects on the absorption spectra due to the “finite cluster” can be 

circumvented by using an IEFPCM model along with explicit water molecules. Hence, the 

explicit water molecules were then surrounded by a polarizable continuum model (IEFPCM) 

with a dielectric constant of 80. Figure 5A.17 depicts the results of the g(r) between the center 

of mass of DMA3HF hydroxyl oxygen (O1) and carbonyl oxygen (O2) and Ow of water 

obtained from the classical molecular dynamics simulations. The first solvation shell was found 

at 4.1 Å.  Multiple possible pathways for the proton transfer process were deciphered, out of 

which two of the most stable pathways were chosen for calculating the proton transfer energy 

surfaces in the ground and excited states (CONFIG-1 and CONFIG-2). All the pathways 

(CONFIG-S1 TO CONFIG-S6 and CONFIG-1, CONFIG-2) have been depicted in Figures 

5A.18 and 5A.19. The first four proton transfer pathways (Figure 5A.18) result in the 

transformation of normal to tautomer species, however the other four pathways (Figure 5A.19) 

do not result in tautomer. 

 

 

Figure 5A.16. Probability distribution of relative energy values of the different configurations. 
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Figure 5A.17. The radial distribution function of the center of mass of hydroxy oxygen (O1) and 

carbonyl oxygen (O2) of DMA3HF and oxygen (Ow) of water molecule. The red dashed line indicates 

the first solvation shell. This RDF is obtained from classical molecular dynamic simulations. 

 

 

 

Figure 5A.18. Electronic structures of the normal form of DMA3HF for the various possible proton 

transfer pathways. The pathways have been depicted by arrows. 
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Figure 5A.19. Electronic structures of the normal form of DMA3HF for other alternate proton transfer 

pathways that do not result in the tautomeric species. The pathways have been depicted by arrows. 

 

 

 

Table 5A.3. Hydrogen bond (HB) lengths from the hydroxyl oxygen (O1) to carbonyl oxygen (O2) in 

DMA3HF in the ground state. The covalent bond (O-H, in angstroms) and non-covalent bond (H-O, in 

angstroms) lengths have been depicted within the brackets. 

 

Path  Relative 

Energy 

(eV) 

HB1 HB2 HB3 HB4 HB5 

CONFIG-1  0.124 (0.9796, 1.984) -- -- -- -- 

CONFIG-2  0 (0.992, 1.798) (0.987, 1.768) (0.973, 1.91) (0.984, 1.722) -- 

CONFIG-S1  0.169 (0.983, 1.807) (0.981, 1.799) -- -- -- 

CONFIG-S2  0.064 (0.985, 1.942) (0.979, 1.819) (0.989, 1.730) (0.985, 1.762) (0.98, 1.81) 
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Table 5A.4. Hydrogen bond (HB) lengths from the hydroxyl oxygen (O1) to carbonyl oxygen (O2) in 

DMA3HF in the excited state. The covalent bond (O-H, in angstroms) and non-covalent bond (H-O, in 

angstroms) lengths have been depicted within the brackets. 

Configuration HB1 HB2 HB3 HB4 HB5 

CONFIG-2 (0.995, 1.848) (0.985, 1.777) (0.978, 1.872) (0.996, 1.641) -- 

CONFIG-1 (0.9792, 1.8872) -- -- -- -- 

CONFIG-S1 (0.984, 1.785) (0.993, 1.677) -- -- -- 
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The various studies presented in this thesis point towards the unique characteristics of 

the aqueous LLC nanochannels. The studies reflect the significant differences in the 

fundamental physical properties of the LLC water molecules as compared to bulk water. The 

main attraction is the vast heterogeneity in the LLC nanochannels compared to the homogenous 

behaviour of bulk solvents. The experimental observations presented in this thesis clearly 

suggest the presence of multiple water layers inside the nanochannels, with each layer 

possessing a distinct micropolarity, microviscosity, hydration dynamics and hydrogen-bonding 

ability. A gradient has been observed in these properties from the central core of the 

nanochannels to the lipid-water interface and this gradient in the physical properties of the 

microheterogeneous medium can be exploited in several applications. 

One of the important applications of LLC materials is in the field of nanochemistry 

wherein the mesophases are employed as nanoreactors for the synthesis of a wide array of 

materials. LLCs consist of distinct hydrophobic, hydrophilic and amphiphilic domains that 

have already been employed to drive chain reactions, as mentioned in Chapter 1, by bringing 

close certain substrates while isolating other substrates. Thus, it can be similarly expected that 

the inherent microheterogeneity observed at the different regions of the aqueous nanochannels 

will enable certain specific reaction conditions (Figure 6.1). The LLC nanochannels can 

simplistically be considered as a collection of various sub-domains with the water molecules 

in each domain exhibiting particular behaviour. In other words, the reaction conditions at the 

centre of the nanochannels will be quite different compared to those in the lipid-water interface. 

Similarly, the reaction conditions at the interface will vary from those in the deeper aqueous 

layers, which are trapped between the lipid headgroups. The remarkable advantage of LLC 

materials as nanoreactors is that the peculiar physical properties inside the channels cannot be 

mimicked by any homogeneous medium. For instance, the condition of a high hydrogen bond 

accepting ability of the water molecules at the lipid-water interface despite a low micropolarity 

will not be possible to attain in a homogenous medium. Also, the variation of hydrogen bonding 

behaviour in the LLC channels from borderline aprotic solvent-like in the intermediate region 

to the high hydrogen bonding capabilities at the interface can be simultaneously used to drive 

multiple reactions. Additionally, the appreciably high microviscosity and hydration dynamics 

at the interfacial regions can also be employed to control the diffusion of various substrates. 
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Such custom reaction conditions enable the design of desired tailor-made materials depending 

on the properties of each sub-domain in the nanochannels. 

 

 

Figure 6.1. Schematic representation of the different nanoscopic domains in the cross-section of the 

inverse LLC mesophases and the multiple water layers in the aqueous domains. Specific reactions can 

be designed depending on the locations of targets (for example 1,2 and 3 depicted in the figure) at 

various locations in the mesophases based on the inherent properties of that particular domain.  

 

Besides this, a molecular-level description of the fundamental properties at various 

regions of the nanochannels will help to determine the interactions between the mesophases 

and encapsulated drugs and biomolecules. This is particularly useful in the drug delivery and 

biomolecule-based applications of the mesophases. LLCs have been popularly utilized for the 

encapsulation and reconstitution of biomolecules.1 A thorough understanding of the various 

properties of both the aqueous and lipidic domains can help to fabricate specific LLC 

mesophases for the selective interaction with different biomolecules. For example, Amar-Yuli 

et al. have designed HII mesophases based on monoolein and cationic lipids to encapsulate the 

predominantly negatively charged DNA via the electrostatic interactions with cationic lipid.1, 

3 They probed the controlled release of the DNA from the mesophase into the outside aqueous 

phase, in the presence of excess water. Besides, a comprehensive knowledge of the aqueous 

LLC nanochannels can be extended for designing other applications of the LLC mesophases. 
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For example, the insights on the effect of the LLC water molecules on the Maillard reaction 

inspired Mezzenga and co-workers to design precisely controlled in meso enzymatic reactions 

and new technologies for the detection of viruses, parasites, bacteria, and biomarkers.1, 2 

Understanding the precise nature of the aqueous nanochannels can thus help to devise new 

practical applications of the materials. 

While we have attempted to characterise the aqueous networks inside the nanochannels, 

the observations indicate the necessity of probing the lipid-water interface of the LLC phases 

in a more targeted manner. This can be realised by anchoring specific fluorescent probes in the 

lipid-water interface by attaching the probes with long hydrophobic aliphatic chains.  

Depending on the aliphatic chain length, the probes can be lodged at different depths of the 

interface which will ensure the mapping of the entire interfacial region. It would also be 

advantageous to compare the properties of the aqueous domains in the inverse mesophases with 

that of the lamellar phase, having zero curvature. This might provide valuable insights 

regarding the effect of the lipid-water interfacial curvature on the properties of the water 

molecules. 

The inherent microheterogeneity of the nanochannels implies a highly dynamic nature 

of the aqueous domains. Although, the studies reported in this thesis reflect new facets of the 

molecule-level properties in the LLC nanochannels, which adds significantly to the existing 

knowledge regarding these systems, further studies are required to augment the understanding, 

design, and application of these systems. 
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