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## Abstract

In this project a ternary regime Markov switching jump diffusion model for financial asset price data is proposed. Initially, we propose a statistical technique for the detection of jumps and volatility estimation in a return time series data using a threshold method. As the threshold and volatility estimator are derived together by solving an implicit equation, this leads to unprecedented accuracy in jump detection over wide-ranging parameter values. Next, using the proposed threshold method the increments attributed to jumps are removed from historical data of various Indian sectoral indices. Thereafter, we attempt to model the derived continuous part of the data by analysing the presence of regime switching dynamics in the volatility coefficient using discriminating statistics, proposed by us, which are sensitive to the transition kernel of the regime switching model.In particular we have restricted ourselves to ternary regime switching dynamics. Finally, the performance of the proposed regime switching model is tested by examining its replication of the empirical Cumulative Distribution Function(eCDF) of the return time series.
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## Chapter 1

## Introduction

Stock prices possess an inherent randomness. Attempts have been made to model the dynamics of stock price using diffusion processes. In 1973, Black, Scholes and Merton, [17], used Geometric Brownian Motion to model Stock/Risky Asset prices. This is the pioneering asset pricing model that continues to influence all models to this day. The theoretical results obtained from this model were not consistent with empirical observations.Various assumptions made by the model such as constant market parameters such as volatility, drift and interest rate turned out to be unrealistic since in the real world these parameters are ever changing. Many Models have been developed to address to the inconsistency between theory and empirical observations and issue of assumptions made by the Black, Scholes and Merton model. A few examples are the Heston Model and several regime switching models. The Heston Model[15] considers volatility to be a stochastic process unlike the Black, Scholes and Merton model. It makes the use of a Cox Ingersoll Ross(CIR) process to model the volatility of a stock. Modeling of volatility as a CIR process implies volatility to follow mean reverting dynamics. Many models later have extended the Heston Model in various forms.

The phenomenon of quick or rapid variations in stock prices(where the historical volatility is too high or too low) due to certain events that occur rarely cannot be explained by models with continuous path such as the Black, Scholes and Merton model and the Heston Model. The real time series data of financial asset prices do exhibit jump discontinuities which cannot be explained by a diffusion model alone. The sudden large changes in the return series are attributed to jump discontinuities. To address the phenomenon of empirically observed big and sudden changes in simple return series the market jump diffusion models have been considered. Merton[49] in 1976 introduced a pioneering jump diffusion option pricing model. Other examples of jump diffusion models are [24] and [25]. These models introduce the concept of discontinuity into the stock price dynamics. A jump diffusion extension of a geometric Brownian motion is called a geometric Lévy process. It intends to improve over the geometric Brownian motion process of the BSM model. This model is used in [28]. Models also have been developed by introducing jump into the Heston Model. An example is [30].

Regime switching models are another type of models gaining traction in literature of Mathematical Finance after the work of of Hamilton (1989) [14] and Di Masi et.al (1994) [13]. There have been regime switching extensions
of the Black, Scholes and the Heston Model. These models allow variation of Market parameters in a simplistic manner. In Regime switching models, the key market parameters evolve as finite state pure jump process such as a Markov chain. The volatility and drift coefficients are changed based on the movement of a unobserved pure jump process. One such regime switching model is a Markov Modulated Geometric Brownian Motion(MMGBM), which is a Geometric Brownian motion whose parameters evolve as Markov chain. As research in the regime switching field grew, the models also gained popularity academically. After [13] various researchers assumed regime switching models for asset price dynamics. Examples of such regime switching models are [1], [2], [3], [4], [5], [6], [7] [8], [9], [10], [11], [12]. Some examples of regime switching models modulated by a Markov chain are[18], [19] and [20]. Regime switching extension of the Heston model is studied in [16]. The list is just indicative and not exhaustive.

The jump diffusion models or regime switching models alone have not been able to model and explain various aspects of the asset price dynamics. Therefore, this thesis aims at a unified inference of jump diffusion models with regime switching. In this thesis, the inference problem for a class of Ternary regime-switching jump diffusion model is studied. In [33], the statistical inference of a class of binary regime-switching jump diffusion model of financial time series data studied. In [33] a particular type of test statistics has been used which is suitable for a model where the low volatility regime occurs with a low probability and high volatility regime occurs with low probability, not together, but in isolation. An extension of that study where models where, the high volatility regime and low volatility regime occur with low probability together is considered in this thesis. The jumps are identified and removed before inferring the regimes in the regime-switching volatility dynamics.

Various approaches have been studied to infer the parameters of jump models which include the maximum likelihood approach [35], the Markov chain Monte Carlo approach [39], and threshold estimators [40], [43]. In, [32] jump discontinuities are inferred using a Maximum Likelihood Estimation(MLE) approach while [43] and [31] a non parametric approach is used for jump detection. Specifically, [31] infers jump discontinuities by minimizing the Mean Square Error(MSE). In this thesis a threshold technique is proposed, to disentangle the jump from the continuous part. In this method we obtain a threshold that is dependent on the volatility coefficient.

The standard threshold method involves fixing a threshold value of return, based on the time granularity of the data, and a jump is said to have occurred when the return crosses that threshold and the instances when the jump has occurred are classified as the jump times. The volatility coefficient is estimated post the removal of the jumps detected, from the return series. One must note that, if the threshold does not depend on the diffusion coefficient, the jump identification is poor for a large value of the volatility coefficient due to rare but large increments caused by Brownian motion, would be misclassified as jumps. This issue has been addressed by us, by simultaneously obtaining the threshold and the volatility estimator, by solving an implicit equation. The maximum solution is obtained by an iterative scheme that rapidly converges to it. The resulting estimator is denoted as the maximal estimator, as it maximizes the contribution of diffusion term in explaining return series and reduces the false-positive error. Post the removal of jumps detected from the return series, the continuous part of the data(return series)is modelled using a ternary regime switching GBM model.

Discriminating statistics proposed by us, are used to test the model. The sampling distribution of the discriminating statistics varies drastically and desirably, with varying choices of instantaneous rate parameter in the regime switching dynamics. The discriminating statistics are constructed using certain descriptive statistics of squeeze and expansion duration of the Bollinger band. The sampling distribution of the descriptive statistics of these durations,
under a particular model hypothesis, do not have a form by which analytical inference can be done. Despite this, the empirical distribution of the statistics can be obtained using a reliable simulation procedure. This is a standard approach known as the typical realization surrogate data approach in Theiler et al. [47]. Other works such as [45] and [46] use a similar approach. As the approach in [33] serves as a bedrock for this thesis.

This thesis is organised into chapters with several sections and subsections within the chapters. Chapter 2 provides a brief picture and describes diffusion, jump diffusion and Markov switching models for asset price dynamics developed to date. In Chapter 3, we propose the development of a method for inference of jumps in uni-regime and regime switching Merton's jump diffusion model. In Chapter 4, method of obtaining squeeze and expansion durations is given. These durations are used to propose discriminating statistics which are detailed in the same chapter. The rejection procedure of any composite null hypothesis based on these statistics is also elucidated in Chapter 4. The discretization of a few important class of regime switching models is explained in cChapter 5. Chapter 6 deals with the application of the proposed inference technique developed to some empirical data and some numerical experiments on the best fit models to test their performance.

## Chapter 2

## Stochastic Models of Asset Price Dynamics

### 2.1 Diffusion and Jump diffusion models

In 1973, Black, Scholes and Merton [17] used Geometric Brownian Motion to model Stock/Risky Asset prices. It is known as the Black Scholes Merton(BSM)model which is given by the following stochastic differential equation:

$$
d S_{t}=d S_{t}\left(\mu d t+\sigma d W_{t}\right)
$$

where $S_{t}$ is the price of the stock, $S_{0}>0, \mu$ is the drift(expected return) of the stock and $\sigma$ is the volatility of the stock(standard deviation) and $W_{t}$ is standard Brownian Motion.

The theoretical results, obtained from the model were not consistent with empirical observations due to various assumptions of the model such as constant market parameters such as volatility, drift and interest rate which were unrealistic as, in the real world these parameters are constantly changing. Further, Models have been developed to address to the inconsistency between theory and empirical observations mainly due to the assumptions made by the Black, Scholes and Merton model. A few examples are the Heston Model and several regime switching models.

The Heston Model[15] considers volatility to be a stochastic process unlike the Black, Scholes and Merton model. It makes the use of a Cox Ingersoll Ross(CIR) process to model the volatility of a stock. Modeling of volatility as a CIR process implies volatility to follow mean reverting dynamics. Various successive models have extended the Heston Model in different forms. The Heston Model is given by the following Stochastic differential equations:

$$
\begin{gathered}
d S_{t}=\mu S_{t}+\sqrt{v_{t}} S_{t} d W_{t} \\
d v_{t}=\kappa\left(\theta-v_{t}\right) d t+\sigma \sqrt{v_{t}} d W_{t}^{\prime}
\end{gathered}
$$

$W$ and $W^{\prime}$ are standard Brownian motions, such that $d W_{t} d W_{t}^{\prime}=\rho d t, S_{t}$ is the price of the stock, $v_{t}$ is the volatility of the stock. The parameters of volatility are defined as follows: $\kappa$ is speed, $\theta$ is the long run mean, and $\sigma$ is the volatility of volatility. The system of differential is also subject to additional conditions as: Feller condition: $\sigma^{2}<2 \kappa \theta$, which assures the non negativity of $v$ and to assure square integrability of $S: \sigma \leq \frac{\kappa}{(2 \rho+\sqrt{2})^{+}}$.

As discussed in the introduction, to address the phenomenon of quick or rapid variations in stock prices due to certain events that occur rarely in the market jump diffusion models have been considered. Sudden large changes in the return series are attributed to jump discontinuities. Some examples of jump diffusion models are [24] and [25]. These models introduce the concept of discontinuity into the stock price dynamics. One example of a jump diffusion process is :

$$
d S_{t}=S_{t^{-}}\left(\mu d t+\sigma d W_{t}+\int \eta(z) N(d t, d z)\right)
$$

where, $\eta: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and bounded above and $\eta(z)>-1$ and $N(d t, d z)$ is a Poisson random measure with intensity $\nu(z) d t$, where $\nu$ is a finite Borel measure. [24] and [25] study similar models as above .

A jump diffusion extension of a geometric Brownian motion is called a geometric Lévy process. It intends to improve over the geometric Brownian motion process of the BSM model. It is given by:

$$
S_{t}=S_{0} \exp Z_{t}, \text { where } Z_{t} \text { is a Lévy process. }
$$

$Z_{t}=\sigma W_{t}+Y_{t}$, where $W_{t}$ is a standard Brownian motion and $Y_{t}$ is jump Lévy process independent of $W_{t}$. The process $Y_{t}$ has the following representation in terms of the Poisson random Measure, $N(d t, d z), t \geq 0, \mathrm{z} \in \mathbb{R} \backslash\{0\}$ generated by the jumps of $Z_{t}$ :

$$
Y_{t}=b t+\int_{0}^{t} \int_{\mathbb{R} \backslash\{0\}} z I_{|z| \geq 0} N(d s, d z)+\int_{0}^{t} \int_{\mathbb{R} \backslash\{0\}} z I_{|z|<0}[N(d s, d z)-\nu(d z) d s] \text { and } I \text { is the indicator function. }
$$

Here, $\nu(d z)$ is the Lévy measure which satisfies the following conditions: $\int \min \left(z^{2}, 1\right) \nu(d z)<\infty$. This model is used in [28].
Models also have been developed by introducing jump into the Heston Model. An example is [30]. The model is as follows:

$$
\begin{gathered}
d S_{t}=\left(r_{t}-d_{t}-\gamma m^{j}\right) S_{t}+\sqrt{v_{t}} S_{t} d W_{t}^{s}+\left(e^{J^{s}}-1\right) S_{t} d N_{t}^{p}, S_{0}=s \\
d v_{t}=\kappa\left(\theta-v_{t}\right) d t+\sigma \sqrt{v_{t}} d W_{t}^{v}+J^{v} d N_{t}^{p}, V_{0}=v
\end{gathered}
$$

where, $W^{s}$ and $W^{v}$ are standard Brownian motions, such that $d W_{t}^{s} d W_{t}^{v}=\rho d t, N^{p}$ is a Poisson process with constant intensity $\gamma, J^{s}$ is called the return jump and $J^{v}$ is called the variance jump.
Amplitude of return jump is assumed to have normal distribution and Amplitude of volatility jump is assumed to have exponential distribution as follows:

$$
\overline{\omega^{s}}=\frac{1}{2 \pi \delta^{2}} \exp \left(-\frac{\left(J^{s}-\nu\right)^{2}}{2 \delta^{2}}\right), \overline{\omega^{v}}=\frac{1}{\eta} \exp \left(-\frac{-1}{\eta} J^{v}\right),
$$

where, $\nu$ is the mean and $\delta$ is the volatility of return jump $J^{s}$ and $\eta$ is the mean of variance jump $J^{v}$.

$$
m^{j}=\exp \left(\nu+\frac{1}{2} \delta^{2}\right)-1, \text { is the compensator. }
$$

### 2.2 Markov Switching Models

In Regime switching models market parameters vary with the changing state of economy which in turn is modulated by a Markov or a Semi Markov chain. Some examples of regime switching models modulated by a Markov chain are[18], [19] and [20].

Regime switching was integrated into the BSM model to address some of the shortcomings. It is called the Markov Modulated Geometric Brownian Motion(MMGBM)model. The stochastic differential equation of the MMGBM model is as given below:

$$
d S_{t}=\mu\left(X_{t}\right) S_{t} d t+\sigma\left(X_{t}\right) S_{t} d W_{t}
$$

where $\left\{X_{t}\right\}_{t \geq 0}$, is a Markov process independent of the stock price $S_{t} . \quad \tau$ is the time-index set $\{0,1,2,3, \ldots\}$, $(\Omega, \mathcal{F}, \mathcal{P})$, the probability space and $\mathcal{X}=\{1,2,3, \ldots, k\}$ be the state-space of an irreducible $k$ state Markov-chain.

The transition rate matrix of the Markov chain is $\lambda$, where, $\lambda_{i j} \geq 0$ for $i \neq j \& \lambda_{i i}=-\sum_{j \neq i}^{k} \lambda i j, \mathrm{i}, \mathrm{j} \in \mathcal{X}$

$$
p_{i j}=\frac{\lambda_{i j}}{\left|\lambda_{i i}\right|} \text { are the transition probabilities from state } i \text { to state } j, \text { where } i \neq j \text { and } p_{i i}=0
$$

In Markov Modulated Geometric Brownian motion the drift of the stock $\mu$ and the volatility of the stock $\sigma$ are assumed to evolve as a function of a continuous time Markov chain. The stochastic differential equation of MMGBM is as given below,

$$
\begin{equation*}
d S_{t}=\mu\left(X_{t}\right) S_{t} d t+\sigma\left(X_{t}\right) S_{t} d W_{t} \tag{2.2.1}
\end{equation*}
$$

where, $\left\{X_{t}\right\}_{t \geq 0}$, is a Markov process independent of the stock price, $\mu\left(X_{t}\right), \sigma^{2}\left(X_{t}\right)$ are the Markov dependent drift and volatility of the stock respectively and $\left\{W_{t}\right\}_{t \geq 0}$ is standard Brownian Motion.

Definition 2.2.1. The stock price in a Markov Modulated Brownian motion is given as follows:

Let the initial stock price at $t=0$ be $S_{0}=s$. Then the stock price at any time $t=T^{\prime}$, is given as,

$$
\left.S_{T^{\prime}}=S_{0} \exp \left[\int_{0}^{T^{\prime}} \mu\left(X_{t}\right)-\sigma^{2}\left(X_{t}\right) / 2\right)\right] d t+\int_{0}^{T^{\prime}} \sigma\left(X_{t}\right) d W_{t}
$$

Some examples of MMGBM models are [1], [13], [18], [19], [20], [21], [22] and [23].

Regime switching extension of the Heston model is studied in [16]. It intends to address several inconsistencies of theoretical results of the Heston model with real/empirical data. The model is as follows:

$$
\begin{gathered}
d S_{t}=\mu S_{t}+\sqrt{v_{t}} S_{t} d W_{t} \\
d v_{t}=\kappa\left(X_{t}\right)\left(\theta\left(X_{t}\right)-v_{t}\right) d t+\sigma\left(X_{t}\right) \sqrt{v_{t}} d W_{t}^{\prime}, V_{0}=v_{0}
\end{gathered}
$$

where, $X_{t}$ is a homogeneous continuous time Markov chain, $W$ and $W^{\prime}$ are standard Brownian motions, such that $d W_{t} d W_{t}^{\prime}=\rho\left(X_{t}\right) d t$.

### 2.3 Historical Volatility in MMGBM

Volatility in the MMGBM model is modulated by a continuous time Markov chain. It changes when there is a regime change in the Markov chain, else it remains constant. This leads to the volatility to behave as a step function which is a pure jump process. However, with pure jump volatility one can observe diffusion type dynamics of historical volatility conventionally observed through data. A numerical approach is taken to establish the diffusion type dynamics of historical volatility by considering a pure jump volatility in an MMGBM model. The approach is as follows:

The stock price $S_{t}$, follows the MMGBM model. The estimator of historical volatility $\hat{\sigma_{t}}$ is calculated for an interval of ' $d$ ' days over a period of time $T$. The square of estimator volatility is called estimator of variance given by, $\hat{\sigma}^{2}$. The estimator of historical volatility is given by $\hat{\sigma_{t}} . \delta$ is the time step considered. Return of the stock $R_{t-\delta}$ is given by,

$$
\begin{equation*}
R_{t-\delta}=\frac{S_{t}-S_{t-\delta}}{S_{t-\delta}} \tag{2.3.1}
\end{equation*}
$$

where the stock price $S_{t}$, follows an MMGBM process.

$$
\begin{gather*}
\hat{V}\left(R_{t-\delta}\right)=\frac{\sum_{i=1}^{20} R_{t-i \delta^{2}}^{20}-\left(\frac{\sum_{i=1}^{20} R_{t-i \delta}}{20}\right)^{2}}{20} \hat{\sigma}_{t}^{2}=\frac{\hat{V}\left(R_{t-\delta}\right)}{\delta}, \text { is the estimator of historical variance. } \tag{2.3.2}
\end{gather*}
$$

In order to observe the diffusion type dynamics as well as the mean reverting nature of historical volatility
resulting from a pure jump volatility Monte Carlo simulations were run of the model (2.2.1) on MATLAB using the parameters given below :

1. Total time, $\mathrm{T}=3$ (in years), Time step, $\delta=1 / 253$ year
2. Initial stock price at time $\mathrm{t}=0, S_{0}=100$.
3. 3 states: $1,2,3$ are considered with, initial state $X_{0}=1$ and Rate Matrix, $\Lambda=\left[\begin{array}{ccc}-0.1 & 0.08 & 0.02 \\ 0.01 & -0.02 & 0.01 \\ 0.015 & 0.035 & -0.05\end{array}\right]$. $\sigma(1)=0.05, \sigma(2)=0.10, \sigma(1)=0.20$ and $\mu(1)=0.02, \mu(1)=0.08, \mu(1)=0.04$.

Figure 2.1 is the simulation of as single realization of historical volatility over a 3 year period.


Figure 2.1: Single Realization of Historical Volatility

From the figure 2.1 the diffusion type dynamics of historical volatility can be observed. Another observation that can be made from the figures is the mean reverting nature of historical volatility. Mean reverting nature is displayed here as the the value of historical volatility rises and falls but tends to approach a mean value after each rise and fall. These numerical simulations and the following observations of diffusion type dynamics and mean reverting nature of the historical volatility process that is empirically observed in market data validates the claim of considering volatility to behave as a pure jump process.

## Chapter 3

## Inference of Jumps in Merton's Jump Diffusion model

In this chapter, we detail a statistical method for detection of jump discontinuities in the asset return data using a threshold approach. As the diffusion noise and the jump, both, contribute to the second order moment of the return process, the knowledge of return's variance alone is not sufficient to solve the calibration problem of both jump and diffusion coefficients. More insight(information) can be obtained from the classification of the returns using a threshold. In the standard threshold approach, to calibrate volatility, the annualized coefficient of diffusion term, the jump coefficients are inferred in advance. In this thesis we propose approach of maximal threshold where the jump detection and the volatility coefficients are obtained simultaneously. In our method for jump inference we consider a more generalized version of the original Merton's Jump Diffusion(MJD) model[49] where we relax the condition of jump sizes following a log-normal distribution.

### 3.1 Model Hypothesis

For detection of jump discontinuities, a simplified continuous-time model of asset price process, $S:=\left\{S_{t}\right\}_{t \in[0, T]}$, is considered which is given by,

$$
\begin{equation*}
d S_{t}=\mu S_{t-} d t+\beta S_{t-} d W_{t}+S_{t-} d M_{t} \tag{3.1.1}
\end{equation*}
$$

with $S_{0}>0$, where $W=\left\{W_{t}\right\}_{t \in[0, T]}$ is the standard Brownian motion, and $M=\left\{M_{t}\right\}_{t \in[0, T]}$ is a compound Poisson process. In particular, $M$ is given by $M_{t}=\sum_{i=1}^{\mathcal{N}_{t}} \xi(i)$, in which $\mathcal{N}=\left\{\mathcal{N}_{t}\right\}_{t \in[0, T]}$ is a Poisson process with intensity $\Lambda$ and $\xi:=\{\xi(i)\}_{i=1,2, \ldots}$ is a sequence of independent random variables with identical cumulative distribution function (cdf) $F$ having mean zero and a finite variance. We assume that $W, \mathcal{N}$ and $\xi$ are independent to each other. It should be noted that (3.1.1) implies the following model

$$
\begin{equation*}
\frac{S(i)-S(i-1)}{S(i-1)}-\mu \Delta=\beta \sqrt{\Delta} Z(i)+\left(M_{i \Delta}-M_{(i-1) \Delta}\right) \tag{3.1.2}
\end{equation*}
$$

for the discrete time series $(S(0), S(1), S(2), \ldots, S(N))$ having time step $\Delta$ (in year unit), where, $\{Z(i)\}$ are independent, identically distributed (i.i.d.) standard normal random variables. Here $S(i)$ stands for $S_{i \Delta}$ in (3.1.1). From a given equispaced data the one-step simple return is given by $r(i)=\frac{S(i)-S(i-1)}{S(i-1)}$. The average $\bar{r}$ of $\{r(1), \ldots, r(N)\}$ is given by $\bar{r}=\frac{1}{N} \sum_{i=1}^{N} r(i)$. Using (3.1.2) and the model assumption that $E \xi(i)=0$, it is evident that $\bar{r}$ is an unbiased estimator of $\mu \Delta$. In addition, Our assumptions on $F$ are:
(A1) $F(-1)$ is assumed to be zero,
(A2) $F(0-)=F(0)$, i.e., zero is a point of continuity of $F$.

Assumption (A1) ensures the positivity of $S$, while (A2) implies that $P(\xi=0)=0$. Specifically, (A2) prohibits jumps of size zero in simple return which does not impose any practical restriction on (3.1.1), but justifies selection of the CDF of jump size and the jump intensity. In the classical Merton's Jump Diffusion(MJD) model $F$ is the CDF of one less than lognormal and hence MJD obeys (A1) and (A2). Even though (3.1.1) is of a more general nature than a classical MJD, (3.1.1) would be referred to as the MJD model hereon for the terminological convenience.

### 3.2 Motivation of Threshold Method

Empirical study by model fitting requires the estimation of all the parameters i.e. historical $\mu, \beta, \Lambda$ and $F$ where, $F$ is a functional parameter. The jump discontinuities, which are apparent in a continuous time process, but their identification becomes ambiguous when the process is observed in discrete time. In the following simple lemma it can be seen that the false positive error in jump detection can be reduced as the time step decreases.

Lemma 3.2.1. Under no jump conditions and our assumptions: Given any $\hat{p} \in(0,1)$, and $c>0$, there exists a sufficiently small $\Delta>0$, such that $P\left(\bigcup_{i=1}^{N}\{|r(i)-\mu \Delta| \geq c\}\right)<\hat{p}$.

Proof. Due to (3.1.2), under $\Lambda=0,\{r(1), \ldots, r(N)\}$ is a sequence of i.i.d normal variables with mean $\mu \Delta$ and variance $\beta^{2} \Delta$. Let $A_{i}:=\{\omega \in \Omega| | r(i)-\mu \Delta \mid \geq c\}$, then

$$
P\left(A_{i}\right)=2\left(1-\Phi\left(\frac{c}{\beta \sqrt{\Delta}}\right)\right)
$$

for each $i$, where $\Phi$ denotes the cdf of the standard normal distribution. Therefore,

$$
P\left(\bigcup_{i=1}^{N} A_{i}\right)=1-P\left(\bigcap_{i=1}^{N}\left(\Omega \backslash A_{i}\right)\right)=1-\prod_{i=1}^{N}\left(1-P\left(A_{i}\right)\right)=1-\left(2 \Phi\left(\frac{c}{\beta \sqrt{\Delta}}\right)-1\right)^{N}
$$

Hence the lemma is true, i.e., left side is less than $\hat{p}$ if and only if

$$
\begin{align*}
& 2 \Phi\left(\frac{c}{\beta \sqrt{\Delta}}\right)-1>(1-\hat{p})^{1 / N}=(1-\hat{p})^{\frac{\Delta}{T}} \\
\text { or, } & \frac{T}{\Delta} \ln \left(2 \Phi\left(\frac{c}{\beta \sqrt{\Delta}}\right)-1\right)>\ln (1-\hat{p}) \tag{3.2.1}
\end{align*}
$$

where $T$ denotes the length of the time horizon (i.e., $T=N \Delta$ ). A direct calculation gives that the left side of the above inequality vanishes as $\Delta$ goes to zero whereas right side is a fixed negative quantity. Hence there is a sufficiently small $\Delta>0$ such that (3.2.1) is true. Hence the proof is completed.

Due to the continuity (see (A2)) of $F$ at zero, given any $\hat{p}>0$, there is a positive $c$ such that for any $x \in(-c, c)$, one has $|F(x)-F(0)|<\hat{p} / 2$. This gives

$$
\begin{equation*}
0 \leq F(c)-F(-c)<\hat{p} \tag{3.2.2}
\end{equation*}
$$

that is $P(|\xi|<c)<\hat{p}$. In other words, if such a value of $c$ is set as threshold, the chance of false negative in jump detection becomes less than $\hat{p}$.

Remark 3.2.1. Based on Lemma 3.2.1 and the implication (3.2.2) of (A2), the noise sources, i.e., $Z$ (diffusion noise) and $M$ (jump noise) in the discrete time series (sampled from (3.1.2)) can be separated with the help of an suitable threshold parameter $c$ with confidence $1-\hat{p}$, if the time discretization is sufficiently small. Therefore the value of $c$ plays a crucial role in classification of noise. The estimation of $c$ as in (3.2.2) is virtually impossible from a real data, computing a lower bound so that (3.2.1) holds for any value of $c$ higher than that is practicable. Hence, a threshold obtained facilitates the false positive error to be bounded by $\hat{p}$. This is delineated further in this section.

Definition 3.2.1. Considering the above remark, if $\hat{\beta}$ is an estimator of $\beta$, then $\hat{c}:=\gamma \hat{\beta}$ where

$$
\begin{equation*}
\gamma:=\sqrt{\Delta} \Phi^{-1}\left(\frac{1+(1-\hat{p})^{\frac{\Delta}{T}}}{2}\right) \tag{3.2.3}
\end{equation*}
$$

is a known positive constant. Given a time series data, a jump is said to have occurred at $i^{\text {th }}$ time step if $|r(i)-\bar{r}|$ is not less than $\hat{c}$ and at that instance, the value of the jump size is, $r(i)-\bar{r}$.

### 3.3 Maximal Threshold

An estimator (SD) of the standard deviation of one-step return is considered by ${ }^{1}$

$$
S D^{2}=\frac{1}{N} \sum_{i=1}^{N}(r(i)-\bar{r})^{2}
$$

It should also be noted that $S D^{2}$ does not depend on $\hat{p}$. Following from, (3.1.2), an estimator $\hat{\beta}$ of $\beta$, can be chosen to follow

$$
\begin{equation*}
S D^{2}=\hat{\beta}^{2} \Delta+\hat{\Lambda} \Delta V \tag{3.3.1}
\end{equation*}
$$

[^0]where $\hat{\Lambda}$ and $V$ are estimators of jump intensity and the variance of jump sizes. To observe this, it needs to be noted that, the variance formula of compound Poisson process, i.e., $\operatorname{VAR}\left(M_{t}\right)=\Lambda t E\left(\xi^{2}\right)$. Let,
\[

$$
\begin{equation*}
\hat{\Lambda}:=\frac{\operatorname{card}\left(I_{\hat{c}}\right)}{T} \tag{3.3.2}
\end{equation*}
$$

\]

where $I_{\hat{c}}=\{i \in\{1, \ldots, N\}| | r(i)-\bar{r} \mid \geq \hat{c}\}$ and $\operatorname{card}(A)$ denotes the cardinality of a set $A$. Next, $\hat{\Lambda}$ is a plug-in estimator of $\Lambda$ based on maximum likelihood estimation. Further, $V$ as $V:=\frac{\sum_{i \in I_{\hat{c}}}(r(i)-\bar{r})^{2}}{\operatorname{card}\left(I_{\hat{c}}\right)}=\frac{\sum_{i \in I_{\hat{c}}}(r(i)-\bar{r})^{2}}{\hat{\Lambda} T}$ (using (3.3.2)). Plugging in $S D^{2}, V$ and $\hat{\Lambda}$ as above in (3.3.1), we get the following

$$
\begin{equation*}
G(\hat{\beta}):=\hat{\beta}^{2}-\frac{S D^{2}}{\Delta}+\frac{1}{T} \sum_{i \in I_{\gamma \hat{\beta}}}(r(i)-\bar{r})^{2}=0 \tag{3.3.3}
\end{equation*}
$$

$\hat{\Lambda}=\frac{\operatorname{card}\left(I_{\gamma \hat{\beta}}\right)}{T}$ and subsequently $V=\frac{\sum_{i \in I_{\gamma \hat{\beta}}}(r(i)-\bar{r})^{2}}{\hat{\Lambda} T} \operatorname{can}$ be obtained from the solution of the above equation.
(3.3.3) evidently has a trivial solution $\hat{\beta}=0$, which results in $\hat{\Lambda}=\frac{N}{T}=1 / \Delta$ and $V=S D^{2}$. In contrast we focus on the nontrivial solution where $\hat{\beta}>0$, as higher the magnitude of $\hat{\beta}$ smaller the time points attributed to being jumps. In essence, we focus on the largest solution to (3.3.3), as our objective is to minimize the false-positive error in jump detection. A low false-positive error means the return series is explained by the diffusion term as much as possible.

Theorem 3.3.1. The equation (3.3.3) has a non-trivial solution for sufficiently small $\hat{p}$.

Proof. We need to prove the existence of a nontrivial zero of $G$ (the function of $\hat{\beta}$ that is defined on the left side of (3.3.3)). It is evident that if $\hat{\beta}$ is more than $S D / \sqrt{\Delta}, G(\hat{\beta})$ is strictly positive. Hence any positive solution if exists lies in $(0, S D / \sqrt{\Delta}]$. Again, (3.2.3) implies that $\lim _{\hat{p} \rightarrow 0} \gamma=\infty$. Therefore,

$$
\lim _{\hat{p} \rightarrow 0} \sum_{i \in I_{\gamma \hat{\beta}}}(r(i)-\bar{r})^{2}=0
$$

as $I_{\gamma \hat{\beta}}$ becomes empty for a sufficiently large $\gamma$. Thus for any $\hat{\beta} \in(0, S D / \sqrt{\Delta})$, there is a sufficient small $\hat{p}$ such that $G(\hat{\beta})$ is strictly negative. We fix such $\hat{p}$. Since $G$ is positive on $\left(\frac{S D}{\sqrt{\Delta}}, \infty\right)$, we conclude that $G$ is bounded below and rises from negative to positive as $\hat{\beta}$ increases. This confirms existence of a zero of $G$ if each discontinuity of $G$ is due to a negative jump. Moreover, $G$, being bounded below, if additionally possesses right-continuity and has positive first order derivative at each point of continuity, would permit a minimizer $\hat{\beta}_{\text {min }}$, say.

The above properties of $G$, can be established by considering the term $\frac{1}{T} \sum_{i \in I_{\gamma \hat{\beta}}}(r(i)-\bar{r})^{2}$, a non-increasing right continuous step function of $\hat{\beta}$. As $G$ is the sum of this term with a continuous function $\hat{\beta}^{2}$ and a constant, $G$ is also right continuous, having only negative jumps and a positive first and second order derivatives at the points of continuity. Hence, $G$ has at least one zero on $\left(\hat{\beta}_{\min }, S D / \sqrt{\Delta}\right)$.

Remark 3.3.1. It is of crucial importance to take into account that (3.3.3) must be solved numerically for a given data set. Uniqueness of non-trivial zero is not obvious since $G$, is discontinuous. Since, $G$ is strictly positive


Figure 3.1: Convergence of gradient descent to the largest solution of (3.3.3)
beyond $S D / \sqrt{\Delta}$, there exists a finite largest zero of $G$ which is strictly positive and unique, provided $G$ becomes negative. This is also the desired solution to (3.3.3). It is to be observed that $G$ is right continuous and also has a right derivative. Specifically, $G^{\prime}(\beta)=2 \beta$, where $G^{\prime}$ is the right derivative of $G$. Therefore, the following NewtonRaphson algorithm with initial point $\frac{S D}{\sqrt{\Delta}}$ converges to the largest non-trivial solution(described above) rapidly

$$
\begin{equation*}
\beta_{n+1}=\beta_{n}-\frac{G\left(\beta_{n}\right)}{2 \beta_{n}}, \quad \forall n \geq 0, \text { and } \quad \beta_{0}=S D / \sqrt{\Delta} \tag{3.3.4}
\end{equation*}
$$

This is evident as $G$ has jumps of negative size and has positive first and second order derivatives at the points of continuity and the initial point is on the right of the desired solution. It can be observed from Figure 3.1.

Definition 3.3.1 (Maximal Estimators). Let the limit of the iterative sequence (3.3.4) be defined as $\hat{\beta}_{\max }$ and term it as the maximal estimator of $\beta$ parameter. Further more, the product $\gamma \hat{\beta}_{\max }$ is in fact defined as the maximal threshold and denote that by $\hat{c}_{\text {max }}$.

Evidently, the above mentioned threshold method is disparate to the standard method based on obtaining a fixed threshold. The approach in this thesis is termed as the maximal threshold method due the accuracy of jumpdetection being optimized by controlling the false-positive error. We achieve this objective by obtaining the threshold and the volatility simultaneously by an iterative scheme. The theorem below with an independent theoretical interest, answers the question of uniqueness question of (3.3.3) on a restricted set. Furthermore, it also indicates the location of the estimator.
Theorem 3.3.2. For a sufficiently small $\hat{p}$, (3.3.3) has a unique solution on $\left(\frac{S D}{\sqrt{2 \Delta}}, \frac{S D}{\sqrt{\Delta}}\right]$ and no solution on $\left(\frac{S D}{\sqrt{\Delta}}, \infty\right)$.

Proof. Let $\beta_{0}=\frac{S D}{\sqrt{2 \Delta}}$ and $\gamma_{0}:=\max _{i \leq N}\left(\frac{|r(i)-\bar{r}|}{\beta_{0}}\right)$. We fix $\hat{p}$ sufficiently small, so that $\gamma$ in (3.2.3) is more than $\gamma_{0}$. Hence for all $\hat{\beta}$ not less than $\beta_{0}, \gamma \hat{\beta}$ is greater than $\max _{i \leq N}|r(i)-\bar{r}|$ and consequently $I_{\gamma \hat{\beta}}$ is empty. Therefore, at $\hat{\beta}=\beta_{0}, G$ is equal to $-\beta_{0}{ }^{2}$, a negative quantity; and continues to increase continuously on $\left(\beta_{0}, \infty\right)$ and is positive at $\hat{\beta}=\frac{S D}{\sqrt{\Delta}}$. Hence the proof.

The computation $\hat{\beta}_{\text {max }}$ has been elucidated so far, mainly to obtain a threshold value $\hat{c}_{\text {max }}$. The threshold facilitates the isolation of the jumps from diffusion noise in return series with a confidence $1-\hat{p}$. The class of data points
having jumps, can be analyzed alone for inferring the jump size distribution $F$. In addition, the return series which is driven or controlled by only diffusion can also be analyzed separately for the fitting other sophisticated diffusion models. This aspect is dealt in detail in the subsequent sections.

### 3.4 Consistency of $\hat{\beta}$

In this section the issues pertinent to the consistency of the estimator $\hat{\beta}$ as $\Delta \rightarrow 0$ are discussed. It can be observed that $\hat{\beta}$ depends on $\gamma$ which in turn is dependent on both $\Delta$ and the choice of the mis-classification probability or probability of separation, $\hat{p}$. To enable $\hat{\beta}$ to only depend on $\Delta$, the probability of mis-classification must be considered to be dependent on $\Delta$ and must approach zero as $\Delta \rightarrow 0$, rather than fixing a constant pre-assigned value $\hat{p}$. It is evident that the decay rate of the misclassification probability plays a key role in establishing consistency of the estimator. The missclassification probability is chosen as follows,

$$
\begin{equation*}
\hat{p}=\min \left(1, \alpha \Delta^{\ln (1 / \Delta)}\right) \tag{3.4.1}
\end{equation*}
$$

for some $\alpha>0$. It can be seen that, $\hat{p} \rightarrow 0$ as $\Delta \rightarrow 0$. By choosing $\alpha$ carefully, a value of our choice can be assigned to $\hat{p}$. Hereon, we denote the right side of (3.2.3) as $\gamma(\Delta)$ in which $\hat{p}$ is defined as (3.4.1). By the following lemma, we prove that this choice of $\hat{p}$ gives a consistent estimator.

Lemma 3.4.1. Let $\gamma(\Delta)$ be as above. Then as $\Delta$ tends to 0 ,

1. $\gamma(\Delta)$ converges to zero and
2. $\frac{\Delta \ln \frac{1}{\Delta}}{\gamma(\Delta)^{2}}$ converges to zero.

Proof. It follows from the formula 7.1.13 of [34] that for any $x \geq 0$

$$
\begin{equation*}
\frac{1}{x+\sqrt{x^{2}+4}}<\sqrt{\frac{\pi}{2}} e^{\frac{x^{2}}{2}}(1-\Phi(x))<\frac{1}{x+\sqrt{x^{2}+\frac{8}{\pi}}} \tag{3.4.2}
\end{equation*}
$$

Therefore for any $\varepsilon \geq 0$, we have that

$$
\begin{equation*}
\frac{e^{\varepsilon x^{2}}}{x+\sqrt{x^{2}+4}}<\sqrt{\frac{\pi}{2}} e^{x^{2}\left(\frac{1}{2}+\varepsilon\right)}(1-\Phi(x))<\frac{e^{\varepsilon x^{2}}}{x+\sqrt{x^{2}+\frac{8}{\pi}}} \tag{3.4.3}
\end{equation*}
$$

Now substituting $x$ by $\frac{x}{\sqrt{\frac{1}{2}+\varepsilon}}$ in the left hand side of the inequality (3.4.3), we deduce

$$
e^{x^{2}}\left(1-\Phi\left(\frac{x}{\sqrt{\frac{1}{2}+\varepsilon}}\right)\right)>\sqrt{\frac{2}{\pi}} \frac{\sqrt{\frac{1}{2}+\varepsilon} e^{\frac{\varepsilon}{\frac{1}{2}+\varepsilon} x^{2}}}{x+\sqrt{x^{2}+4 \varepsilon+2}}
$$

Since the right side diverges to infinity as $x \rightarrow \infty$, given any $M>0$, there exists a $x_{0}>0$ such that for all $x \geq x_{0}$,
we have $1-\Phi\left(x / \sqrt{\frac{1}{2}+\varepsilon}\right)>M e^{-x^{2}}$. Again, since $\Phi$ is non-decreasing, we obtain

$$
\begin{equation*}
x / \sqrt{\frac{1}{2}+\varepsilon}<\Phi^{-1}\left(1-M e^{-x^{2}}\right) \tag{3.4.4}
\end{equation*}
$$

On the other hand, substitution of $x$ by $\sqrt{2} x$ in the right side of the inequality (3.4.2), gives convergence of $e^{x^{2}}(1-\Phi(\sqrt{2} x))$ to 0 as $x \rightarrow \infty$, in other words, given any $M>0$, there exists a $x_{0}^{\prime}>0$ such that for all $x \geq x_{0}^{\prime}$, we have the following

$$
\begin{equation*}
\sqrt{2} x>\Phi^{-1}\left(1-M e^{-x^{2}}\right) \tag{3.4.5}
\end{equation*}
$$

With slight abuse of notation, we denote $x_{0}:=\max \left\{x_{0}, x_{0}^{\prime}\right\}$. Then (3.4.4) and (3.4.5) hold for any $x \geq x_{0}$. For a fixed $\hat{p} \in(0,1)$ and sufficiently large $x \geq x_{0}$, let $y>0$, be such that the following holds

$$
1-M e^{-x^{2}}=\frac{1+(1-\hat{p})^{y}}{2}
$$

By using the Taylor's series expansion of $(1-\hat{p})^{y}$, from above we obtain

$$
x^{2}=-\ln \left(\frac{\hat{p} y}{2 M}+o(y)\right)
$$

Then there is a $y_{0}>0$ such that for all $y<y_{0}$, we have

$$
\begin{equation*}
\sqrt{\ln \left(\frac{4 M}{\hat{p} y}\right)}>x=\sqrt{-\ln \left(\frac{\hat{p} y}{2 M}+o(y)\right)}>\sqrt{\ln \left(\frac{M}{\hat{p} y}\right)} . \tag{3.4.6}
\end{equation*}
$$

Now by using (3.4.6) in (3.4.4), and by setting $y=\frac{\Delta}{T}$, for all $\Delta<\Delta_{0}$ with $\Delta_{0}=T y_{0}$, we deduce

$$
\sqrt{\ln \left(\frac{M T}{\hat{p} \Delta}\right)}<\sqrt{\frac{1}{2}+\varepsilon} \Phi^{-1}\left(\frac{1+(1-\hat{p})^{\frac{\Delta}{T}}}{2}\right)=\left(\frac{1}{2}+\varepsilon\right)^{1 / 2} \frac{\gamma(\Delta)}{\sqrt{\Delta}}
$$

provided $\hat{p}=\min \left(1, \alpha \Delta^{\ln (1 / \Delta)}\right)$. Without loss of generality, assume $\Delta_{0}$ sufficiently small so that $\hat{p}<1$ for any $\Delta<\Delta_{0}$. By substituting $M=1$ in the above inequality, and by squaring both sides we get

$$
\begin{equation*}
0<\ln \left(\frac{T}{\alpha}\right)+\ln \left(\frac{1}{\Delta}^{\ln (1 / \Delta)}\right)+\ln \left(\frac{1}{\Delta}\right)<\left(\frac{1}{2}+\varepsilon\right) \frac{\gamma^{2}(\Delta)}{\Delta}, \quad \forall \Delta<\Delta_{0} \tag{3.4.7}
\end{equation*}
$$

Or,

$$
\frac{\Delta}{\gamma^{2}(\Delta)} \ln (T / \alpha)+\frac{\Delta}{\gamma^{2}(\Delta)}(\ln (1 / \Delta))^{2}+\frac{\Delta}{\gamma^{2}(\Delta)} \ln (1 / \Delta)<\left(\frac{1}{2}+\varepsilon\right)
$$

Note that the second term of the left hand side of the above inequality is strictly dominating over the other terms as $\Delta \rightarrow 0$ and also the sum is bounded. This implies that the terms other than the second vanish as $\Delta \rightarrow 0$. Thus we prove our second claim, i.e., $\frac{\Delta \ln \frac{1}{\lambda}}{\gamma(\Delta)^{2}} \rightarrow 0$ as $\Delta \rightarrow 0$. Again, by using (3.4.6) in (3.4.5), and by setting $y=\frac{\Delta}{T}$, for
all $\Delta<\Delta_{0}$, we get that

$$
\sqrt{\ln \left(\frac{4 M T}{\hat{p} \Delta}\right)}>\sqrt{\frac{1}{2}} \frac{\gamma(\Delta)}{\sqrt{\Delta}}
$$

provided $\hat{p}=\min \left(1, \alpha \Delta^{\ln (1 / \Delta)}\right)$ where $\alpha>0$. By substitute $M=1$ and simplifying we obtain

$$
2 \Delta\left(\ln \left(\frac{4 T}{\alpha}\right)+\ln (1 / \Delta)+(\ln (1 / \Delta))^{2}\right)>\gamma^{2}(\Delta)
$$

for $\Delta<\Delta_{0}$. Hence the first claim is true as the left hand side of the above converges to 0 as $\Delta \rightarrow 0$.
Theorem 3.4.2. Let $\beta$ be the positive volatility parameter appearing in (3.1.1) and $\hat{\beta}_{\max }$ as in definition 3.3.1. As $\Delta \rightarrow 0, \hat{\beta}_{\max }$ converges to $\beta$ in probability.

Proof. Note that $\log$ return, i.e., the increment of $\log$ of asset price in $\Delta$ time span is

$$
\begin{equation*}
\ln \left(S_{t}\right)-\ln \left(S_{t-\Delta}\right)=\ln \left(S_{t} / S_{t-\Delta}\right)=\ln \left(1+\frac{S_{t}-S_{t-\Delta}}{S_{t-\Delta}}\right) \tag{3.4.8}
\end{equation*}
$$

On the other hand, $\frac{S_{t}-S_{t-\Delta}}{S_{t-\Delta}}$ is the simple return on the same time span and goes to zero as $\Delta \rightarrow 0$ provided $t$ is not a jump time. Hence, using (3.4.8) and $\lim _{x \rightarrow 0} \frac{\ln (1+x)}{x}=1$, we can write $\ln \left(S_{t}\right)-\ln \left(S_{t-\Delta}\right) \sim \frac{S_{t}-S_{t-\Delta}}{S_{t-\Delta}}$. Therefore, $\hat{c}_{\text {max }}^{2}$, the threshold on the square of simple return also serves as the threshold on the square of log return as $\Delta \rightarrow 0$. Hence Corollary 2 in [43] gives that $\hat{\beta}_{\max } \rightarrow \beta$ in probability provided, $\hat{c}_{\max }^{2}$ and $\frac{\Delta \ln \frac{1}{\Delta}}{\hat{c}_{\text {max }}^{2}}$ vanish as $\Delta \rightarrow 0$.

First note that, due to the finite activity jump, $S D^{2}=O(\Delta)$ as $\Delta \rightarrow 0$. Thus by Theorem 3.3.2 we know that $\hat{\beta}_{\max }$ is bounded and away from zero provided $\beta \neq 0$. Therefore, $\hat{c}_{\max }^{2}$ and $\gamma^{2}(\Delta)$ share the same asymptotic. Finally the result follows from Lemma 3.4.1.

### 3.5 Numerical Experiments

This section the study of the finite sample performance of the estimator and threshold is detailed, presented in definition 3.3 .1 by performing numerical experiments involving accuracy evaluation of jump detection for a given family of simulated data. Specifically, the accuracy measure is defined as,

$$
\text { Accuracy }:=\frac{\text { True Positive }+ \text { True Negative }}{\text { True Positive }+ \text { False Positive }+ \text { True Negative }+ \text { False Negative }}
$$

For performing simulations, Merton's jump-diffusion (MJD) model (3.1.1) is considered with various values of $\beta$ and all other parameters are fixed to their typical values. The parameters, $\mu=0.1, \Lambda=100$ are fixed and $F$ is the cdf of Lognormal $\left(-\frac{\delta^{2}}{2}, \delta^{2}\right)-1$, with $\delta=0.0055$. Each simulated time series data is of length 18000 and has a granularity $\Delta=1 / 18000$. For every value of $\beta$, the average accuracy of 1000 simulations is illustrated by a plot and displayed in a table below, where, the performance of maximal threshold is compared and contrasted with a
few fixed thresholds. The fixed thresholds are chosen from the those suggested in Section 5 of [43].


| $\beta$ | Using Maximal |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| values | Threshold | Using Fixed Threshold |  |  |
|  | Th | $\Delta^{0.9}$ | $\Delta^{0.99}$ | $\Delta^{0.999}$ |
| 0.01 | 0.9997 | 0.9946 | 0.9953 | 0.9954 |
| 0.1 | 0.9972 | 0.9946 | 0.9953 | 0.9954 |
| 0.2 | 0.9955 | 0.9947 | 0.9954 | 0.9955 |
| 0.3 | 0.9948 | 0.9947 | 0.9950 | 0.9948 |
| 0.4 | 0.9946 | 0.9947 | 0.9870 | 0.9838 |
| 0.5 | 0.9945 | 0.9938 | 0.9603 | 0.9517 |
| 0.6 | 0.9945 | 0.9885 | 0.9164 | 0.9027 |
| 0.7 | 0.9945 | 0.9755 | 0.8632 | 0.8459 |
| 0.8 | 0.9944 | 0.9541 | 0.8083 | 0.7887 |

Table 3.1: Mean accuracy of jump-detection using 1000 simulations of MJD model for different $\beta$ and threshold values.

Figure 3.2: Jump-detection Accuracy using Maximal threshold (MT) and Fixed threshold (FT) with values $\Delta^{0.9}, \Delta^{0.99}$ and $\Delta^{0.999}$.

In Figure 3.2 the horizontal axis pertains to increasing values of the volatility parameter $\beta$ and the vertical axis pertains to the accuracy measure in jump detection using a threshold method. Every line plot depicts the change of accuracy as $\beta$ changes, corresponding to a particular threshold. We consider in addition to the maximal threshold, three different fixed thresholds, namely, $\Delta^{0.9}, \Delta^{0.99}$ and $\Delta^{0.999}$. Maximal thresholds are obtained by fixing $\hat{p}=0.01$. A few numerical values are shown in Table 3.1.

It can be observed from Figure 3.2 and Table 3.1 that the accuracy measure reduces in the case of higher volatility when fixed threshold method for detecting jumps. In contrast we do not observe such a reduction in the case of Maximal threshold method.

In another numerical experiment the relative errors of the volatility estimators are obtained using four thresholds(Maximal and Fixed) as specified above. The analysis is conducted by varying $\beta$ in $[0,0.8]$ and considering six distinct $\delta$ values. Plots 1 to 6 in Figure 3.3 pertain to $\delta$ values of $0.0055,0.01,0.02,0.03,0.04$, and 0.5 respectively. We can observe from the plots that the range of error is larger for larger $\delta$ which can be explained in the following manner. A large $\delta$ produces more jumps having smaller size which in turn causes higher number of false negative in jump detection when a fixed threshold is considered. In contrast, the linear dependence of maximal threshold on $\beta$, causes it to detect these small jumps if $\beta$ is small. These typical small jumps are in fact, larger than the return size due to the diffusion noise given that, $\beta$ is not very large. Therefore, the fixed threshold the estimation of small volatility is heavily affected by the presence a large number of outliers emanating from the small jumps which is the reason for the initial decline of relative error in small volatility estimation by fixed threshold when $\beta$ increases. Plots 1 to 5 display an additional rise of error with $\beta$ for higher $\beta$, occurring due to the increase of false positive in jump detection by the fixed thresholds. As maximal threshold grows linearly with $\beta$, the misclassifcation of large returns coming from diffusion noise as jumps does not occur.


Figure 3.3: Relative error vs true value in volatility estimation for $\delta=0.0055,0.01,0.02,0.03,0.04$, and 0.5 respectively. The color legend of all six plots are identical to that of Figure 3.2.

The numerical experiments and explanations presented above justify the use of maximal threshold for jump detection. Therefore, maximal threshold method is used for the removal of jumps from the time series and consequently obtain the continuous part of the time series. The inference of the continuous part of the time series is presented in the subsequent sections.

Remark 3.5.1. In [31], a Maximal threshold is obtained by minimizing Mean Square Error(MSE) in contrast to minimizing false positive error. Instead of MSE minimization if we obtain maximal threshold by minimizing false positive error, this later approach gives the threshold value immediately. In addition Minimization of false positive error produces Maximal threshold by straightforward arguments and the estimator of $\beta$ is obtained simultaneously with the estimator of the threshold.

### 3.6 Inference of Jumps in a Regime Switching Model

The Maximal threshold method discussed in the section 3.3 can be applied to models where volatility is not constant and varies, such as in a regime switching model and the consistency of estimators result from [43] will still hold. However, the motivation of the method of Maximal threshold would be lost as it mainly hinges on estimating a constant volatility parameter(based on the uni-regime Merton jump diffusion model), as the threshold is a function of the constant volatility parameter estimated. The calibrated constant volatility may not be meaningful in a stochastic volatility model such as a regime switching model.
Therefore, in this section only the accuracy of the maximal threshold would be compared with the fixed threshold
method in regime switching conditions. There would be no analysis on relative error of the estimated volatility parameter due to the above mentioned loss of meaning.

Numerical experiments involving accuracy evaluation of jump detection for a given family of simulated data of the regime switching Merton jump diffusion model with three regimes are performed.
For performing simulations, regime switching Merton's jump-diffusion (MJD) model (3.1.1) is considered with various values of $\beta=\bar{\sigma}$ and all other parameters are fixed to their typical values. The parameters corresponding to the three regimes $i=1$, 2, 3 are $\mu(1)=\mu(2)=\mu(3)=0.07, \sigma(1)=\beta *(1-\epsilon), \sigma(2)=\beta, \sigma(3)=\beta *(1+\epsilon)$, where $\epsilon=0.8$, instantaneous transition rates, $\lambda_{1}=3000, \lambda_{2}=1000, \lambda=2500$ and $\Lambda=150$ are fixed and $F$ is the cdf of Lognormal $\left(-\frac{\delta^{2}}{2}, \delta^{2}\right)-1$, with $\delta=0.0045$.
Each simulated time series data is of length 11000 and has a granularity $\Delta=1 / 18000$. For every value of $\beta$, the average accuracy of 1000 simulations is illustrated by a plot and displayed in a table below, where, the performance of maximal threshold is compared and contrasted with a few fixed thresholds. The fixed thresholds are chosen from the those suggested in Section 5 of [43].


Figure 3.4: Jump-detection Accuracy in a regime switching model using Maximal threshold (MT) and Fixed threshold (FT) with values $\Delta^{0.9}, \Delta^{0.99}$ and $\Delta^{0.999}$.

| $\beta$ | Using Maximal | Using Fixed Threshold |  |  |
| :---: | :---: | :---: | :---: | :---: |
| values | Threshold | $\Delta^{0.9}$ | $\Delta^{0.99}$ | $\Delta^{0.999}$ |
| 0.01 | 0.9992 | 0.9946 | 0.9950 | 0.9951 |
| 0.1 | 0.9963 | 0.9946 | 0.9950 | 0.9951 |
| 0.2 | 0.9946 | 0.9946 | 0.9946 | 0.9945 |
| 0.3 | 0.9941 | 0.9942 | 0.9879 | 0.9864 |
| 0.4 | 0.9940 | 0.9914 | 0.9698 | 0.9649 |
| 0.5 | 0.9941 | 0.9848 | 0.9376 | 0.9286 |
| 0.6 | 0.9940 | 0.9725 | 0.8939 | 0.8813 |
| 0.7 | 0.9939 | 0.9545 | 0.8460 | 0.8307 |
| 0.8 | 0.9940 | 0.9309 | 0.7973 | 0.7805 |

Table 3.2: Mean accuracy of jump-detection using 1000 simulations of regime switching MJD model for different $\beta$ and threshold values.

It can be observed from Figure 3.4(where $X$ axis represents the $\beta$ values and the $Y$ axis represents the accuracy) and Table 3.2 that the accuracy measure reduces in the case of higher volatility when fixed threshold method for detecting jumps. In contrast we do not observe such a reduction in the case of Maximal threshold method. The maximal threshold method also has a higher accuracy than the fixed threshold methods for all volatility values considered.

## Chapter 4

## Squeeze-Expansion Based Inference of Regimes

### 4.1 Historical Volatility: Squeeze and Expansion Duration

From the knowledge of $\hat{\beta}$ obtained from the previous section, we have the threshold value $\hat{c}=\gamma \hat{\beta}$, for identifying the jump discontinuities. $\hat{\beta}$ and $\hat{c}$ denote $\hat{\beta}_{\max }$ and $\hat{c}_{\text {max }}$ which implies that $\hat{c}$ is the maximal threshold value for identifying jump discontinuities.
For each $i=1, \ldots, N$.
Define,
Definition 4.1.1. $\hat{r}(i):=\left\{\begin{array}{l}r(i) \text { if }|r(i)-\bar{r}| \leq \hat{c} \\ \bar{r} \text { else. }\end{array}\right.$
Hence $r(j)=\hat{r}(j)+(r(j)-\bar{r}) \mathbb{1}_{[\hat{c}, \infty)}(|r(j)-\bar{r}|)$. Thus, $\hat{r}=\{\hat{r}(i) \mid i=1, N\}$ represents the simple return of the continuous part of the time series after removing the jump discontinuities. We use $\hat{r}$ to derive the historical volatility time series below.
Definition 4.1.2. $(\hat{\mu}, \hat{\sigma})$. For a fixed window size $n$, the moving average $\{m(k)\}_{k=n}^{N}$ and the sample standard deviation $\{\sigma(k)\}_{k=n}^{N}$ are given by

$$
\begin{gathered}
m(k):=\frac{1}{n} \sum_{i=0}^{n-1} \hat{r}(k-i) \\
\sigma(k):=\sqrt{\frac{1}{n-1} \sum_{i_{--0}}^{n-1}(\hat{r}(k-i))^{2}-\frac{n}{n-1} m(k)^{2}}
\end{gathered}
$$

for $k \geq n$. The empirical volatility $\hat{\sigma}=\{\hat{\sigma}(k)\}_{k=n}^{N}$ is given by $\hat{\sigma}(k):=\frac{\sigma(k)}{\sqrt{\Delta}}$. The empirical drift $\hat{\mu}=\{\hat{\mu}(k)\}_{k=n}^{N}$ is
given by $\hat{\mu}(k):=\frac{m(k)}{\Delta}$.
Definition 4.1.3. Let $y=\left\{y_{k}\right\}_{k=1}^{m}$ be a collection of random samples of a real valued random distribution. Then the empirical cumulative distribution function or ecdf $\hat{F}_{y}$ is defined as: $\hat{F}_{y}(x):=\frac{1}{m} \sum_{k=1}^{m} 1_{[0, \infty)}\left(x-y_{k}\right)$ where given a subset $A, 1_{A}$ denotes the indicator function of $A$.
Definition 4.1.4. (p-percentile). Let $\hat{F}_{y}(p)$ be the ecdf of $y=\left\{y_{k}\right\}_{k=1}^{m}$. Then for any $p \in(0,1)$, the $p$-percentile of $y$, denoted by $\hat{F}_{y}^{\leftarrow}(p)$, is defined as

$$
\hat{F}_{y}^{\leftarrow}(p):=\inf \left\{x \mid \hat{F}_{y}(x) \geq p\right\}
$$

Lemma 4.1.1. Given a time series $y=\left\{y_{k}\right\}_{k=1}^{m}$ and $p \in(0,1)$,
(i) $-\hat{F}_{-y}^{\leftarrow}=\hat{F}_{y}^{\leftarrow}(1-p+)$,
(ii) and if $p \in(0,1) \backslash \hat{F}_{y}(\mathbb{R})$, then $-\hat{F}_{-y}^{\leftarrow}(p)=\hat{F}_{y}^{\leftarrow}(1-p)$,

Proof. Let $x=-\hat{F}_{-y}^{\leftarrow}(p)$ say or $-x=\hat{F}_{-y}^{\leftarrow}(p)$. Hence using using definition of $\hat{F}$,

$$
\begin{gathered}
\hat{F}_{-y}(-x-\varepsilon)<p \leq \hat{F}_{-y}(-x) \forall \varepsilon>0 \\
\text { or, } \frac{\operatorname{card}\{k \mid-y(k) \leq-x-\varepsilon\}}{N}<p \leq \frac{\operatorname{card}\{k \mid-y(k) \leq-x\}}{N} \forall \varepsilon>0 \\
\text { or, } \frac{\operatorname{card}\{k \mid y(k) \geq x+\varepsilon\}}{N}<p \leq \frac{\operatorname{card}\{k \mid y(k) \geq x\}}{N} \forall \varepsilon>0 \\
\text { or, } 1-\frac{\operatorname{card}\{k \mid y(k)<x+\varepsilon\}}{N}<p \leq 1-\frac{\operatorname{card}\{k \mid y(k)<x\}}{N} \forall \varepsilon>0 \\
\text { or, } \frac{\operatorname{card}\{k \mid y(k)<x+\varepsilon\}}{N}>1-p \geq \frac{\operatorname{card}\{k \mid y(k)<x\}}{N} \forall \varepsilon>0 \\
\text { or, } \frac{\operatorname{card}\{k \mid y(k)<x\}}{N} \leq 1-p<\frac{\operatorname{card}\{k \mid y(k)<x+\varepsilon}{N} \forall \varepsilon>0 \\
\text { or, } \frac{\operatorname{card}\{k \mid y(k) \leq x-\varepsilon\}}{N} \leq 1-p<\frac{\operatorname{card}\{k \mid y(k) \leq x+\varepsilon\}}{N} \forall \varepsilon>0 \\
\text { or, } \hat{F}_{y}(x-\varepsilon) \leq 1-p<\hat{F}_{y}(x+\varepsilon) \forall \varepsilon>0 \\
\text { or, } \hat{F}_{y}(x-) \leq 1-p<\hat{F}_{y}(x)
\end{gathered}
$$

since $\hat{F}_{y}$ is a right continuous step function. Hence, $x=\lim _{\varepsilon \rightarrow 0} \hat{F}_{y}^{\leftarrow}(1-p+\varepsilon)$. Thus (i) is true.
If $p$ is not in the range of $\hat{F}_{y}, p$ is strictly less than $\hat{F}_{-y}(-x)$. Then, $\hat{F}_{y}(x-)<1-p<\hat{F}_{y}(x)$, i.e., $x=\hat{F}_{y}^{\leftarrow}(1-p)$. From Lemma (4.1.1), the range of $\hat{F}_{y}$, i.e., $\hat{F}_{y}(\mathbb{R})$ is $\{i / m \mid i=0,1, \quad m\}$ since $y=\left\{y_{k}\right\}_{k=1}^{m}$. Therefore $(0,1) \backslash \hat{F}_{y}(\mathbb{R})=$ $\bigcup_{i=1}^{m}\left(\frac{\dot{i}-1}{m}, \frac{\dot{i}}{m}\right)$. By considering a particular $p$, the $100 p$ percentile of $\hat{\sigma}^{\prime}$ would be used as the threshold in identifying the squeeze of the Bollinger band of return series. The definition of squeeze is presented below.

Definition 4.1.5. (p-squeeze). Given a $p \in(0,1)$, an asset is said to be in $p$-squeeze at $k$-th time step if the empirical volatility $\hat{\sigma}(k)$, as defined above, is not more than $\hat{F}_{\hat{\sigma}}^{\leftarrow}(p)$.

The definition of sojourn times of the $p$-squeeze is given below:
Definition 4.1.6. By following the convention of $\min \varnothing=+\infty$, for a fixed $p \in(0,1)$ and a given time series $\{\hat{\sigma}\}_{k=n}^{N}$, let $\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{\infty}$ be an extended real valued double sequence given by

$$
\left\{\begin{array}{l}
a_{0}=n \\
b_{i-1}:=\min \left\{k \geq a_{i-1} \mid \hat{\sigma}(k)>\hat{F}_{\hat{\sigma}}^{\leftarrow}(p)\right. \\
a_{i}:=\min \left\{k \geq b_{i-1} \mid \hat{\sigma}(k) \leq \hat{F}_{\hat{\sigma}}^{\overleftarrow{\sigma}}(p),\right.
\end{array}\right.
$$

for $i=1,2, \ldots$. Then the collection of sojourn time durations for the p-squeezes is $d(\hat{\sigma} ; p):=\left\{d_{i}\right\}_{i=1}^{L}$, where $d_{i}:=b_{i}-a_{i}$ and $L:=\max \left\{i \mid b_{i}<\infty\right\}$, provided $L \geq 1 . d_{i}$ is the $i$-th entry of $d(\hat{\sigma} ; p)$ and $L$ is the length of $d(\hat{\sigma} ; p)$.
$d_{i}$ should be multiplied by $\Delta$ to obtain the squeeze duration in year unit. An application of Lemma (4.1.1) implies that $d(-\hat{\sigma} ; p)$ is the collection of sojourn time duration for $p$-expansions, i.e., the duration when $\hat{\sigma}(k) \geq$ $\hat{F}_{\hat{\sigma}}^{\leftarrow}(1-p)$, provided $p$ is not in the range of $\hat{F}_{\hat{\sigma}}$. To observe this one must note that if $d(-\hat{\sigma} ; p)=\left\{d_{i}\right\}_{i=1}^{L}$, then $d_{i}=b_{i}-a_{i}$, where $a_{i}=\min \left\{k \geq b_{i-1} \mid-\hat{\sigma}(k) \leq \hat{F}_{-\hat{\sigma}}^{\leftarrow}(p)\right\}$ which is same as $\min \left\{k \geq b_{i-1} \mid \hat{\sigma}(k) \geq \hat{F}_{\hat{\sigma}}^{\leftarrow}(1-p)\right\}$ and $b_{i-1}=\min \left\{k \geq a_{i-1} \mid-\hat{\sigma}(k)>\hat{F}_{-\hat{\sigma}}^{\leftarrow}(p)\right\}=\min \left\{k \geq a_{i-1} \mid \hat{\sigma}(k)<\hat{F}_{\hat{\sigma}}^{\leftarrow}(1-p)\right\}$ for $i \geq 1$ and $a_{0}=n$. $d( \pm \hat{\sigma} ; p)$ is used to denote either $d(\hat{\sigma} ; p)$ or $d(-\hat{\sigma} ; p)$.

Remark 4.1.1. (i) From the construction of $d( \pm \hat{\sigma} ; p)$ it can clearly be seen that $d(+\hat{\sigma} ; p)$ captures the duration of visiting low volatility, $d(-\hat{\sigma} ; p)$ captures that of visiting high volatility when $p$ is smaller than half. When combined together, they would be able to capture the three regime scenario, namely, low, medium and high volatility switching dynamics if $p$ is considerably smaller than half. After removing the jump term from model 3.1.1, one obtains a geometric Brownian motion which is also known as the BlackScholes-Merton model. To test the model hypothesis of a three regime switching Model, both $d(\hat{\sigma} ; p)$ and $d(-\hat{\sigma} ; p)$ would be considered together.

### 4.2 A Discriminating Statistics

The asset price data of long time in the past has little use or relevance in modelling the price dynamics in more recent times. This necessitates an upper bar/limit on the length of the time series under consideration for inference purposes. This implies that for a time series data to be used for practical/empirical purposes, the length of $d( \pm \hat{\sigma} ; p)$ is considerably small. Let, $d=d( \pm \hat{\sigma} ; p)$ and $L=$ length of $d$. Hence, a non parametric estimation of the entries of $d$ by the use of empirical cdf is not practicable as it would lead to a high standard error. Therefore, only a collection of few descriptive statistics like mean $(\bar{d})$, standard deviation $(s)$, skewness $(\nu)$, $\operatorname{kurtosis}(\kappa)$ of $d$ should be considered as they can be estimated reliably. Theoretically $d$ is a random sequence with random length, the corresponding descriptive statistics constitute a random vector of fixed length. The sampling distribution of this vector is compared with the vector $(\bar{d}, \mathrm{~s}, \nu, \kappa)$ of the time series data to test the model hypothesis. For this purpose a discriminating statistics $\mathrm{T}=\left(\mathrm{T}_{1}, \mathrm{~T}_{2}, \ldots, \mathrm{~T}_{r}\right)$ is constructed using the first $r$ number of descriptive statistics of $d$ as follows:

$$
\begin{aligned}
& T_{1}:=\frac{1}{L} \sum_{i=1}^{L} d_{i}, \\
& T_{2}:=\sqrt{\frac{1}{L-1} \sum_{i=1}^{L}\left(d_{i}-T_{1}\right)^{2}}, \\
& T_{3}:=\frac{\frac{1}{L} \sum_{i=1}^{L}\left(d_{i}-T_{1}\right)^{3}}{T_{2}^{3}} \\
& T_{4}:=\frac{\frac{1}{L} \sum_{i=1}^{L}\left(d_{i}-T_{1}\right)^{4}}{T_{2}^{4}}
\end{aligned}
$$

and so on for the other numbers up to $r$.

The test statistics constitute durations which are in turn are correlated to the sojourn times of regime transitions, but it is not directly observable that, these statistics would capture the unobserved switching efficiently because of the randomness present in the Brownian motion. The effect of this randomness can be mitigated by considering a longer moving window size $(n)$ for defining $\hat{\sigma}$ in definition (4.1.2). Unfortunately, a larger window size ignores a larger number of intermittent transitions often, which enhances the inaccuracy. Therefore $n=20$ is fixed from hereon in the definition, which is the popular choice by practitioners for computing the empirical volatility.

Note: $T^{+}$pertains to squeeze durations while $T^{-}$pertains to expansion durations and $T$ is a generalised definition pertaining to both $T^{+}$and $T^{-}$.

### 4.2.1 Rejection criteria based on the statistics

In this subsection the numerical computation of sampling distribution of $T$ statistics is detailed under each model of the composite null hypothesis using Monte-Carlo simulation method, which is popularly known as typical surrogate approach following [47](see [48] for composite hypothesis). The rejection criterion is as follows:
(a) A non-empty subclass $\mathcal{A}$ of $\Theta$, the class of models obeying the null hypothesis is fixed.
(b) For each $\theta \in \mathcal{A}, B$ number of time series $\left\{X^{1}, X^{2}, \ldots, X^{B}\right\}$ are sampled from the corresponding model $\theta$ with the same time step size present in $S$.
(c) Based on whether the discriminating statistics depend or pertain to squeeze or expansion, $d(\hat{\sigma} ; p)$ or $d(-\hat{\sigma} ; p)$ is considered respectively for defining $\mathrm{T}\left(T^{+}\right.$or $\left.T^{-}\right)$. For the class $\mathcal{A}$, then $d$ is considered for defining T. Let $\mathrm{t}^{*}:=\mathrm{T}(S)$ be the value of T of the observed data $S$ and $\mathrm{t}^{*}=\left(t_{1}^{*}, t_{2}^{*}, \ldots, t_{r}^{*}\right)$. Let $\mathrm{t}^{i}=\left(t_{1}^{i}, t_{2}^{i}, \ldots, t_{r}^{i}\right):=\mathrm{T}\left(X^{i}\right)$ for each $i=1, . ., B$. Then $\mathrm{t}_{\theta}$ denotes $\left\{\mathrm{t}^{1}, \mathrm{t}^{2}, \ldots, \mathrm{t}^{B}\right\}$, the set of values of T for $\left\{X^{1}, X^{2}, \ldots, X^{B}\right\}$ corresponding to each $\theta \in \mathcal{A}$.
(d) In order to measure the proximity of $\mathrm{t}^{*}$ with respect to the set $\mathrm{t}_{\theta}$, we define $g_{B}: \mathbb{R} \rightarrow[0,1 / 2]$ given by $g_{B}(x):=\max \left(\frac{\min (x,(B-x))}{B}, 0\right)$ and a proximity measure,

$$
\alpha_{r}^{\theta}:=\min _{j \leq r} g_{B}\left(\sum_{i=1}^{B} 1_{[0, \infty)}\left(t_{j}^{*}-t_{j}^{i}\right)\right)
$$

(e) The measure of proximity of the data to a class $\mathcal{A}$ is defined as, $\alpha_{r}=\max _{\theta \in \mathcal{A}} \alpha_{r}^{\theta}$.
(f) The hypothesis that $S$ is a sample from a model in the class $\mathcal{A}$ can be rejected provided $\alpha_{r}$ is smaller than a predetermined value.
(g) The discriminating statistics are calculated pertaining to both squeeze and expansion durations as we do not know which of them is better sensitive to the data.
(h) Let $r$ be the maximum of all $i$ for which $\alpha_{i}$ is obtained. $\alpha_{r}^{+}$(pertaining to squeeze i.e $T^{+}$) and $\alpha_{r}^{-}$(pertaining to expansion i.e. $T^{-}$) are calculated and the final proximity measure is obtained as follows:
$\alpha_{r}=\max \left(\alpha_{r}^{+}, \alpha_{r}^{-}\right)$
The set of parameters for the optimal or best fit model i.e. having the highest proximity measure is obtained as follows:
$\theta^{*}=\operatorname{argmax}_{\theta}\left(\alpha_{r}^{+}, \alpha_{r}^{-}\right)$.
The set of parameters $\theta^{*}$ is the model that has the highest proximity measure/ the maximized/optimal/best fit model and would be used further for simulations.

Note:We consider our discriminating statistic as $\alpha_{r}=\max \left(\alpha_{r}^{+}, \alpha_{r}^{-}\right)$, since, we do not know whether $T^{+}$or $T^{-}$ is more sensitive.

Remark 4.2.1. It is to be noted that the above mentioned rejection has an empirical confidence level $100\left(1-\alpha_{r}\right)$ when $r=1$, i.e., the statistics is of a single dimension. On the other hand this expression is completely different from confidence level when the dimensions of statistics is large. This phenomenon is called the "curse of dimensionality". For a given model, the probability of observing the value of $r$ to be smaller than a predetermined small value is not so small when $r$ is considerably large.

### 4.3 Discretization of Continuous Time Models

For testing of model hypothesis we a discrete time version of the continuous time theoretical asset price model given by,

$$
\begin{equation*}
d S_{t}=\mu\left(X_{t-}\right) S_{t-} d t+\sigma\left(X_{t-}\right) S_{t-} d W_{t}+S_{t-} d M_{t} \tag{4.3.1}
\end{equation*}
$$

for $t>0$ with $S_{0}>0$, where $\left\{X_{t}\right\}_{t \geq 0}$ is a three state non explosive three state pure jump process.

Definition 4.3.1. In this work, $\left\{X_{t}\right\}_{t \geq 0}$ is defined as a continuous three-state continuous Markov chain, with states defined as 1, 2 and 3 respectively. This process does not permit the transition directly from state 1 to state 3 or vice versa without transitioning through state 2.

Firstly, the Merton's Jump Diffusion (MJD) model which is uni-regime is considered. Two different composite model hypotheses, namely, (i)uni-regime MJD, (ii) Markov switching Ternary regime MJD, are considered in this work. The core objective of testing each such composite model hypothesis, is the simulation of the discrete version of continuous-time models selected from an appropriately chosen range of models satisfying the model assumption. An approximate procedure of identifying an appropriate class of reduced dimensions for a given data corresponding to each composite hypothesis is detailed in the following section.

As the test statistics T is computed after removing the jump discontinuities, it depends on only the continuous part of the data. Therefore for the purpose of inference, it is sufficient to simulate only the continuous part of the models. It is enough to simulate the following SDE (Stochastic Differential Equation) rather than the continuous version for comparing the sampling distribution of T

$$
\begin{equation*}
d S_{t}=S_{t}\left(\mu\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d W_{t}\right) \tag{4.3.2}
\end{equation*}
$$

where, $\left\{X_{t}\right\}_{t \geq 0}$ is a continuous three-state Markov process as in definition 4.3.1 and $\mu\left(X_{t}\right), \sigma\left(X_{t}\right)$ are the drift and the volatility coefficients. Let $\left\{0=t_{0}<t_{1}<\cdots<t_{N}\right\}$ be an equispaced partition of the time interval where $t_{i+1}-t_{i}=\Delta$ for $i=0,1, \ldots, N-1$ and $\Delta$ is the length of time step in year unit and same as the granularity of the empirical data. We use this convention throughout this paper.

### 4.3.1 Uni-regime

In this subsection we consider the model hypothesis (3.1.1) for some arbitrary model parameters $\mu, \beta, \Lambda$ and $F$. After removing the jump term, the model reduces to

$$
\begin{equation*}
d S_{t}=S_{t}\left(\mu d t+\beta d W_{t}\right) t>0, S_{0}>0 \tag{4.3.3}
\end{equation*}
$$

Equation 4.3.3 has a strong solution of the form

$$
\begin{equation*}
S_{t}=S_{0} \exp \left(\mu t-\frac{1}{2} \beta^{2} t+\beta W_{t}\right) t \geq 0 \tag{4.3.4}
\end{equation*}
$$

The discretized version of 4.3.4 is given by,

$$
\begin{equation*}
S_{t_{0}}=S_{0}, S_{t_{i+1}}=S_{t_{i}} \exp \left(\left(\overline{\hat{\mu}}-\frac{1}{2} \overline{\hat{\sigma}}^{2}\right) \Delta+\overline{\hat{\sigma}} Z_{i}\right) \text { for, } i=0,1, \ldots, N-1 \tag{4.3.5}
\end{equation*}
$$

where $\left\{Z_{i} \mid i=0, \quad N-1\right\}$ are independent and identically distributed (i.i.d) normal random variables with mean 0 and variance $\Delta$.

### 4.3.2 Ternary Markov regime

Omission of the jump term from (4.3.1)reduces the model to (4.3.2) where $X$ denotes a Markov chain as defined in 4.3.1.

As the continuous time Markov chain is characterized by its instantaneous transition rate matrix $\lambda$, the class of all possible models in (4.3.2) are identified with the set $\Theta$ of all possible parameters as given below,

$$
\begin{equation*}
\Theta=\left\{\theta=\left(\mu(1), \lambda_{1}, \lambda_{12}, \lambda_{13}, \sigma(1), \mu(2), \lambda_{2}, \lambda_{21}, \lambda_{23}, \sigma(2), \mu(3), \lambda_{3}, \lambda_{31}, \lambda_{32}\right) \mid \mu(i)>0, \lambda_{i}>0, i=1,2,3\right\} \tag{4.3.6}
\end{equation*}
$$

Using the expression of strong solution, the discrete version of models corresponding to each member of $\Theta$ can be written. However, we write down the discretization only for a smaller class of models which are relevant for the empirical study in the subsequent section. The scheme for $X$ given below is the discretization of a Markov chain and the details can be found in theorem 5.3.1 in the next chapter.

$$
\begin{array}{lc}
S_{t_{i+1}} & = \\
S_{t_{i}} \exp \left(\left(\mu\left(X_{i}\right)-\frac{1}{2} \sigma^{2}\left(X_{i}\right)\right) \Delta+\sigma\left(X_{i}\right) Z_{i}\right)  \tag{4.3.8}\\
X_{i+1} & =
\end{array} X_{i}+\left(\left(2-X_{i}\right)+\left(-\delta_{2, X_{i}}\right)^{\eta_{i}}\right) P_{i}, ~ l
$$

where, $P_{i}$ and $\eta_{i}$ are sequences of Bernoulli random variables, $\delta_{x, y}$ is the Kronecker delta function and $0^{0}$ is taken as 0 . Furthermore, $\eta_{i}$ are iid and are independent of the past or present states of the Markov chain $X_{i}$. We also assume the following properties of $\left\{P_{i}\right\}$. The sequence $\left\{P_{i} \mid i=1, \ldots, N-1\right\}$ are independent to $Z_{j}$ for all $j$. For each given $X_{i}$, the conditional distribution of $P_{i}$ is independent of $\left\{P_{1}, P_{2}, \ldots, P_{i-1}\right\}$ and $\eta_{i}$. For each $i, P_{i}$ follows Bernoulli $\left(\lambda_{X_{i}} \Delta\right)$, a Bernoulli random variable with $\operatorname{Prob}\left(P_{i}=1 \mid X_{i}\right)=\lambda_{X_{i}} \Delta$, provided $\Delta \ll \min \left\{1 / \lambda_{i} \mid i=1,2,3\right\}$. Here for each $i, Z_{i}$ where $\left\{Z_{i} \mid i=0, \ldots, N-1\right\}$ are independent and identically distributed (i.i.d) normal random variables with mean 0 and variance $\Delta$.

## Chapter 5

## Empirical Study

### 5.1 Analysis of Market Data

The time series data of eighteen different Indian stock indices with 5-minute granularity during the time period starting from 1-st December, 2016 to 30-th June, 2017 are considered. We assume six hours of trading in each day and two hundred and fifty trading days in a year and set $\Delta=\frac{5}{250 \times 360} \approx 5.5 \times 10^{-5}$. For obtaining the jump discontinuities separately, we consider $\hat{p}=1 \%$ ( by 3.4.1 $\hat{p}=\min \left(1, \alpha \Delta^{\ln (1 / \Delta)}\right)$ and we choose $\alpha=4.93 * 10^{39}$ ). Then (3.3.3) is solved numerically as it is described in remark 3.3.1.

The numerical approximations of $\hat{\beta}, \hat{\Lambda}$ and $V$ for each index data are given in Table 5.1. Each row of Table 5.1 corresponds to an index, whose name is given in the second column with the code in the first column. By making use of the $\hat{\beta}$ value, the $\hat{c}$ value is obtained for each index using (4.1.2). Next, by using the value of $\hat{c}, \hat{\mu}$ and $\hat{\sigma}$ are computed based on the definition 4.1.2. In the last two columns of Table 5.1 the empirical long run average drift $\overline{\hat{\mu}}$ and the empirical long run average volatility $\overline{\hat{\sigma}}$ are displayed for each index.

Table 5.1: Estimated parameters of 5-min $(1 / 12 / 16-30 / 06 / 17)$ data of 17 Indian stock indices

| Index |  | $\begin{gathered} \hat{\beta} \\ \text { (in \%) } \end{gathered}$ | $\hat{\Lambda}$ | $\begin{gathered} V \\ \left(\text { in } 10^{-5}\right) \end{gathered}$ | $\begin{gathered} \overline{\hat{\mu}} \\ \text { (in } \% \text { ) } \end{gathered}$ | $\begin{gathered} \overline{\hat{\sigma}} \\ (\text { in } \%) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Code | Name |  |  |  |  |  |
| I01 | NIFTY 100 | 7.41 | 132.14 | 2 | 6.5 | 6.90 |
| I02 | NIFTY 200 | 7.54 | 127.36 | 2 | 8.7 | 7.00 |
| I03 | NIFTY 50 | 7.34 | 132.19 | 2 | 7.7 | 6.88 |
| I04 | NIFTY 500 | 7.62 | 143.43 | 2 | 10.5 | 6.70 |
| I05 | NIFTY BANK | 10.39 | 128.90 | 5 | 24.8 | 9.75 |
| I06 | NIFTY COMMODITY | 10.22 | 116.08 | 3 | -4.8 | 9.47 |
| I07 | NIFTY ENERGY | 10.93 | 148.24 | 4 | -13.1 | 10.22 |
| 108 | NIFTY FIN. SER. | 9.78 | 132.20 | 5 | 23.3 | 9.14 |
| I09 | NIFTY FMCG | 11.89 | 167.58 | 5 | 17.7 | 11.04 |
| I10 | NIFTY INFRA | 10.76 | 103.18 | 3 | 12.1 | 10.02 |
| I11 | NIFTY IT | 11.26 | 157.88 | 4 | 5.5 | 10.33 |
| I12 | NIFTY MEDIA | 14.64 | 120.90 | 6 | 13.9 | 13.64 |
| I13 | NIFTY METAL | 16.24 | 99.95 | 6 | -20.8 | 15.12 |
| I14 | NIFTY MNC | 9.36 | 77.34 | 3 | 20.3 | 8.68 |
| I15 | NIFTY PHARMA | 12.02 | 154.69 | 5 | -26.2 | 11.07 |
| I16 | NIFTY PSE | 10.25 | 148.32 | 3 | -9.9 | 9.47 |
| I17 | NIFTY SERVICE SEC. | 8.36 | 149.93 | 3 | 17.5 | 7.84 |

We recall that the ' T ' test statistics described in section 4.2 are defined using $d( \pm \hat{\sigma} ; p)$. In this section we fix $p=15 \%$ in the definition of the sub class of models $\mathcal{C}$ and obtaining $d( \pm \hat{\sigma} ; p)$ and subsequently the T statistics. The $\mathrm{t}^{*}$ values are computed using $d(\hat{\sigma} ; p)$ and $d(-\hat{\sigma} ; p)$ separately. The components of $\mathrm{t}^{*}$ for every index data are given in Table 5.2.

Table 5.2: $\mathbf{t}^{*}$ of the empirical data

| Index | Squeeze duration $d(\hat{\sigma} ; p)$ |  |  |  |  | Expansion duration $d(-\hat{\sigma} ; p)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L$ | $t_{1}^{*}$ | $t_{2}^{*}$ | $t_{3}^{*}$ | $t_{4}^{*}$ | $L$ | $t_{1}^{*}$ | $t_{2}^{*}$ | $t_{3}^{*}$ | $t_{4}^{*}$ |
| I01 | 157 | 10.66 | 11.31 | 1.16 | 3.36 | 142 | 11.78 | 10.66 | 1.06 | 3.79 |
| I02 | 169 | 9.89 | 11.12 | 1.34 | 3.92 | 142 | 11.76 | 10.48 | 0.94 | 3.32 |
| I03 | 158 | 10.58 | 10.89 | 1.08 | 3.24 | 149 | 11.22 | 10.49 | 1.08 | 3.80 |
| I04 | 157 | 10.65 | 11.24 | 1.21 | 3.60 | 142 | 11.76 | 10.29 | 0.90 | 3.37 |
| I05 | 158 | 10.59 | 11.69 | 1.37 | 3.98 | 128 | 13.07 | 9.97 | 0.54 | 3.14 |
| I06 | 168 | 9.95 | 10.55 | 1.47 | 4.57 | 136 | 12.29 | 10.03 | 0.83 | 3.59 |
| I07 | 165 | 10.14 | 11.29 | 1.56 | 4.75 | 141 | 11.86 | 9.21 | 0.60 | 3.24 |
| I08 | 172 | 9.72 | 10.85 | 1.54 | 4.61 | 124 | 13.48 | 10.40 | 0.82 | 3.72 |
| I09 | 179 | 9.35 | 10.18 | 1.57 | 4.95 | 137 | 12.20 | 10.27 | 0.77 | 3.27 |
| I10 | 176 | 9.50 | 11.69 | 1.73 | 5.43 | 128 | 13.06 | 11.71 | 1.27 | 5.09 |
| I11 | 159 | 10.52 | 11.37 | 1.18 | 3.31 | 129 | 13.06 | 10.11 | 1.32 | 6.76 |
| I12 | 174 | 9.61 | 9.50 | 1.21 | 3.86 | 120 | 12.97 | 10.79 | 0.60 | 2.82 |
| I13 | 187 | 8.94 | 10.58 | 1.90 | 6.42 | 121 | 13.68 | 9.51 | 0.36 | 2.35 |
| I14 | 178 | 9.40 | 10.64 | 1.53 | 4.62 | 127 | 13.12 | 9.99 | 0.60 | 3.26 |
| I15 | 174 | 9.61 | 11.21 | 1.54 | 4.51 | 125 | 13.39 | 11.91 | 1.67 | 8.29 |
| I16 | 148 | 11.30 | 12.66 | 1.28 | 3.75 | 140 | 11.94 | 10.69 | 0.98 | 3.54 |
| I17 | 172 | 9.72 | 11.09 | 1.33 | 3.79 | 125 | 13.38 | 10.05 | 0.59 | 3.21 |

Remark 5.1.1. As the hypothesis, we consider, is composite in nature(see [48] for composite hypothesis ). That is to say the value of any parameter is not deemed to be fixed in the null hypothesis, which in turn leads to the consideration of models with parameters from a high dimensional space. Therefore, to reduce dimensions, we add some other natural criteria on parameters. These natural criteria desirably put direct and easily calculable constraints on the parameter set of the models under consideration.

### 5.2 Uni-regime Model

In this subsection we consider the model hypothesis 3.1.1 of uni-regime Merton Jump Diffusion(MJD) model
Definition 5.2.1. For simulation purposes we consider the sub-class of uni-regime MJD models with a unique choice of $\mu$ and $\beta$ such that $\mu=\overline{\hat{\mu}}$ and $\beta=\overline{\hat{\sigma}}$, as used in definition 4.1.2 where the bar sign represents the time average.

For each index in Table 5.1 and 5.2, we set our null hypothesis,
$H_{0}:$ the time series is in class of uni-regime MJD models in subclass defined in 5.2.1
The following figures illustrate the results for all 17 indices. Figure 5.1 displays the sampling distribution of $T_{1}$ of $d(\hat{\sigma} ; p)$ and 5.2 illustrates that of $d(-\hat{\sigma} ; p)$. Each box plot is obtained by simulating (4.3.5), 100 times. The
inverted triangle plots represent $t_{1}^{*}$ obtained from the Table 5.2. As the dots appear to be non-overlapping with the box plots, the null hypothesis is rejected with $100 \%$ confidence.


Figure 5.1: Sampling distribution of T1 of $d(\hat{\sigma} ; p)$ under uni-regime MJD hypothesis


Figure 5.2: Sampling distribution of T1 of $d(-\hat{\sigma} ; p)$ under uni-regime MJD hypothesis

### 5.3 Ternary regime Markov Model

This subsection details the sub class $\mathcal{C}$ of Ternary Regime Markov switching Merton Jump Diffusion (TRMJD) models defined in (4.3.2), which we consider for inference purposes. The subclass $\mathcal{C}$ is considered for reduction of dimensions and ease of computation. The same sub class models are considered for hypothesis testing.

In the following models in subclass $\mathcal{C}$, regime 1 is the low volatility regime, regime two is the medium volatility regime and regime 3 the high volatility regime. The continuous Markov chain X can be completely defined by its instantaneous transition rate matrix:

$$
\Lambda=\left[\begin{array}{lll}
\lambda_{11} & \lambda_{12} & \lambda_{13}  \tag{5.3.1}\\
\lambda_{21} & \lambda_{22} & \lambda_{23} \\
\lambda_{31} & \lambda_{32} & \lambda_{33}
\end{array}\right] \cdot \lambda_{i i}=-\sum_{j \neq i} \lambda i j, \quad \text { where }, \lambda_{i}=-\lambda_{i i}, \text { for } i=1,2,3
$$

The general class of models can be identified with the set of parameters $\Theta$. Where,

$$
\begin{equation*}
\Theta=\left\{\theta=\left(\mu(1), \lambda_{1}, \lambda_{12}, \lambda_{13}, \sigma(1), \mu(2), \lambda_{2}, \lambda_{21}, \lambda_{23}, \sigma(2), \mu(3), \lambda_{3}, \lambda_{31}, \lambda_{32}\right) \mid \mu(i)>0, \lambda_{i}>0, i=1,2,3\right\} \tag{5.3.2}
\end{equation*}
$$

As it is evident from (5.3.2) the general class of models are very high dimensional. For reducing the dimensionality and for computational feasibility, we consider a smaller subset of the general class of the models for inference purpose.

The sub class $\mathcal{C}$ of Ternary regime Markov/TRMJD Models is defined as follows:

The models with the below instantaneous transition rate matrix for the Markov Chain are considered:

$$
\begin{equation*}
\lambda_{1}=\lambda_{12}=-\lambda_{11}=a \lambda, \quad \lambda_{3}=\lambda_{32}=-\lambda_{33}=\frac{\lambda}{a}, \quad \lambda_{21}=\frac{a p \lambda}{(1-2 p)}, \lambda_{2}=\frac{\left(a^{2}+1\right) p \lambda}{a(1-2 p)}, \lambda_{23}=\frac{p \lambda}{a(1-2 p)}, \lambda_{13}=\lambda_{31}=0 \tag{5.3.3}
\end{equation*}
$$

We consider, $p<\frac{1}{2}$. The instantaneous transition rate matrix is as follows,

$$
\Lambda=\left[\begin{array}{ccc}
-a \lambda & a \lambda & 0  \tag{5.3.4}\\
\frac{a p \lambda}{(1-2 p)} & -\frac{\left(a^{2}+1\right) p \lambda}{a(1-2 p)} & \frac{p \lambda}{a(1-2 p)} \\
0 & \frac{\lambda}{a} & -\frac{\lambda}{a}
\end{array}\right] .
$$

Additional features of the models we consider are as given below:

$$
\begin{align*}
p(\mu(1)+\mu(3))+(1-2 p)(\mu((2)) & =\overline{\hat{\mu}}  \tag{5.3.5}\\
p(\sigma(1)+\sigma(3))+(1-2 p)(\sigma((2)) & =\overline{\hat{\sigma}}  \tag{5.3.6}\\
\overline{\hat{\sigma}}\left[\begin{array}{c}
1-\epsilon \\
1+\epsilon
\end{array}\right]=\left[\begin{array}{c}
\sigma_{1} \\
\sigma_{3}
\end{array}\right], \text { where, } \epsilon & \in[0,1]  \tag{5.3.7}\\
\overline{\hat{\mu}} & =\mu(2)  \tag{5.3.8}\\
\overline{\hat{\sigma}} & =\sigma(2)  \tag{5.3.9}\\
\mu(1) & =\mu(3) \tag{5.3.10}
\end{align*}
$$

The features of the smaller class of models $\mathcal{C}$ we consider result in the below theoretical implications. This way we justify our choice of a particular subset of the models from the general class of models.
The sojourn or waiting time distribution of state i , where $\mathrm{i}=1,2,3$ is $\exp \left(\lambda_{i}\right) .{ }^{\prime} a^{\prime}$ is the square root of the empirical ratio of mean holding times of the high volatility regime to the low volatility regime. As the volatility process as defined in equation (4.3.2) is a continuous process, there is no possibility of the volatility of an asset to go from regime 1 to regime 3 or vice versa directly without passing through regime 2 in a model without a jump component. Therefore,

$$
\begin{equation*}
\lambda_{13}=\lambda_{31}=0 \tag{5.3.11}
\end{equation*}
$$

From (5.3.3) we have,

$$
\begin{equation*}
\frac{\lambda_{21}}{\lambda_{1}}=\frac{\lambda_{23}}{\lambda_{3}} \text { or, } \frac{\lambda_{21}}{\lambda_{23}}=\frac{\lambda_{1}}{\lambda_{3}}=a^{2} \text { (say). } \tag{5.3.12}
\end{equation*}
$$

The sojourn or waiting time distribution of state $i$, where $i=1,2,3$ is $\exp \left(\lambda_{i}\right)$. Hence the mean holding time at state $i$ is $1 / \lambda_{i}$. The time spent by the chain at state $i$ on an average is called occupation measure of $i$, and is given by

$$
O_{i}=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} 1_{\{i\}}\left(X_{t^{\prime}}\right) d t^{\prime}
$$

For an ergodic chain these do not depend on the initial state. Assume $X_{T_{1}-}=2$, where $\left\{T_{n}\right\}_{n}$ is the increasing sequence of successive transition times. Then (5.3.11) implies that $X_{T_{2}}=2$. Therefore using the regeneration,

$$
O_{2}=\frac{E\left[T_{1} \mid X_{T_{1}-}=2\right]}{E\left[T_{2} \mid X_{T_{1}-}=2\right]}=\frac{E\left[T_{1} \mid X_{T_{1}-}=2\right]}{E\left[T_{1}+\left(T_{2}-T_{1}\right) \mid X_{T_{1}-}=2\right]}=\frac{E\left[T_{1} \mid X_{T_{1}-}=2\right]}{E\left[T_{1} \mid X_{T_{1}-}=2\right]+E\left[T_{2}-T_{1} \mid X_{T_{1}-}=2\right]}
$$

and for $i \neq 2$,

$$
O_{i}=\frac{E\left[\left(T_{2}-T_{1}\right) 1_{\{i\}}\left(X_{T_{1}}\right) \mid X_{T_{1}-}=2\right]}{E\left[T_{2} \mid X_{T_{1}-}=2\right]}=\frac{E\left[\left(T_{2}-T_{1}\right) 1_{\{i\}}\left(X_{T_{1}}\right) \mid X_{T_{1}-}=2\right]}{E\left[T_{1} \mid X_{T_{1}-}=2\right]+E\left[T_{2}-T_{1} \mid X_{T_{1}-}=2\right]} .
$$

Moreover, $a_{i}:=E\left[\left(T_{2}-T_{1}\right) 1_{\{i\}}\left(X_{T_{1}}\right) \mid X_{T_{1}-}=2\right]=\frac{1}{\lambda_{i}} \frac{\lambda_{2 i}}{\lambda_{2}}$ for $i \in\{1,3\}$; and $a_{2}:=E\left[T_{1} \mid X_{T_{1}-}=2\right]=1 / \lambda_{2}$.

Clearly, $E\left[\left(T_{2}-T_{1}\right) \mid X_{T_{1}-}=2\right]=a_{1}+a_{3}$. Thus we get $O_{i}=\frac{a_{i}}{\sum_{i^{\prime}=1}^{3} a_{i^{\prime}}}$ for each $i=1,2,3$.

$$
\begin{equation*}
\frac{a_{1}}{\sum_{i=1}^{3} a_{i}}=p=\frac{a_{3}}{\sum_{i=1}^{3} a_{i}} \tag{5.3.13}
\end{equation*}
$$

(5.3.5), (5.3.6) and (5.3.13) imply that,

1. The long run average of drift coefficient of the continuous part matches with the time average of empirical drift $\hat{\mu}$ of the data.
2. The long run average of volatility process for the model matches with the time average of empirical volatility $\hat{\sigma}$ of the data.
3. The long run proportion of time that the volatility process stays below $\hat{F}_{\hat{\sigma}}^{\leftarrow}(p)$ is $p$,
4. The long run proportion of time that the volatility process stays above $\hat{F}_{\tilde{\sigma}}^{\leftarrow}(1-p)$ is $p$.
5. The ratio of the mean holding times in high and low volatility states in the model is equal to the corresponding empirical ratio

Provided the volatility process is not constant.

Using the expression of strong solution, the discrete version of models corresponding to each member of $\mathcal{C}$ is given by equations (4.3.8) and (4.3.7), where,

$$
\eta_{i}= \begin{cases}0, & \text { with probability } \frac{1}{a^{2}+1} \\ 1, & \text { with probability } \frac{a^{2}}{a^{2}+1}\end{cases}
$$

We show that the discretization of a 3 state Markov chain provided above in equation (4.3.8) is indeed a discretization of a continuous three regime Markov process by the following theorem.

Theorem 5.3.1. Consider (4.3.8) with $\eta_{i} \sim \operatorname{Bernoulli}\left(\frac{a^{2}}{a^{2}+1}\right)$ and $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are a $\frac{\left(a^{2}+1\right) p \lambda}{a(1-2 p)}$ and $\frac{\lambda}{a}$ respectively, where $a>0,0<p<1 / 2$ and $\lambda>0$. This is the discretization of a continuous time Markov chain on $\{1,2,3\}$, by time step $\Delta$, given by the transition rate matrix,

$$
\Lambda=\left[\begin{array}{ccc}
-a \lambda & a \lambda & 0  \tag{5.3.14}\\
\frac{a p \lambda}{(1-2 p)} & -\frac{\left(a^{2}+1\right) p \lambda}{a(1-2 p)} & \frac{p \lambda}{a(1-2 p)} \\
0 & \frac{\lambda}{a} & -\frac{\lambda}{a}
\end{array}\right] .
$$

Proof. We recall (4.3.8) below

$$
X_{i+1}=X_{i}+\left(\left(2-X_{i}\right)+\left(-\delta_{2, X_{i}}\right)^{\eta_{i}}\right) P_{i} .
$$

We can observe that, the right hand side of the above equation depends only on $X_{i}, P_{i}$, and $\eta_{i}$. By definition $P_{i}$ depends only on $X_{i}$ and also $\eta_{i}$ is independent of the Markov chain $X$. Therefore the equation (4.3.8) generates a Markov Process. Next, we aim to show that (4.3.8) generates a discrete time Markov Process with parameters which converge to those of the continuous Markov chain of the given transition matrix.
The transition probability function of a Markov chain with the transition rate matrix $\Lambda$, is given by $P(\Delta)$ where,

$$
\begin{equation*}
P(\Delta)=\exp (\Delta \Lambda) \tag{5.3.15}
\end{equation*}
$$

By approximating the exponential in the equation (5.3.15) and using Taylor's expansion we obtain, $P(\Delta)=I+\Lambda \Delta+o(\Delta)$, where, $I$ is the Identity Matrix of the same dimensions of $\Lambda$. The approximated transition probabilities thus obtained is,

$$
P(\Delta)=\left[\begin{array}{ccc}
1-a \lambda \Delta & a \lambda \Delta & 0 \\
\frac{a p \lambda}{(1-2 p)} \Delta & 1-\frac{\left(a^{2}+1\right) p \lambda}{a(1-2 p)} \Delta & \frac{p \lambda}{a(1-2 p)} \Delta \\
0 & \frac{\lambda}{a} \Delta & 1-\frac{\lambda}{a} \Delta
\end{array}\right]+o(\Delta)
$$

The first term on the right hand side, denoted by $\tilde{P}(\Delta)$, is a probability matrix since, $\Delta<\min \left\{1 / \lambda_{i} \mid i=1,2,3\right\}$. This implies, $\lambda_{i} \Delta<1$, therefore, all the terms of $\tilde{P}(\Delta)>0$. Finally, the equality of the transition probabilities of the discretization and the continuous version is shown. Recall that $\eta_{i}$ and $P_{i}$ are independent. From the equation (4.3.8), we can see that, there is no way that a transition can occur from regime 1 to 3 and vice versa, this is consistent with $\tilde{P}_{13}(\Delta)=\tilde{P}_{31}(\Delta)=0$.

From (4.3.8) $P\left(X_{i+1}=1 \mid X_{i}=2\right)=P\left(P_{i}=1, \eta_{i}=1 \mid X_{i}=2\right)=\frac{\left(a^{2}+1\right) p \lambda}{a(1-2 p)} \Delta \frac{a^{2}}{a^{2}+1}=\frac{a p \lambda}{(1-2 p)} \Delta$ which is equal to $\tilde{P}_{21}(\Delta)$. Also, from (4.3.8) $P\left(X_{i+1}=3 \mid X_{i}=2\right)=P\left(P_{i}=1, \eta_{i}=0 \mid X_{i}=2\right)=\frac{p \lambda}{a(1-2 p)} \Delta$, which is equal to $\tilde{P}_{23}(\Delta)$. Next, from (4.3.8) $P\left(X_{i+1}=2 \mid X_{i}=1\right)=P\left(P_{i}=1 \mid X_{i}=1\right)=a \lambda \Delta$, which is equal to $\tilde{P}_{12}(\Delta)$. Finally, from (4.3.8) $P\left(X_{i+1}=2 \mid X_{i}=3\right)=P\left(P_{i}=1 \mid X_{i}=3\right)=\frac{\lambda}{a} \Delta$, which is equal to $\tilde{P}_{32}(\Delta)$. Thus $\tilde{P}(\Delta)$ is indeed the transition probability matrix of $\left\{X_{i}\right\}_{i}$ in (4.3.8).

Finally, as $\Delta^{-1}(\tilde{P}(\Delta)-I)$ and $\Delta^{-1}(P(\Delta)-I)$ converge to the same limit, the result follows.

### 5.3.1 Simulation Results

For simulation purposes, the parameter $\lambda_{1}$ is varied by taking $\frac{1}{\lambda_{1} d t}=1,2,3 . . ., 16$ and the parameter $\epsilon$ is chosen as $e_{i}$ from $e_{1}, e_{2}, \ldots e_{10}$ for each iteration ' i ' where $e_{i}$ are equispaced points from the interval $[0,1)$.

For each index in Table 5.1 and 5.2, we set the null hypothesis,
$H_{0}$ : the law of time series is Markov modulated MJD 4.3.1 with parameters of continuous part in subclass $\mathcal{C}$. For each index, we compute the value of $\alpha_{r}$ as in the section 4.2 for $r=1,2,3,4$ by simulating 4.3.7.

Note: From hereon subclass of models of TRMJD means the subclass $\mathcal{C}$ and subclass of models of uni-regine MJD means the subclass as defined in definition 5.2.1.

For each index, $\alpha_{r}$ where, $\mathrm{r}=1,2,3,4$ are computed as specified in subsection 4.2.1. The results are presented in Table 5.3.

Table 5.3: The $\alpha$-values for all the indices under Ternary Markov regime/TRMJD model hypotheses

|  | For $\mathscr{C}$ using $d(\hat{\sigma} ; p)$ |  |  | For $\mathscr{C}$ using $d(-\hat{\sigma} ; p)$ |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Index | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ |
| I01 | 0.50 | 0.35 | 0.04 | 0.03 | 0.50 | 0.39 | 0.39 | 0.39 |
| I02 | 0.47 | 0.46 | 0.09 | 0.08 | 0.49 | 0.37 | 0.37 | 0.37 |
| I03 | 0.50 | 0.31 | 0.02 | 0.01 | 0.48 | 0.48 | 0.48 | 0.48 |
| I04 | 0.49 | 0.34 | 0.06 | 0.04 | 0.50 | 0.41 | 0.41 | 0.41 |
| I05 | 0.49 | 0.42 | 0.12 | 0.09 | 0.49 | 0.14 | 0.13 | 0.13 |
| I06 | 0.50 | 0.40 | 0.19 | 0.15 | 0.49 | 0.28 | 0.28 | 0.28 |
| I07 | 0.49 | 0.43 | 0.24 | 0.16 | 0.50 | 0.16 | 0.16 | 0.16 |
| I08 | 0.48 | 0.45 | 0.25 | 0.18 | 0.50 | 0.22 | 0.22 | 0.22 |
| I09 | 0.47 | 0.46 | 0.28 | 0.25 | 0.49 | 0.33 | 0.29 | 0.29 |
| I10 | 0.49 | 0.42 | 0.31 | 0.26 | 0.49 | 0.40 | 0.28 | 0.28 |
| I11 | 0.47 | 0.40 | 0.06 | 0.03 | 0.48 | 0.28 | 0.15 | 0.12 |
| I12 | 0.50 | 0.25 | 0.06 | 0.06 | 0.47 | 0.18 | 0.18 | 0.18 |
| I13 | 0.46 | 0.42 | 0.42 | 0.34 | 0.46 | 0.06 | 0.03 | 0.03 |
| I14 | 0.48 | 0.46 | 0.24 | 0.16 | 0.47 | 0.15 | 0.15 | 0.15 |
| I15 | 0.49 | 0.43 | 0.22 | 0.15 | 0.50 | 0.34 | 0.18 | 0.14 |
| I16 | 0.49 | 0.44 | 0.10 | 0.08 | 0.49 | 0.38 | 0.38 | 0.38 |
| I17 | 0.50 | 0.43 | 0.12 | 0.05 | 0.49 | 0.14 | 0.14 | 0.14 |

In Table 5.3 .1 we summarize the fitting of TRMJD models. The best model class and the best parameter values are recorded in the last 4 columns. This is done based on proximity measure $\alpha_{4}$ values obtained for members of the class $\mathcal{C}$. The largest $\alpha_{4}$ are given in the 2 nd column of the table. The model which is a member of the class $\mathcal{C}$ having the highest $\alpha_{4}$ value is considered to be the best fit model based on the squeeze-expansion duration statistics. This best fit model is used for experiments in the next section.

Table 5.4: Model fitting using $\alpha_{4}$ values from table

| Index | $\alpha_{4}$ value | Model Fitting |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | $\hat{\sigma}$ | $\epsilon$ | $\frac{1}{\lambda_{1} \Delta}$ |  |
| I01 | 0.39 | $6.9 \%$ | 0.76 | 6 |  |
| I02 | 0.37 | $7.0 \%$ | 0.85 | 5 |  |
| I03 | 0.48 | $6.9 \%$ | 0.66 | 7 |  |
| I04 | 0.41 | $6.7 \%$ | 0.85 | 5 |  |
| I05 | 0.13 | $9.7 \%$ | 0.85 | 5 |  |
| I06 | 0.28 | $9.5 \%$ | 0.85 | 5 |  |
| I07 | 0.16 | $10.2 \%$ | 0.85 | 8 |  |
| I08 | 0.22 | $9.1 \%$ | 0.85 | 5 |  |
| I09 | 0.29 | $11.0 \%$ | 0.85 | 4 |  |
| I10 | 0.28 | $10.0 \%$ | 0.66 | 8 |  |
| I11 | 0.12 | $10.3 \%$ | 0.85 | 5 |  |
| I12 | 0.18 | $13.6 \%$ | 0.85 | 5 |  |
| I13 | 0.34 | $15.1 \%$ | 0.57 | 8 |  |
| I14 | 0.16 | $8.6 \%$ | 0.85 | 5 |  |
| I15 | 0.15 | $11.1 \%$ | 0.76 | 8 |  |
| I16 | 0.38 | $9.5 \%$ | 0.76 | 7 |  |
| I17 | 0.14 | $7.8 \%$ | 0.85 | 5 |  |

### 5.4 Comparison of Empirical CDF of Return Distribution

Let $F_{1}$ be the eCDF of the simple return obtained from the simulation of a theoretical model and $F_{2}$ be the eCDF of the simple return from the time series data on the domain $(-\infty, \infty)$. We measure the performance of the theoretical fitted model using the $L^{2}$ error, $\left\|F_{1}-F_{2}\right\|_{2}$, as given below.

Definition 5.4.1. Let $F_{1}$ be e $C D F$ of a population and $F_{2}$ be the eCDF of a fitted model. The $L^{2}$ error of the fitted model is defined as:
$\left\|F_{1}-F_{2}\right\|_{2}=\sqrt{\int_{-\infty}^{\infty}\left|F_{1}(x)-F_{2}(x)\right|^{2} d x}$. In discrete form, $\left\|F_{1}-F_{2}\right\|_{2}=\sqrt{\left(\sum_{i}\left|F_{1}\left(x_{i}\right)-F_{2}\left(x_{i}\right)\right|^{2}\left|x_{i+1}-x_{i}\right|\right)}$ where $x_{i}$ 's are equi-spaced points on $(\infty,-\infty)$.

The low $L^{2}$ error of a theoretical model indicates a better fitting of the empirical return distribution. The comparison of the $L^{2}$ errors of the two models (best fit uni-regime MJD and TRMJD model as specified in chapter 5 are illustrated in the figure 5.3 below.

Note: The $L^{2}$ errors are calculated over a single realization of the theoretical models.


Figure 5.3: Comparison of L2 errors

We can observe that the $L^{2}$ error of the Markov switching TRMJD is lower than that of the uni-regime MJD Model. This indicates at a better performance of the Markov switching TRMJD than the uni-regime MJD model.

Note: Best fit uni regime MJD model is simulated using 4.3.5 and best fit TRMJD model is simulated using 4.3.7.

Further we also attempt to show that the difference between eCDF of the return from the simulation of the uniregime MJD model and Markov switching TRMJD model is statistically significant using a 2 Sample KolmogorovSmirnov (K-S) test.

The 2 sample K-S test is defined as below.
Definition 5.4.2. Let $F_{1, n}$ and $F_{2, m}$ be the eCDF's of two samples where ' $n$ ' and ' $m$ ' are the sizes of the 1 st and 2nd samples respectively. Assume that the null hypothesis, $H_{0}$ is that the two samples come from the same underlying distribution. The Kolmogorov-Smirnov statistic for testing this hypothesis is given by, $D_{n, m}=$ $\sup _{x}\left|F_{1, n}(x)-F_{2, m}(x)\right|$. For large samples, the null hypothesis is rejected at level $\alpha$ if, $D_{n, m}>c(\alpha) \sqrt{\frac{n+m}{n . m}}$. The value of $c(\alpha)$ is given in the table 5.5.

| $\alpha$ | 0.20 | 0.15 | 0.10 | 0.05 | 0.025 | 0.01 | 0.005 | 0.001 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $c(\alpha)$ | 1.073 | 1.138 | 1.224 | 1.358 | 1.480 | 1.628 | 1.731 | 1.949 |

Table 5.5: $c(\alpha)$ values for two sample K-S test

| Index | I 01 | I 02 | I 03 | I 04 | I 05 | I 06 | I 07 | I 08 | I 09 | I 10 | I 11 | I 12 | I 13 | I 14 | I 15 | I 16 | I 17 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\frac{D_{n, m}}{\sqrt{\frac{n+m}{n . m}}}$ | 3.58 | 3.01 | 2.10 | 3.47 | 3.92 | 3.80 | 4.22 | 4.15 | 3.55 | 2.35 | 4.50 | 3.67 | 2.07 | 4.35 | 3.29 | 3.24 | 3.62 |

Table 5.6: K-S Test statistics for return distributions of uni-regime MJD model and Markov switching TRMJD model

The table 5.6 contains the value of $\frac{D_{n, m}}{\sqrt{\frac{n+m}{n \cdot m}}}$ ' for return distributions of uni-regime MJD model and Markov switching TRMJD model for each index. In view of this, we conclude that the respective return distributions are significantly different. This conclusion strengthens our case for the better performance of the Markov switching TRMJD model than the uni-regime MJD model.

Note: The K-S test statistics are calculated over a single realization of the theoretical models.

We also perform the K-S test between the returns obtained from the time series data and from theoretical models(uni-regime MJD or Markov switching TRMJD). The objective of this experiment is to determine whether the test statistic obtained for returns coming from time series data and the Markov switching TRMJD model is smaller than the one obtained for returns coming from time series data and uni-regime MJD model. This would demonstrate the success of the proposed Markov switching TRMJD model in replicating the empirical return distribution over the uni-regime MJD model. Given below are the test statistics values obtained from the respective K-S tests.

| Index | I01 | I02 | I03 | I04 | I05 | I06 | I07 | I08 | I09 | I10 | I11 | I12 | I13 | I14 | I15 | I16 | I17 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MJD | 3.08 | 3.59 | 2.72 | 4.05 | 3.07 | 3.68 | 3.89 | 3.50 | 4.82 | 3.05 | 4.28 | 3.71 | 4.02 | 3.62 | 4.12 | 3.81 | 3.23 |
| TRMJD | 1.74 | 2.87 | 1.77 | 2.47 | 2.28 | 2.31 | 2.47 | 2.53 | 2.52 | 1.68 | 2.45 | 2.44 | 2.47 | 2.14 | 2.56 | 1.75 | 2.65 |

Table 5.7: K-S statistics between empirical and theoretical models


Figure 5.4: K-S test statistics of uni-regime MJD model and TRMJD model over various indices

Note: The K-S test statistics are calculated over a single realization of the theoretical models.
From the table 5.7 and figure 5.4 we can clearly observe that the test statistics of TRMJD is lesser than that of the test statistics of the uni-regime MJD model for all indices. This demonstrates the better performance of the proposed Markov switching TRMJD over the uni-regime MJD model in replicating the eCDF of the return and subsequently the return distribution obtained from the data of various indices.

## Chapter 6

## Conclusion

The proposed technique for jump detection proves to be a considerable success due to the high accuracy obtained across a wide range of parameter values. The regime switching model obtained using the proposed discriminating statistics demonstrates its superior performance to that of the standard uni-regime model by providing a better replication of the empirical Cumulative Distribution Function (eCDF) of the return time series data. These observations validate the efficiency of proposed regime switching model for financial asset price data. This corroborates our extension of the approach used for binary regime switching model in [33] to a ternary regime switching model.

This thesis considers a narrow sub-class of models due to the high dimensionality of the general class of models and subsequently ease of computation. On the other hand, by usage of techniques like parallel programming or running code on a cluster computer the issues of increasing dimensionality and computational complexity can be addressed. Consideration of a broader sub-class class of models is expected to result in best fit models with better discriminating statistics and performance than when a narrow sub-class of models are considered.

The technique of non parametric calibration of jumps unlike the assumption of the jumps following a log-normal distribution, as done in this work, might lead to better performance indicators such as the $L_{2}$ norm and the K-S test statistics. Although, the non parametric calibration of jumps is contingent on factors such as the granularity of the time series data and the number of jumps detected by the technique used.

To achieve enhanced performance of best fit models with respect to performance indicators such as, $L_{2}$ norm and K-S test statistics than displayed in this work by doing away with the discriminating statistics based on squeeze and expansion approach. Instead, other approaches that aim at minimizing the performance indicators, which leads to better performing models, such as, gradient descent method could be adopted.

The time spent on this thesis and insights we have gained over time has led to the ideas of new approaches to propose models that might achieve enhanced performance.

## Appendices

## Appendix A

## Matlab Code

## A. 1 Historical Volatility in MMGBM

```
clc
clear all
TPM=[[0 0.8 0.2;0.5 0 0.5;0.3 0.7 0}|];%\mathrm{ %ransition probability matrix
CPM=transpose(cumsum(transpose(TPM)));%cumulative probability matrix
L=[10 50 20];%input('\nEnter n value of Lambda :')%instantaneous transition rate
    matrix
Ft=3;%no of years to be simulated
dt =1/253;%granularity
l=input('\n No of simulations of Historical Volatility :\n');
k=20;%window to compute historical volatility
S_0=100;%initial asset price
X(1)=1;%initial state of the Markov Chain
a=0;
m=floor(Ft/dt);%no of time points
j = 0;
%Antithetic simulation of Markov modulated GBM
sigma =[0.05 0.10 0.20];%volatility matrix containing volatility for three states of
    the Markov Chain
Mu=[0.02 0.08 0.04];%drift matrix containing drift for three states of the Markov
    Chain
    for i=1:l
```

```
                S_m(i, 1)=100;%initial value of the asset for each simulation
    end
for i=1:l
    M=markovfun(L,TPM,dt,Ft);%generating Markov chain
        %initialization
        R(i, 1)=0;
        C_m_t (i , 1) = 0;
        D_m_t (i , 1) =0;
        for j=1:m
            C_m(i , j ) =(Mu(M( j ) ) - 0.5*( sigma (M(j ) ) ^2) ) * dt ;
            D_m(i, j)=sigma (M( j ) )*sqrt (dt)*\operatorname{normrnd}(0,1);
            C_m_t (i, j +1)=C_m_t (i, j )+C_m(i, j );
            D_m_t (i, j +1)=D_m_t (i, j )+D_m(i, j );
            ST_m(i,j)=S_0*exp(C_m_t (i,j+1)+D_m_t (i,j+1));%simulated asset price
            P(i,j)=sigma(M(j));%volatility of state of Markov chain at time
                point 'j'
            if j>1
                R(i, j ) =((ST_m(i, j)-ST_m(i, j - 1)) /ST_m(i, j - 1)) ;%simple return
                end
                if j>=k
                W=R(i,j-k+1:j);%return for a given window of size k
                    E= sum(R(i,j-k+1:j));
                        V(i,j)=((sum(W.^2)/k)-((E/k)^2))/dt;%historical variance for
                    window size k
                v(i,j)=(V(i,j))^0.5;%historical volatility for window size k
            else
                        V(i , j ) = 0;
                v(i, j)=0;
                    end
end
end
T=1:m;%time matrix
    for i=1:l
    plot(T,v(i,:))%plotting of historical volatility
    hold on
    plot(T,P(i,:) )%plotting of volatility of state of Markov chain at time 'i'
end
```


## A. 2 Calculation of Jump accuracy for a Uni-Regime MJD

```
clear
beta}=[\begin{array}{llllllllll}{0.01}&{0.1}&{0.2}&{0.3}&{0.4}&{0.5}&{0.6}&{0.7}&{0.8}\end{array}];%\mathrm{ The volatility (beta) matrix
N_b=size(beta,2);
jmax=20; %Number of simulations for each beta
pi=2*asin (1.0) ;
N=18000;%Length of the time series
N2=N/2;
dt=5./(250*360); %Granularity
d_t=sqrt(dt);
T=N*dt;
mu=0.1;
del=0.0055;
%del=10*del;
lamb=100;
ga=-((del^2)/2); %to keep the mean jump size zero
plamb=1-(exp(-lamb*dt)); %probability of observing at least one jump in dt time-
    length
alpha=(0.5)*10^40; % alpha=(0.5)*10^40 gives \hat{p}=1.0122%
ph=min}(1,\operatorname{alpha}*(dt^(log(1/dt))));%\hat{p} valu
g=sqrt(dt)*norminv ((1+((1-ph)^(1/N)))/2); %g is \gamma
acc1=zeros(N_b,jmax);
acc2=zeros(3,N_b,jmax);
acc_1=zeros(1,N_b);
acc_2=zeros(3,N_b);
for k=1:N_b % For each k a separate beta is chosen.
sig=beta(k);
for j=1:jmax
%For each j, a simulation and accuracy of jump classification is computed. Then
    average accuracy is computed for each beta.
W=zeros(1,N+1);
W}(1)=0
for i=1:N2 %Brownian motion
    u1=rand (); %by Box Muller Method
    u2=rand ();
```

    \(\mathrm{W}(2 * \mathrm{i})=\mathrm{W}(2 * \mathrm{i}-1)+\operatorname{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2) ; \%\) Simulating Brownian
        motion
    \(\mathrm{W}(2 * \mathrm{i}+1)=\mathrm{W}(2 * \mathrm{i})+\operatorname{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \sin (2 * \mathrm{pi} * \mathrm{u} 2) ;\)
    end
$\mathrm{S}=$ zeros $(1, \mathrm{~N}+1)$; \%Asset time series initialization
$\mathrm{S}(1)=1 ; \quad$ \%Initial Asset price
Xi=zeros $(1, N)$;
for $\mathrm{i}=1: \mathrm{N} \quad$ \%Simulation using above W and following Xi.
u1=rand () ;
if $u 1<=$ plamb $\%$ then jump happens
u1=rand (); \% Generating Jump Size (Merton Model)
u2=rand () ; \% Jump size is LogNormal -1
$\mathrm{Xi}(\mathrm{i})=\exp (\mathrm{ga}+\mathrm{del} * \operatorname{sqrt}((-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2))-1$;
else $\quad \%$ else jump does not occur
$\mathrm{Xi}(\mathrm{i})=0 ; \quad \%$ so $\mathrm{Xi}(\mathrm{i})=0$
end
$\mathrm{S}(\mathrm{i}+1)=\mathrm{S}(\mathrm{i}) *(1+\mathrm{mu} * \mathrm{dt}+\mathrm{sig} *(\mathrm{~W}(\mathrm{i}+1)-\mathrm{W}(\mathrm{i}))+\mathrm{Xi}(\mathrm{i})) ; \%$ Simulating the asset pricing
model
end $\quad$ \%Simulation is complete.
S_l=log(S);
ret_l=diff(S_l); \%This is the log return series

ret=diff(S)./S(1:N); \%This is the simple return series
n=size (ret, 2 ) ;
$r_{-}=\operatorname{std}($ ret $) ; \quad$ \%This is denoted as SD
m_r=mean(ret); \%This is $\backslash$ bar $\{r\}$
\%Next we solve an implicit equation to compute the maximal estimator of $\backslash$ beta, and
thereby the maximal threshold
$\mathrm{y}=10 ; \quad$ \%Number of iteration
$\mathrm{b}=\mathrm{zeros}(1, \mathrm{y})$;
$b(1)=r$ _s $/ \operatorname{sqrt}(2 * d t)$; \%initial value of beta for $N-R$ iteration
$\mathrm{c} \_\mathrm{h}(1)=\mathrm{g} * \mathrm{~b}(1) ; \quad$ \%initial value of threshold c_h
for $i=1: y-1 \quad$ \%Solving $F 1=0$ by $N-R$ iteration.
$\mathrm{F} 1=\left((\mathrm{b}(\mathrm{i}))^{\wedge} 2\right)-\left((1 / \mathrm{T}) *\left(\left(\operatorname{sum}\left(\left(\mathrm{ret}-\mathrm{m} \_\mathrm{r}\right) .^{\wedge} 2\right)\right)-\left(\operatorname{sum}\left(\operatorname{ret}\left(\operatorname{abs}\left(\operatorname{ret}-\mathrm{m} \_\mathrm{r}\right)>(\mathrm{b}(\mathrm{i}) * \mathrm{~g})\right) . \wedge 2\right)\right)\right)\right.$
) ; \%The functional F1
$\mathrm{b}(\mathrm{i}+1)=\mathrm{b}(\mathrm{i})-(\mathrm{F} 1 /(2 * \mathrm{~b}(\mathrm{i}))) ; \quad \% \mathrm{~N}-\mathrm{R}$ iteration scheme
end

```
c=g*b(y); %Maximal Threshold
ret_h=ret (abs(ret-m_r)>(c)); %The series of jump sizes
L=sum(abs(ret-m_r)>(c)) /(n*dt); %\Lambda, the intensity
v=sum((ret_h-m_r).^ 2)/((L*n*dt) -1);%Variance of jump sizes
ret_h1=( Xi~}=0); %identifying instances where jump has occurred in simulation data
ret_h2=((abs(ret -m_r) )>c); %estimating instances where jump has occurred using
    maximal threshold (output=boolean array)
truepos1=sum(ret_h2(ret_h2=ret_h1));
trueneg1=sum(abs(ret_h2(ret_h2=ret_h1)-1));
acc1 (k,j) =(truepos1+trueneg1)/(N);
for iter =1:3
    power=1-10^(-iter); % power = 0.9, 0.99, 0.999
    c_m=((dt) ^ power );
ret_h4=(ret_l > c_m);%identifying instances where jump has occurred(using Mancini's
    threshold)
truepos2=sum(ret_h4(ret_h4=ret_h1));
trueneg2=sum(abs(ret_h4 (ret_h4=ret_h1)-1));
acc}2(\mathrm{ iter , k, j )=(truepos 2+trueneg 2)/(N);
end
end
%[sum(ret_h1),sum(ret_h2),truepos1] % for checking
acc_1 (k)=mean(acc1(k,:));%Mean accuracy of maximal threshold
for iter =1:3
acc_2(iter,k)=mean(acc2(iter , k,:));%Mean accuracy of standard threshold
end
end
%plotting of jump accuracy
plot(beta,acc_1,'Color', [llll}100.9], 'LineWidth', 2
hold on
h=plot(beta, acc_2,'LineWidth', 2);
```



## A. 3 Calculation of Jump accuracy for a Ternary Regime Markov Switching MJD

```
    clear
```



```
N_b=size(beta,2);
jmax=1000; %Number of simulations for each beta
pi=2*asin (1.0);
N=11000;%Length of the time series
N2=N/2;
dt =5./(250*360); %Granularity
d_t=sqrt(dt);
T=N*dt ;
J=[[\begin{array}{llll}{0.08}&{150}&{2.0\textrm{e}-05}&{0.07}\end{array}];%\mathrm{ %parameter matrix}
eps=0.8 ;%parameter used in the volatility matrix
l_m=1.0e+03 *[ 3.0000 1 2.5];%Instantaneous transition rates
a=sqrt(3/2.5);%asymmetry parameter/ratio between the transition rate of Markov
    regime 1 and 3
mu=J (1);%beta
lamb=J (2);%lambda
V=J(3);%Variance of jump sizes
mu_bar=J(4);%mean of empirical drift
% eps=eps;
% l_m=l_m;
del=sqrt(log(V+1));
ga=-((del^2)/2); %to keep the mean jump size zero
plamb=1-(exp(-lamb*dt)); %probability of observing at least one jump in dt time-
    length
alpha=(0.5)*10^40; % alpha=(0.5)*10^40 gives \hat{p}=1.0122%
ph=min}(1,\operatorname{alpha}*(dt^(log(1/dt)))); %\hat{p} valu
g=sqrt(dt)*\operatorname{norminv}((1+((1-ph)^(1/N)))/2); %g is \gamma
acc1=zeros(N_b,jmax);
acc2=zeros(3,N_b,jmax );
acc_1=zeros(1,N_b);
acc_2=zeros(3,N_b);
```

37
38
$W(1)=0$;
for $i=1: N 2 \quad$ \%Brownian motion
u1=rand () ; \%by Box Muller Method
$\mathrm{u} 2=\mathrm{rand}()$;
$\mathrm{W}(2 * \mathrm{i})=\mathrm{W}(2 * \mathrm{i}-1)+\operatorname{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2) ; \%$ Simulating Brownian
motion
$\mathrm{W}(2 * \mathrm{i}+1)=\mathrm{W}(2 * \mathrm{i})+\operatorname{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \sin (2 * \mathrm{pi} * \mathrm{u} 2) ;$
end
$\mathrm{S}=$ zeros $(1, \mathrm{~N}+1)$; \%Asset time series initialization
$\mathrm{S}(1)=1 ; \quad$ Initial Asset price
$\mathrm{Xi}=\mathrm{zeros}(1, \mathrm{~N})$;
for $\mathrm{i}=1: \mathrm{N} \quad$ \%Simulation using above W and following Xi.
$\mathrm{u} 1=\mathrm{rand}()$;
if $u 1<=$ plamb $\%$ then jump happens
u1=rand (); \% Generating Jump Size (Merton Model)
$\mathrm{u} 2=\mathrm{rand}() ; \quad \%$ Jump size is LogNormal -1
$\mathrm{Xi}(\mathrm{i})=\exp (\mathrm{ga}+\mathrm{del} * \operatorname{sqrt}((-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * u 2))-1 ;$
else $\quad \%$ else jump does not occur
$\mathrm{Xi}(\mathrm{i})=0 ; \quad \%$ so $\mathrm{Xi}(\mathrm{i})=0$
end
$\mathrm{S}(\mathrm{i}+1)=\mathrm{S}(\mathrm{i}) *\left(1+\operatorname{mu\_ m}(\mathrm{x}(\mathrm{i})) * \mathrm{dt}+\operatorname{sig}_{-\mathrm{m}}(\mathrm{x}(\mathrm{i})) *(\mathrm{~W}(\mathrm{i}+1)-\mathrm{W}(\mathrm{i}))+\mathrm{Xi}(\mathrm{i})\right) ; \%$ simulation of
the Ternary Regime Markov Switching Merton Jump diffusion model (TRMJD)
end
\%Simulation is complete.

```
S_l=log(S);
ret_l=diff(S_l); %This is the log return series
ret_l=(ret_l).^ 2; %Square of log return series
ret=diff(S)./S(1:N); %This is the simple return series
n=size(ret,2);
r_s=std(ret); %This is denoted as SD
m_r=mean(ret); %This is \bar{r}
%Next we solve an implicit equation to compute the maximal estimator of \beta, and
    thereby the maximal threshold
y=10; %Number of iteration
b=zeros(1,y);
b(1)=r_s/sqrt(2*dt); %initial value of beta for N-R iteration
c_h(1)=g*b(1); %initial value of threshold c_h
for i=1:y-1 %Solving F1=0 by N-R iteration.
```



```
        ); %The functional F1
    b}(\textrm{i}+1)=\textrm{b}(\textrm{i})-(\textrm{F}1/(2*\textrm{b}(\textrm{i})));\quad%N-R iteration schem
end
c=g*b(y); %Maximal Threshold
ret_h=ret (abs(ret -m_r)>(c)); %The series of jump sizes
L=sum(abs(ret-m_r)>(c)) /(n*dt); %\Lambda, the intensity
v=sum((ret_h-m_r).^ 2)/((L*n*dt)-1);%Variance of jump sizes
ret_h1=(Xi~}=0); %identifying instances where jump has occurred in simulation data
ret_h2=((abs(ret -m_r))>c); %estimating instances where jump has occurred using
    maximal threshold (output=boolean array)
truepos1=sum(ret_h2(ret_h2=ret_h1));
trueneg1=sum(abs(ret_h2(ret_h2=ret_h1)-1));
acc1(k,j)=(truepos1+trueneg1)/(N);
for iter =1:3
    power=1-10^(-iter ); % power = 0.9, 0.99, 0.999
    c_m=((dt)^power );
ret_h4=(ret_l > c_m);%identifying instances where jump has occurred(using Mancini's
    threshold)
truepos2=sum(ret_h4(ret_h4=ret_h1));
trueneg2=sum(abs(ret_h4(ret_h4=ret_h1)-1));
```

```
acc2(iter , k,j)=(truepos2+trueneg2)/(N);
end
end
%[sum(ret_h1),sum(ret_h2),truepos1] % for checking
acc_1(k)=mean(acc1(k,:));%Mean accuracy of maximal threshold
for iter =1:3
acc_2(iter , k)=mean(acc2(iter, k,:));%Mean accuracy of standard threshold
end
end
%plotting of jump accuracy
plot(beta,acc_1,'Color', [[\begin{array}{lll}{1}&{0}&{0.9}\end{array}],\mp@code{'LineWidth ',2)}
hold on
h=plot(beta,acc_2,'LineWidth ', 2);
```



## A. 4 Calculation of Discriminating Statistics

```
%Jump detection and obtaining the best fit ternary regime Markov switching Jump
    diffusion model
```

sheet $=$ 'name of the index'; \%for example sheet='NIFTY200'
$\mathrm{s}=\mathrm{xlsread}($ ('niftyidxcl.xlsx', sheet);
$\mathrm{s}=\mathrm{transpose}(\mathrm{s}) ; \%$ transposing the asset price time series
$\mathrm{N}=$ size (s, 2) ; \%length of the time series
$\mathrm{p}=15 / 100 ; \%$ setting $u p$ 'pth' percentile for calculation of durations
$\mathrm{s}=\mathrm{flip}(\mathrm{s}) ; \%$ ordering of time series from old to new
ret $=\operatorname{sr}(\mathrm{s}) ; \% \mathrm{calculating}$ simple return of asset
$r_{-} p=p r c t i l e(r e t, p * 100) ; \%$ alculating $(100 * p)$ th percentile of return data
$r_{\text {_s }}=$ sd (ret) $; \%$ calculating standard deviation of return
m_r=mean(ret); \%calculating mean of return
n=size (ret, 2) ; \%size of return time series
$\mathrm{dt}=5 . /(250 * 360) ; \%$ granularity
$\mathrm{T}=\mathrm{N} * \mathrm{dt} ; \%$ Total time frame of time series
alpha $=(0.5) * 10^{\wedge} 40 ; \%$ alpha $=(0.5) * 10^{\wedge} 40$ gives $\backslash$ hat $\{p\}=1.0122 \%$
$\operatorname{ph}=\min \left(1, \operatorname{alpha} *\left(\operatorname{dt}{ }^{\wedge}(\log (1 / \mathrm{dt}))\right)\right) ; \quad \% \backslash$ hat $\{\mathrm{p}\}$ value
d_t=sqrt(dt);\%square root of granularity
$\mathrm{g}=\operatorname{sqrt}(\mathrm{dt}) * \operatorname{norminv}\left(\left(1+\left((1-\mathrm{ph})^{\wedge}(1 / \mathrm{N})\right)\right) / 2\right) ; \% \mathrm{~g}$ is $\backslash$ gamma
$\mathrm{b}(1)=\mathrm{r}_{-} \mathrm{s} / \operatorname{sqrt}(2 * \mathrm{dt}) ; \%$ Next we solve an implicit equation to compute the maximal
estimator of $\backslash$ beta, and thereby the maximal threshold

```
F1 \((1)=\left((b(1))^{\wedge} 2\right)-\left((1 / T) *\left(\left(\operatorname{sum}\left(\left(r e t-m \_r\right) .^{\wedge} 2\right)\right)-\left(\operatorname{sum}\left(r e t\left(a b s\left(r e t-m \_r\right)>(b(1) * g)\right) .^{\wedge} 2\right)\right)\right)\right)\)
    ;\%Initial value of the functional F1
\(\mathrm{y}=10\); \%Number of iterations
\(\mathrm{v}(1)=0\);
\(\mathrm{L}(1)=0\);
c_h (1) \(=\mathrm{g} * \mathrm{~b}(1)\);
for \(\mathrm{i}=2: \mathrm{y} \%\) no of iterations
    \(\mathrm{b}(\mathrm{i})=\mathrm{b}(\mathrm{i}-1)-(\mathrm{F} 1(\mathrm{i}-1) /(2 * \mathrm{~b}(\mathrm{i}-1))) ; \% \mathrm{~N}-\mathrm{R}\) iteration scheme
    F1 (i) \(=\left((\mathrm{b}(\mathrm{i}))^{\wedge} 2\right)-\left((1 / \mathrm{T}) *\left(\left(\operatorname{sum}((\right.\right.\right.\) ret-m_r).^2\())-\left(\operatorname{sum}\left(\right.\right.\) ret \(\left(\right.\) abs \(\left(\right.\) ret \(\left.\left.-\mathrm{m} \_r\right)>(\mathrm{b}(\mathrm{i}) * \mathrm{~g})\right)\)
            .\(\left.\left.^{\wedge} 2\right)\right)()\); \%The functional F1
        c_h(i) \(=\mathrm{g} * \mathrm{~b}(\mathrm{i})\); \%iteration of the maximal threshold
        ret_h=ret (abs (ret-m_r) \(\left.>\left(c \_h(i)\right)\right) ; \%\) Iteration of the series of jump sizes
        \(\mathrm{L}(\mathrm{i})=\operatorname{sum}\left(\right.\) abs \(\left(\right.\) ret \(\left.-\mathrm{m} \_r\right)>\left(\mathrm{c} \_\right.\)h (i) \(\left.)\right) /(\mathrm{n} * \mathrm{dt}) ; \%\) Lambda, the intensity
        \(\mathrm{v}(\mathrm{i})=\) sum \(((\) ret_h-m_r).^2)/((L(i)*n*dt)-1);\%Variance of jump sizes
```

    end
    $\mathrm{c}=\mathrm{g} * \mathrm{~b}(\mathrm{y}) ; \%$ Maximal Threshold
\%replacing the data in return time series where a jump has occurred with the mean
of the return
for $\mathrm{i}=1$ :n
if $\left(\left(\operatorname{abs}\left(\right.\right.\right.$ ret $\left.\left.\left.(i)-m \_r\right)\right)<=c\right)$
ret_f(i)=ret (i);
elseif ((abs(ret(i)-m_r))>c)
ret_f (i) $=\mathrm{m}$ _r ;
end
end
$\mathrm{N}=\mathrm{n}$;
$\mathrm{w}=20$;\%setting of window size for calculating moving average and sample standard
deviation
n_f=size(ret_f, 2) ; \%size of return time series
for $\mathrm{j}=1$ : ( $\mathrm{n}-\mathrm{f}-\mathrm{w}+1$ )
$m(j)=\left(\left(\operatorname{sum}\left(r e t \_f(j: j+w-1)\right)\right) / w\right) ; \%$ moving average
$\operatorname{sg}(\mathrm{j})=\operatorname{sqrt}\left(\left(\operatorname{sum}\left(r e t \_f(j: j+w-1) . \wedge 2\right)\right) /(w-1)-\left(\left(w *\left(m(j) .^{\wedge} 2\right)\right) /(w-1)\right)\right) ; \% s a m p l e$
standard deviation
end
m=m/dt;\%empirical drift
mu_bar $=($ mean $(\mathrm{m})) ; \%$ mean of empirical drift
sg=sg./sqrt(dt);\%empirical volatility
sg_bar=mean(sg);\%mean of empirical volatility
dura_d=dura(sg,p*100); \%durations of p-squeeze
dura_m=dura_mi (sg, $\mathrm{p} * 100) ; \%$ durations of $\mathrm{p}-\operatorname{expansions}$

L_d=size(dura_d, 2) ; \%Length of p-squeeze vector
T1_e1 $=\left((\right.$ sum (dura_d) $\left.) / L_{-} d\right) ; \%$ T1 descriptive statistic of p-squeeze
T2_e1= sqrt (sum ((dura_d-T1_e1).^2) /(L_d-1)) $\%$ \% T2 descriptive statistic of p-squeeze
T3_e1=(sum ((dura_d-T1_e1).^3)/(L_d))/((T2_e1)^3);\%T3 descriptive statistic of psqueeze

T4_e1=(sum ((dura_d-T1_e1).^4)/(L_d))/((T2_e1)^4);\%T4 descriptive statistic of psqueeze

L_m=size (dura_m,2) ; \%Length of p-expansion vector
T1_e2 $=\left((\operatorname{sum}(\right.$ dura_m $\left.)) / L \_m\right) ; \%$ T1 descriptive statistic of p-expansion
T2_e2= sqrt(sum ((dura_m-T1_e2).^2)/(L_m-1)) $\%$ T2 descriptive statistic of pexpansion
T3_e $2=($ sum $(($ dura_m-T1_e2).^3)/(L_m))/((T2_e2)^3); \%T3 descriptive statistic of pexpansion
$\mathrm{T} 4 \_$e $2=(\operatorname{sum}(($ dura_m-T1_e2).^4)/(L_m))/((T2_e2)^4);\%T4 descriptive statistic of pexpansion
a=sqrt((T1_e2)/(T1_e1));\%calculation of the parameter of asymmetry
$B=100 ; \%$ no of time series to be sampled from sub class of models of the uni-regime
MJD models
\%Simulation of uni-regime MJD
for $j=1$ : $B$
S_g=s (1) ; \%setting the first data point of the asset data time series as the initial point for simulation of sub class uni-regime MJD
gmb=gsm(S_g, dt, N, mu_bar, sg_bar); \%simulation of sub class of uni-regime MJD models
ret_g=sr (gmb) ; \%return of uni-regime MJD
n_g=size (ret_g, 2) ; \%size of return time series obtained from simulation of uniregime MJD
for $k=1:\left(n_{-}-\mathrm{w}+1\right)$
$m_{\_} g(\mathrm{k})=\left(\left(\left(\operatorname{sum}\left(\operatorname{ret} \_\mathrm{g}(\mathrm{k}: \mathrm{k}+\mathrm{w}-1)\right)\right) / \mathrm{w}\right)\right) ; \%$ moving average
 sample standard deviation
end
m_g=(m_g)/dt;\%empirical drift
$\operatorname{sg}_{-} \mathrm{g}=\left(\mathrm{sg}_{-} \mathrm{g}\right) / \mathrm{sqrt}(\mathrm{dt}) ;$ \%empirical volatility
dura_g $1=$ dura ( $\mathrm{sg}_{-} \mathrm{g}, \mathrm{p} * 100$ ) ; \%durations of $\mathrm{p}-$ squeeze
dura_g $2=$ dura_mi (sg_g , p*100) ; \%durations of p-expansions
L_g1=size (dura_g1,2) ; \%Length of p-squeeze vector
L_g2=size(dura_g2,2); \%Length of p-expansions
T1_g1 $(j)=\left(\left(\operatorname{sum}\left(d u r a_{-} g 1\right)\right) / L_{\_} g 1\right) ; \%$ T1 descriptive statistic of p-squeeze

of p -squeeze

statistic of $p-s q u e e z e$

statistic of $p$-squeeze


of p -expansion
T3_g2 (j) $=(\operatorname{sum}(($ dura_g2-T1_g2(j)).^3)/(L_g2))/((T2_g2(j)) ^3);\%T3 descriptive
statistic of $\mathrm{p}-$ expansion
T4_g2 (j) $=(\operatorname{sum}(($ dura_g2-T1_g2(j)).^4)/(L_g2))/((T2_g2(j))^4);\%T4 descriptive
statistic of p -expansion
end
\%Note: proximity measure statistics will be referred to as \alpha statistics
henceforth
$\mathrm{ag}=[] ;$
$z_{\_} \mathrm{g} 1=\mathrm{T} 1_{-} \mathrm{g} 1$;
D1_g=((z_g1-T1_e1)<=0);
s_g $1=\operatorname{sum}\left(D 1 \_g\right)$;
$\mathrm{E} 1_{-} \mathrm{g}=\mathrm{g}_{-} \mathrm{b}(\mathrm{s}-\mathrm{g} 1, \mathrm{~B}) ; \% \mathrm{~g}_{-} \mathrm{B}$ function on t statistics
$\mathrm{ag}=\left[\mathrm{ag}, \mathrm{E} 1_{-} \mathrm{g}\right] ;$
a1_g=min (ag) ; \%calculation of $\backslash$ alpha_1 statistic pertaining to p-squeeze of uniregime MJD
z_g $2=\mathrm{T} 2$ _g 1 ;
D2_g=((z_g2-T2_e1)<=0);
s_g $2=\operatorname{sum}\left(\mathrm{D} 2 \_\mathrm{g}\right)$;
$\mathrm{E} 2_{\_} \mathrm{g}=\mathrm{g}_{-} \mathrm{b}\left(\mathrm{s} \mathrm{s}_{\mathrm{g}} 2, \mathrm{~B}\right) ; \% \mathrm{~g}_{-} \mathrm{B}$ function on t statistics
$\mathrm{ag}=\left[\mathrm{ag}, \mathrm{E} 2 \_\mathrm{g}\right]$;
a2_g=min (ag) ; \%calculation of $\backslash$ alpha_2 statistic pertaining to p-squeeze of uniregime MJD
$z_{-} \mathrm{g} 3=\mathrm{T} 3$ _g 1 ;
D3_g $=\left(\left(z_{-}\right.\right.$g $3-\mathrm{T} 3 \_$_e1 $\left.)<=0\right) ;$
s_g $3=$ sum ( $\left.\mathrm{D} 3 \_\mathrm{g}\right)$;
E3_g= g_b (s_g3,B) $\% \%_{\text {g_B }}$ function on $t$ statistics
$\mathrm{ag}=\left[\mathrm{ag}, \mathrm{E} 3 \_\mathrm{g}\right] ;$
a3_g=min (ag) ; \%calculation of $\backslash$ alpha_3 statistic pertaining to p-squeeze of uniregime MJD
$\mathrm{z}_{\text {- }} \mathrm{g}=\mathrm{T} 4 \_\mathrm{g} 1$;
$\mathrm{D} 4 \_\mathrm{g}=\left(\left(\mathrm{z} \_\mathrm{g} 4-\mathrm{T} 4 \_\mathrm{e} 1\right)<=0\right) ;$
s_g $4=\operatorname{sum}\left(\mathrm{D} 4 \_\mathrm{g}\right)$;
$\mathrm{E} 4_{-} \mathrm{g}=\mathrm{g}_{-} \mathrm{b}\left(\mathrm{s}_{-} \mathrm{g} 4, \mathrm{~B}\right) ; \% \mathrm{~g}_{-} \mathrm{B}$ function on t statistics
$\mathrm{ag}=\left[\mathrm{ag}, \mathrm{E} 4 \_\mathrm{g}\right] ;$
a4_g $=\min (\mathrm{ag}) ; \% \mathrm{calc}$ ulation of $\backslash$ alpha_4 statistic pertaining to p-squeeze of uniregime MJD
\% \alpha statistics of p-squeeze of uni-regime MJD
alpha (1)=a1_g;
alpha (2)=a2_g;
alpha (3)=a3_g;
alpha (4) =a4_g;
$a h=[] ;$
z_h1=T1_g2;
D1_h $=(($ z_h1-T1_e2 $)<=0) ;$
s_h1=sum (D1_h) ;
E1_h $=g_{-} b\left(s_{-} h 1, B\right) ; \% g_{-} B$ function on $t$ statistics
$a h=\left[a h, E 1 \_h\right] ;$
a1_h=min (ah) $\%$ \%calculation of $\backslash$ alpha_1 statistic pertaining to p-expansion of uniregime MJD
z_h2=T2_g2;
D2_h $=\left(\left(z_{-} h 2-T 2 \_e 2\right)<=0\right) ;$
s_h2 $=$ sum (D2_h) ;
E2_h= g_b (s_h2,B) $; \% g_{-} B$ function on $t$ statistics
$a h=\left[a h, E 2 \_h\right] ;$
a 2 _h $=\min (a h) ; \%$ calculation of $\backslash$ alpha_2 statistic pertaining to p-expansion of uniregime MJD
z_h3=T3_g2;
D3_h=((z_h3-T3_e2)<=0);

```
s_h3=sum(D3_h);
E3_h= g_b(s_h3,B);% g_B function on t statistics
ah=[ah, E3_h ];
a3_h=min(ah);%calculation of \alpha_3 statistic pertaining to p-expansion of uni-
    regime MJD
z_h4=T4_g2;
D4_h=((z_h4-T4_e2 )<=0);
s_h4=sum(D4_h);
E4_h= g_b(s_h4,B);% g_B function on t statistics
ah=[ah, E4_h ];
a4_h=min(ah);%calculation of \alpha_4 statistic pertaining to p-expansion of uni-
    regime MJD
%\alpha statistics pertaining to p-expansion of uni-regime MJD
alpha(5)=a1_h;
alpha(6)=a2_h;
alpha (7)=a3_h;
alpha(8)=a4_h;
mu=mu_bar*ones(1,3);%Drift vector pertaining to the sub class of TRMJD model
g=abs(linspace(0,0.85,10));%setting up of epsilon parameter required for volatility
    vector of sub class of TRMJD model
%let 0 be a member of the parameter set of sub class TRMDD models
for i=1:10
    eps=g(i);%selection of epsilon from the vector (selection of a member from the
        parameter set of sub class of models)
        sg_mg=sg_bar*[1-eps,1,1+eps];%generation of volatility vector (selection of a
            member from the parameter set of sub class of models)
        for j=1:16
            l_m=[];
            %generation of instantaneous transition rate matrix for a ternary regime
                Markov process (for a given 0)
            l=(((1)/(j ))/(dt))/(a);
            l_11(j)=(a*l) ; l_33(j)=(l/a);
            l_22(j) = ((((a^2) +1)*p*l)/(a*(1-2*p)));
            l_m=[l_11(j ), l_22(j), l_3 3(j ) ];
```

S_m=s (1) ; \%setting the first data point of the asset data time series as the initial point for simulation of Ternary regime switching MJD (TRMJD)
for $\mathrm{k}=1: 100 \%$ simulation of $\operatorname{TRMJD}($ for a given $\backslash$ theta i.e. member of the sub class) k times
sm=mgbm_1 (S_m,N,dt,a,l_m,mu,sg_mg);\%simulation of TRMJD(for a given \} theta i.e. member of the sub class)
ret_m=sr (sm) ; \%return of TRMJD
n_m=size (ret_m,2) ; \%size of return time series obtained from simulation of TRMJD
for $t=1:\left(n \_m-w+1\right)$
$\mathrm{m} \_\mathrm{m}(\mathrm{t})=\left(\left(\left(\operatorname{sum}\left(\operatorname{ret} \_\mathrm{m}(\mathrm{t}: \mathrm{t}+\mathrm{w}-1)\right)\right) / \mathrm{w}\right)\right) ; \%$ moving average $\operatorname{sg} \_\mathrm{m}(\mathrm{t})=\left(\mathrm{sqrt}\left(\left(\left(\operatorname{sum}\left(\mathrm{ret} \_\mathrm{m}(\mathrm{t}: \mathrm{t}+\mathrm{w}-1) \mathrm{A}^{\wedge} 2\right)\right) /(\mathrm{w}-1)\right)-\left(\left(\mathrm{w} *\left(\mathrm{~m} \_\mathrm{m}(\mathrm{t}) .{ }^{\wedge} 2\right)\right) /(\mathrm{w}\right.\right.\right.$ $-1))) ; \%$ sample standard deviation
end
$\mathrm{m} \quad \mathrm{m}=(\mathrm{m} m) / \mathrm{dt}$; \%empirical drift
sg_m=(sg_m)/sqrt(dt); \%empirical volatility
dura_m1 $\{\mathrm{i}, \mathrm{j}, \mathrm{k}\}=$ dura $\left(\operatorname{sg} \_\mathrm{m}, \mathrm{p} * 100\right) ; \%$ duration of $\mathrm{p}-$ squeeze
dura_m2\{i, $\mathrm{j}, \mathrm{k}\}=$ dura_mi $\left(\mathrm{sg} \_\mathrm{m}, \mathrm{p} * 100\right) ; \% \mathrm{duration}$ of $\mathrm{p}-$ expansion

L_m1 (i, $\mathrm{j}, \mathrm{k})=$ size (dura_m1 $\mathrm{i}, \mathrm{j}, \mathrm{k}\}, 2) ; \%$ Length of p-squeeze vector
L_m2(i, $\mathrm{j}, \mathrm{k})=$ size (dura_m2\{i, $\mathrm{j}, \mathrm{k}\}, 2$ ) $;$ \%Length of $\mathrm{p}-$ expansion vector

T1_m1 (i, $\left.\mathrm{j}, \mathrm{k})=\left(\left(\operatorname{sum}\left(\operatorname{dura\_ m1\{ i}, \mathrm{j}, \mathrm{k}\right\}\right)\right) / \mathrm{L} \_\mathrm{m} 1(\mathrm{i}, \mathrm{j}, \mathrm{k})\right) ; \%$ T1 descriptive statistic of $p$-squeeze
T2_m1 (i, j, k) $=\operatorname{sqrt}\left(\operatorname{sum}\left(\left(\operatorname{dura\_ m1\{ i,j,k\} -T1\_ m1(i,j,k)).\wedge 2)/(L\_ m1(i,j,k)~}\right.\right.\right.$ $-1)$ ) $\%$ T2 descriptive statistic of $\mathrm{p}-$ squeeze


 T2_m1 (i, $\left.\mathrm{j}, \mathrm{k}))^{\wedge} 4\right) ; \% \mathrm{~T} 4$ descriptive statistic of p-squeeze

T1_m2 $\left.(\mathrm{i}, \mathrm{j}, \mathrm{k})=\left(\left(\operatorname{sum}\left(\operatorname{dura\_ m2\{ i}, \mathrm{j}, \mathrm{k}\right\}\right)\right) / \mathrm{L} \_\mathrm{m} 2(\mathrm{i}, \mathrm{j}, \mathrm{k})\right) ; \%$ 11 descriptive statistic of $\mathrm{p}-$ expansion
 $-1)) ; \% \mathrm{~T} 2$ descriptive statistic of $\mathrm{p}-\operatorname{expansion}$
 T2_m2(i, j, k) ) ^ 3 ) ; \% T3 descriptive statistic of p-expansion

T2_m2(i, $\left.\mathrm{j}, \mathrm{k}))^{\wedge} 4\right) ; \% \mathrm{~T} 4$ descriptive statistic of p-expansion
end
z_m1=T1_m1 (i, j, : ) ;
$a \mathrm{~m} 1=[]$;
D1_m1 $=(($ z_m1-T1_e1 $)<=0)$;
s_m1=sum (D1_m1) ;
E1_m1 $=\mathrm{g}_{-} \mathrm{b}\left(\mathrm{s} \_\mathrm{m} 1, \mathrm{~B}\right)$;
am1 $=\left[\right.$ am1, E1 $1 \_$m1];
a1_m1=min(am1); \%calculation of $\backslash$ alpha_(1, $\backslash$ theta) statistic pertaining to p
-squeeze of TRMJD
z_m2=T2_m1 (i, j , : ) ;
D2_m1 $=(($ z_m2-T2_e1 $)<=0)$;
s_m2=sum (D2_m1) ;
E2_m1= g_b (s_m2,B); \% g_B function on t statistics
$\mathrm{am} 1=\left[\mathrm{am} 1, \mathrm{E} 2 \_\mathrm{m} 1\right]$;
$a 2 \_m 1=\min (a m 1) ; \%$ calculation of $\backslash$ alpha_ $(2, \backslash$ theta) statistic pertaining to p
-squeeze of TRMJD
z_m3=T3_m1 (i, j,: ) ;
D3_m1 $=(($ z_m3-T3_e1 $)<=0)$;
s_m $3=$ sum (D3_m1) ;
E3_m1 = g_b (s_m3,B) $\%$ \% g_B function on t statistics
am1 $=[$ am1, E3_m1];
$a 3 \_m 1=\min (a m 1) ; \%$ calculation of $\backslash$ alpha_ (3, \theta) statistic pertaining to p
-squeeze of TRMJD
z_m4=T4_m1 (i, j , : ) ;
D4_m1 $=(($ z_m4-T4_e1 $)<=0)$;
s_m4=sum (D4_m1) ;
E4_m1= g_b (s_m4, B) $\%$ \% g_B function on t statistics
am1 $=[$ am1, E4_m1];
a4_m1=min(am1); \%calculation of $\backslash$ alpha_(4, $\backslash$ theta) statistic pertaining to p
-squeeze of TRMJD
\%alpha statistics pertaining to p-squeeze of TRMJD(one member of the sub
class)
a1_m2 (i, j) =a1_m1;
a2_m2 (i, j ) =a2_m1;
a3_m2 (i, j) =a3_m1;
a4_m2 (i, j ) =a4_m1;
z_n1=T1_m2 (i, j,: ) ;
an1 $=[]$;
D1_n1 $=(($ z_n1-T1_e2 $)<=0)$;
s_n1=sum (D1_n1) ;
E1_n1= g_b (s_n1, B) $; \%$ g_B function on $t$ statistics
an1 $=[$ an1, E1_n1];
a1_n1=min(an1); \%calculation of $\backslash$ alpha_(1, $\backslash$ theta) statistic pertaining to p
-expansion of TRMJD
z_n2=T2_m2 (i, j,: ) ;
D2_n1 $=(($ z_n2-T2_e2 $)<=0) ;$
s_n $2=\operatorname{sum}\left(\mathrm{D} 2 \_n 1\right)$;
E2_n1= g_b (s_n2, B) $; \%$ g_B function on t statistics
an1 $=[$ an1, E2_n1];
a2_n1=min(an1); \%calculation of $\backslash$ alpha_(2, \theta) statistic pertaining to p
-expansion of TRMJD models
z_n3=T3_m2 (i, j,: ) ;
D3_n1 $=(($ z_n3-T3_e2 $)<=0)$;
s_n $3=$ sum ( D3_n1) ;
E3_n1= g_b (s_n3,B) ; \% g_B function on t statistics
an1 $=[$ an1 , E3_n1];
a3_n1=min(an1); \%calculation of $\backslash$ alpha_(3, \theta) statistic pertaining to p
-expansion of TRMJD models
z_n4=T4_m2 (i, j, : ) ;
D4_n1 $=(($ z_n4-T4_e2 $)<=0)$;
s_n4=sum (D4_n1) ;
E4_n1= g_b (s_n4,B) $; \% \mathrm{~g}_{-} \mathrm{B}$ function on t statistics
an1 $=[$ an1, E4_n1];
a4_n1=min(an1); \%calculation of $\backslash$ alpha_(4, \theta) statistic pertaining to p
-expansion of TRMJD models
\% \alpha statistic pertaining to p-expansion of TRMJD models
a1_n2 (i, j) =a1_n1;
a2_n2 (i, j ) =a2_n1;
a3_n2 (i, j) =a3_n1;
a4_n2 (i, j ) =a4_n1;
end
end
$a 1 \_m=\max \left(\max \left(a 1 \_m 2\right)\right)$;

```
a2_m=max (max (a2_m2));
a3_m=max(max(a3_m2));
a4_m=max(max (a4_m2));
%\alpha statistics pertaining to p-squeeze of TRMJD models(considering the whole
    sub class)
alpha(9)=a1_m;
alpha (10)=a2_m;
alpha(11)=a3_m;
alpha(12)=a4_m;
a1_n=max(max(a1_n2));
a2_n=max(max(a2_n2));
a3_n=max (max (a3_n2));
a4_n=max(max(a4_n2));
%\alpha statistics pertaining to p-expansion of TRMJD(considering the whole sub
    class)
alpha(13)=a1_n;
alpha(14)=a2_n;
alpha(15)=a3_n;
alpha(16)=a4_n;
alpha_ternary=alpha(9:16);
sheet=1;
xlswrite(filename, alpha_ternary, sheet, 'Am:Hm');% 'm' is the index number
```


## A. 5 Simulation of Best Fit Model for Calculation of $L_{2}$ Error and K-S Test Statistics

```
    %simulation of the best fit model for calculation of L2 error and K-S test
        statistics
J1 = xlsread('modelstats.xlsx');% 'modelstats.xlsx' contains the parameters for the
    best fit model'
J=J1(m, 1:10);% 'm' is the index 'im' corresponding to which the best fit model is
    being simulated m=1,\ldots,17
J=array2table(J);
sheet='name of the index';%for example sheet='NIFTY200'
s = xlsread('niftyidxcl.xlsx', sheet);%reading the asset price data of the index
s=table2array (s);
s=transpose(s);%transposing the asset price time series
s=flip(s);%ordering of time series from old to new
ret=sr(s);%calculating simple return of asset
ret=sort(ret);%sorting of the return time series
N=size(s,2);%Length of the time series
pi=2*asin (1.0);
N=size(s,2);%Length of the time series
N2=ceil (N/2);
dt =5./(250*360); %Granularity
d_t=sqrt(dt);%square root of granularity
T=N*dt;%Total time frame of time series
eps=J(6); %epsilon parameter of the best fit TRMJD model for a given index
a=J(7);%asymmetry parameter of the best fit TRMJD model for a given index
l_m=[J(8) J(9) J(10)];%instantaneous transition rates of best fit TRMJD model
%feeding of parameters of best fit model for simulation purposes
mu=J(1); %empirical drift of simplified model used for jump inference
lamb=J(2);%Jump intensity
V=J(3);%Variance of jump sizes
mu_bar=J(4);%mean of empirical drift
sg_bar=J(5);%mean of empirical volatility
del=sqrt(log(V+1));
ga=-((del^2)/2); %to keep the mean jump size zero
plamb=1-(exp(-lamb*dt)); %probability of observing at least one jump in dt time-
    length
alpha}=(0.5)*10^40; % alpha=(0.5)*10^40 gives \hat{p}=1.0122%
ph=min}(1,\operatorname{alpha}*(dt^(\operatorname{log}(1/\textrm{dt}))));%\hat{p} valu
```

```
\(\mathrm{g}=\mathrm{sqrt}(\mathrm{dt}) * \operatorname{norminv}\left(\left(1+\left((1-\mathrm{ph})^{\wedge}(1 / \mathrm{N})\right)\right) / 2\right) ; \% \mathrm{~g}\) is \(\backslash\) gamma
\%For each j , a simulation and accuracy of jump classification is computed. Then
    average accuracy is computed for each beta.
\(\mathrm{W}=\mathrm{zeros}(1, \mathrm{~N}+1)\);
\(\mathrm{W}(1)=0\);
for \(i=1: N 2 \quad\) \%Brownian motion
    u1=rand () ; \%by Box Muller Method
    \(u 2=\operatorname{rand}()\);
    \(\mathrm{W}(2 * \mathrm{i})=\mathrm{W}(2 * \mathrm{i}-1)+\mathrm{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2) ;\)
    \(\mathrm{W}(2 * \mathrm{i}+1)=\mathrm{W}(2 * \mathrm{i})+\operatorname{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \sin (2 * \mathrm{pi} * \mathrm{u} 2) ;\)
end
S_u=zeros \((1, N) ; \%\) Asset time series initialization
S_u=s (1); \(\quad\) Initial Asset price
\(\mathrm{Xi}=\mathrm{zeros}(1, \mathrm{~N})\);
for \(\mathrm{i}=1: \mathrm{N}-1 \quad\) \%Simulation \(u \operatorname{sing}\) above \(W\) and following Xi.
    u1 \(=\) rand () ;
    if \(u 1<=\) plamb \(\%\) then jump happens
            u1=rand (); \% Generating Jump Size (Merton Model)
            \(\mathrm{u} 2=\operatorname{rand}() ; \quad \%\) Jump size is LogNormal -1
            \(\mathrm{Xi}(\mathrm{i})=\exp (\mathrm{ga}+\mathrm{del} * \operatorname{sqrt}((-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2))-1 ;\)
        else \(\quad \%\) else jump does not occur
            \(\mathrm{Xi}(\mathrm{i})=0 ; \quad \%\) so \(\mathrm{Xi}(\mathrm{i})=0\)
    end
    S_u (i+1)=S_u(i)*(1+mu_bar*dt+sg_bar*(W(i+1)-W(i))+Xi(i));
end \(\quad\) \%Simulation is complete.
ret_cu=sr (S_u) ; \% This is the simple return series obtained from the simulation of
    uni-regime MJD model
ret_cu=sort(ret_cu);\%sorting of simple return series
```



```
    fit TRMJD model
```



```
    model
\(\mathrm{x}=[] ;\)
\(\mathrm{x}=\mathrm{mrk} 3\left(\mathrm{~N}, \mathrm{dt}, \mathrm{a}, \mathrm{l} \_\mathrm{m}\right) ; \%\) simulation of ternary regime Markov process using the
    instantaneous transition rate of best fit TRMJD model
\(\mathrm{W}=\mathrm{zeros}(1, \mathrm{~N}+1)\);
```

```
\(W(1)=0 ;\)
for \(\mathrm{i}=1: \mathrm{N} 2 \quad\) \%Brownian motion
    u1=rand () ; \%by Box Muller Method
    \(\mathrm{u} 2=\mathrm{rand}()\);
    \(\mathrm{W}(2 * \mathrm{i})=\mathrm{W}(2 * \mathrm{i}-1)+\mathrm{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2)\);
    \(\mathrm{W}(2 * \mathrm{i}+1)=\mathrm{W}(2 * \mathrm{i})+\operatorname{sqrt}(\mathrm{dt} *(-2) * \log (1-\mathrm{u} 1)) * \sin (2 * \mathrm{pi} * \mathrm{u} 2) ;\)
end
```



```
S_m (1) \(=\mathrm{s}(1) ; \quad\) OInitial Asset price
Xi=zeros \((1, N)\);
for \(i=1: N-1 \quad \%\) Simulation using above \(W\) and following Xi.
    u1=rand () ;
    if \(u 1<=\) plamb \(\%\) then jump happens
            \(u 1=\operatorname{rand}() ; \quad \%\) Generating Jump Size (Merton Model)
            u2=rand () ; \% Jump size is LogNormal -1
            \(\mathrm{Xi}(\mathrm{i})=\exp (\mathrm{ga}+\mathrm{del} * \operatorname{sqrt}((-2) * \log (1-\mathrm{u} 1)) * \cos (2 * \mathrm{pi} * \mathrm{u} 2))-1 ;\)
    else \(\quad\) \% else jump does not occur
            \(\mathrm{Xi}(\mathrm{i})=0 ; \quad \%\) so \(\mathrm{Xi}(\mathrm{i})=0\)
    end
    S_m (i+1)=S_m(i)*(1+mu_m(x(i))*dt+sig_m(x(i))*(W(i+1)-W(i))+Xi(i));\%simulation
            of the TRMJD model
end \%Simulation is complete.
ret_cm=sr(S_m); \%This is the simple return series obtained from the simulation of
    best fit TRMJD model
ret_cm=sort (ret_cm); \%sorting of simple return series
    \(\max \_=\max (\max (r e t)) ; \%\) maximum of the empirical return series
    \(\min \_=\min (\min (r e t)) ; \%\) maximum of the empirical return series
\(x r=l i n s p a c e\left(m i n \_r, m a x \_r, 11001\right) ; \%\) generation of a mesh of equispaced points between
    max_r and min_r for obtaining the empirical CDF (eCDF) (of empirical and
    theoretical models) and the L2 norm of empirical CDF
\(x 2=\) diff(xr) ; \%difference of consecutive elements of the generated mesh vector
\(\mathrm{x} 1=\mathrm{xr}(1\) : end -1\()\);
\(\mathrm{f} 1=(\) invprctile \((\) ret, \(\mathrm{x} 1)) / 100 ; \%\) empirical eCDF
\(\mathrm{f} 2=(\mathrm{invprctile}(\) ret_cu, \(\mathrm{x} 1)) / 100 ; \%\) Uni-regime MJD model eCDF
\(\mathrm{f} 3=(\) invprctile (ret_cm, \(\mathrm{x} 1)) / 100 ; \%\) RMJD model eCDF
\%calculating the square if the difference of elements of same index of different
    eCDF's
\(\mathrm{f}_{-} 21=(\mathrm{f} 2-\mathrm{f} 1) .{ }^{\wedge} 2\);
\(\mathrm{f}_{\mathrm{-}} 31=(\mathrm{f} 3-\mathrm{f} 1) .{ }^{\wedge} 2\);
```

```
%Kolmogorov-Smirnov (K-S Test)
len1=size(ret,2);%length of return time series
len2=size(ret_cu,2);%length of uni-regime MJD return series
len 3=size(ret_cm ,2);%length TRMJD return series
D(1)=(max(abs}(f2-f1)))/( sqrt((len1+len2)/(len1*len2)));%K-S Test statistic of th
    eCDF'S of return time series and uni-regime MJD model
D(2)=(max (abs (f3-f1)))/( sqrt((len1+len3)/(len2*len3)));%K-S Test statistic of of
        return time series and TRMJD model
D}(3)=max(\operatorname{abs}(f3-f2))/(\operatorname{sqrt}((\operatorname{len}2+\operatorname{len}3)/(\operatorname{len}2*\operatorname{len}3)));%K-S Test statistic of uni-
        regime MJD and TRMJD
L2(1)=sqrt(sum(f_21.*x2));%L2 error of uni-regime MJD
L2(2)=sqrt(sum(f_31.*x2));%L2 error of TRMJD
filename1='L2.xlsx';
sheet=1;
xlswrite(filename1,L2, sheet,'Am:Bm');
filename2='KStest.xlsx';
xlswrite(filename2,D, sheet,'Am:Cm');
```


## A. 6 User Defined Functions Used in the Main Code

## A.6.1 Simulation of Markov Chain

```
function M=markovfun(L,TPM, dt,Ft)
CPMEtranspose(cumsum(transpose(TPM)) );%cumulative probability matrix
X(1)=1;%initial state of the Markov chain
    a=0;
    m=ceil(Ft/dt);%no time points
    j=0;
    while ceil(a/dt)<m
        j=j +1;
        T(j)=exprnd(1/L(X(j)));
        b=a+T(j);%overall time spent till state X(j)
        for i=ceil(a/dt) +1:min(ceil(b/dt),m)
            M(i)=X(j);% Markov chain state
        end
        if ceil(b/dt)>m
            break
        else
            a=b;
            cumdist=CPM(X(j ) ,: );
            r = rand ();
            X(j+1)=find(cumdist>r,1);%next state of Markov chain
        end
    end
```


## A.6.2 Simple Return

```
    function \(r e t=s r(a)\)
    \(\mathrm{n}=\operatorname{size}(\mathrm{a}, 2)\);
    ret=zeros (1,n-1);
    for \(i=1:(n-1)\)
```



```
            data 'a'
    end
end
```


## A.6.3 Squeeze Durations i.e Corresponding to pth Percentile

```
function dura=dura(a,p)
n=size(a,2);
P=prctile(a,p);
flag_1=1;
transition_1=[];%initialization
%calculating durations
for j=1:n
    if flag_1*a(j)<flag_1*P
                transition_1 = [transition_1, j];
                flag_1=-flag_1;
    end
end
transition=transition_1;
    Dura=diff(transition);
    dura=Dura(1:2:end);% squeeze durations
end
```


## A.6.4 Expansion Durations i.e Corresponding to (100-p)th Percentile

```
function dura_mi=dura_mi(a,p)
n=size(a, 2);
Q=prctile (a,(100-p));%calculating (100-p)th percentile
    transition_2 = [];%initialization
    flag_2=1;
    %calculation of durations
    for k=1:n
            if flag_2*a(k)}>\mp@subsup{\textrm{flag}}{-}{\prime}2*
                transition_2 = [transition_2,k];
                flag_2=-flag_2;
        end
    end
    transition_m=transition_2;
        Dura_m=diff(transition_m);
        dura_mi=Dura_m(1:2:end);%expansion durations
    end
```


## A.6.5 Asset Price Simulation by a GBM Model/uni-regime MJD after removal of jump term

```
function St=gsm(S,dt,N, mu,sg)
    %'mu' is the drift and 'sg' is the volatility
    St=[];%initialization
    St(1)=S;%initial asset price
    sdt=sqrt(dt);
    a=0
    for i=2:N
        w=normrnd(0,sdt);
        a=mu*dt+sg*w-0.5*( sg ^ 2)*dt;
        St(i)=St(i-1)*exp(a); %calculation of asset price
        end
end
```


## A.6.6 Asset Price Simulation by an MMGBM Model/ TRMJD model after removal of jump term

```
function St_m=mgbm_1(S,N,dt,a,l_m,mu_m,sg_1)
x(1)=2;%initial state of Markov chain
for i=1:N
    h=(((a)^2)/(((a)^2)+1));%calculation of parameter for 'eta_i' Beroulli Random
        variable
    z=binornd(1,h);%generating 'eta_i' Bernoulli random variable
    Q=binornd(1,((l_m(x(i)))*dt));
    x(i+1)=x(i)+((2-x(i))+((kd(x(i)))*((-1)^z)))*Q;% generation of next state in
        the Markov chain
end
a_1=0;%initialisation
    St_m(1)=S;%initial asset price
    for j=2:N
                    w_1=normrnd(0,sqrt(dt));
                        a_1=((mu_m(x(j)))*dt)+((sg_1 (x(j)))*w_1) - ((0.5*((sg_1 (x(j)))^2))*dt
                        );
                        St_m(j)=St_m(j-1)*exp(a_1);%generation of asset price from
                        MMGBM model
        end
end
```


## A.6.7 $g_{b}$ Function Used for Calculating Discriminating Statistics

```
function g_b=g_b(x,B)
    g_b=max((min}(x,(B-x))/B),0); %g_b function defined in the calculation of
        discriminating statistics
end
```


## A.6.8 Kronecker Delta Function $\delta_{(2, j)}$

```
    % Kronecker delta function of state '2' of the Markov chain
function kd=kd(s)
    if s==2
        kd=1;
    elseif s==1
        kd=0;
    elseif s==3
        kd=0;
    end
end
```


## A.6.9 Discrete Form of Ternary Regime switching Markov Chain

```
    function x=mrk3(N, dt,a,l_m)
x (1)=2;%initialization
for i=1:N
    h=(((a)^2)/(((a)^2)+1));%calculation of parameter for 'eta_i' Bernoulli random
        variable
    z=binornd (1,h);%generating 'eta_i' Bernoulli random variable
    Q=binornd(1,((l_m(x(i)))*dt));%P_i Bernoulli random variable
    x(i+1)=x(i)+((2-x(i))+((kd(x(i) ) )*((-1)^z)))*Q;% generation of next state in
        the Markov chain
end
```
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[^0]:    ${ }^{1}$ It is a consistent estimator. In addition, as $\Delta$ is supposed to be chosen significantly small, let's say a few minutes in year unit. This leads to the magnitude of $S D$ being small. In a typical time series data, conventionally, $N$ is significantly large. Therefore, the bias in $S D^{2}$ is negligible.

