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I have frequently been questioned, especially by women, of how I could reconcile 
family life with a scientific career. Well, it has not been easy.  
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Synopsis 
 

 

Why study intermolecular interaction dynamics in liquid? 

It is essential to understand the low-frequency dynamics in liquid systems because most of the 

chemical reactions occur in the liquid phase. The catalysis of drug synthesis and how a protein 

folds all depend on how the solvent molecule interacts with solutes and surfaces. Therefore, the 

fundamental questions that we need to probe are why there is such complex dependence of 

chemical phenomena on solvent properties? Can this relative importance of each solute-solvent 

interaction be identified and quantified? Furthermore, what happens to the interactions in solvent 

mixtures? 

So, where do we see these intermolecular interactions manifesting in our real life? 

Intermolecular interactions are an essential part of all aspects of our daily life. For example, in the 

case of protein misfolding and aggregation, the stability of the native and the denatured state 

depend on the delicate balance of intermolecular interactions occurring between the polar and the 

non-polar moieties of the protein with the solvent molecules. In our daily life, we see this 

denaturation when we fry an egg. When we fry an egg, we are not breaking any covalent bonds; 

the frying process rearranges the intermolecular interactions so that the albumin protein gets 

denatured. Rearrangements and fluctuations in the dynamic solute-solvent interactions occur in 

the fast femtosecond-picosecond timescales. Therefore, ultrafast spectroscopy allows 

intermolecular interactions to be probed in real-time in these fast timescales. 

One of the most popular forms of spectroscopy that probes these dynamics in ultrafast timescales 

is the Terahertz time-domain spectroscopy (THz-TDS). Another non-resonant kind of 

spectroscopy called the Optical Kerr Effect (OKE) spectroscopy has also been successful in 

probing the low-frequency dynamics in liquid systems. 

In Chapter 2 of this thesis, we present the optical setup of the ultrafast THz-TDS and OKE 

spectroscopy that has been utilized in our lab. 

Chapter 3 investigates the intermolecular interaction dynamics that occur in molecular liquid, 

benzene, and methanol in our case and in their binary mixtures of varying concentrations. One of 

the fascinating problems in chemistry is the formation of an azeotrope. Although azeotrope 

formation can be explained in terms of non-ideality, the microscopic picture remains a mystery. 
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Using the ultrafast spectroscopic techniques, we were able to shed light on the low-frequency 

dynamics of these solvent mixtures and how they differ from the azeotrope. 

In Chapter 4, we explored the water dynamics using Optical Kerr Effect spectroscopy and changes 

occurring on the addition of a chaotropic solute, urea. The effect urea has on water structure is a 

highly debated problem in modern biochemistry. It is important to understand how urea affects the 

water structure because understanding this would help solve more complex problems in biology 

like protein denaturation. Analysis of our OKE data shows that urea does disrupt the water stricter 

at higher concentrations. 

Chapter 5 explores the water dynamics in the presence of three different types of proteins of 

different hydrophobicities and how these interactions change on denaturation of the protein with 

urea. Using ultrafast OKE spectroscopy, we saw that the mechanism behind the urea denaturation 

process is concentration-dependent and depends on the type of protein studied. 
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1.1 Intermolecular Interactions 

Intermolecular interactions are the forces between molecules that define the physical states of 

matter. Molecules attract at long distances (which is why solids and liquids exist) and repel each 

other at small separations (which is why their densities are finite) [1]. Interest in understanding 

intermolecular interactions go way back to Democritus, a Greek philosopher (ca. 460 B.C. – ca. 

370 B.C.), who first hypothesized that matter existed due to interaction between small indivisible 

particles (“atoms”). Around 1899-1900, the work of Diderik van der Waals, Barth, and Leipzig 

focused on the importance of intermolecular forces in gases and liquids. For his seminal work in 

this field, intermolecular interactions are also called van der Waals interactions. Maurice Huggins 

was the first to reference the concept of hydrogen bond, in his undergraduate term paper in 1919 

(unpublished) [2]. Although the origin of hydrogen bond is mostly credited to Latimer and 

Rodebush, the term “hydrogen bond” was probably first coined by G.N. Lewis in 1923 [2], [3]. 

Using simple theoretical electrostatic models, Pauling  was able to reproduce H-bond energies [4] 

and explained the role of hydrogen bonding in forming structures. The quantum mechanical picture 

for intermolecular interaction, especially the dispersion forces, was given by Fritz London in 1930 

[5].  

Intermolecular interactions are important because they influence the physical, chemical, and 

biological properties of molecules, and in their absence, all matter would exist only in the gaseous 

phase, and life as we know it would cease to exist. The study of intermolecular interaction is vital 

in understanding the condensed phase dynamics, like properties of liquids and liquid mixtures, 

solvation, electrochemistry, structure-function correlation of bio-molecules, aggregation of 

molecules, and many such physical phenomena. 

It would be impossible to describe in detail the broad field of intermolecular interactions in its 

entirety. Data on intermolecular interaction is mainly obtained from four primary sources 1) 

spectroscopy, 2) quantum mechanical calculations, 3) molecular beam scattering, and 4) transport 

and equilibrium properties of gases. In this thesis, we probe intermolecular dynamics in complex 

liquid systems using ultrafast spectroscopy.  

Liquid dynamics are challenging to study at the molecular level because of the presence of multiple 

timescales pertaining to inter- and intra-molecular interactions. This results in the broadening of 
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the spectral signatures making it difficult to probe the molecular interactions. It is therefore 

essential to develop new spectroscopic tools that can separate out the spectral details. It is crucial 

to have a clear understanding of liquid dynamics because most of the chemical reactions occur in 

the liquid state. Not only that, from catalysis for drug synthesis to how proteins fold, they all 

depend on how the solvent molecule interacts with solutes and surfaces. The reason behind this 

complex dependence is the presence of different types of intermolecular forces existing between 

molecules. Depending on the molecules, the intermolecular forces can be long-range, which would 

include Columbic interactions, induced interaction, and dispersion; or short-range- charge transfer 

interaction and exchange repulsion.  

Electrostatic forces are generally very strong and can be either attractive or repulsive. Unequal 

sharing of electrons in molecules due to differences in electronegativity leads to the formation of 

dipoles. Two dipoles can interact with one another with opposite ends attracting and like ends 

repelling each other. Hydrogen bonding is a special case of dipole-dipole interaction. Any 

molecule with a dipole moment can now distort the electron density of a nearby molecule, thereby 

inducing a temporary dipole in that molecule, this type of interaction is always attractive. 

Molecules also resonate, electrons in spherical atoms also fluctuate in time. Fluctuation of electron 

density causes dipole moments also to fluctuate. Therefore all molecules can be perceived as 

dipoles oscillating in time. Molecules that are in close proximity couple, and the movement of 

their electrons become correlated. The electrostatic attractive forces between these coupled 

fluctuating dipoles are called dispersive forces. The important thing to note here is that all these 

intermolecular interactions, their fluctuations, and rearrangements, like the hydrogen-bond 

vibrations or their making and breaking, they all occur in the femtosecond-picosecond timescales. 

Ultrafast spectroscopy allows intermolecular forces and dynamics of complex liquid systems to be 

observed directly in real-time at these fast fs-ps timescales. One of the most popular techniques to 

be used is the THz time-domain spectroscopy (THz-TDS) which has immense potential to probe 

the dynamics of various systems at these timescales. Another non-resonant technique covered in 

this thesis is the Optical Kerr effect (OKE) spectroscopy, which has been particularly successful 

in probing the molecular dynamics of liquid systems. 
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1.2 Spectroscopy in the THz regime 

The terahertz (THz) frequency range spanning from 0.1 to 20 THz contains valuable information 

on the low-frequency relaxation dynamics of molecular liquids, biomolecules, and other 

condensed phase systems. Spectroscopy in the THz regime has emerged as a powerful tool to probe 

the low frequency vibrational and rotational modes in different molecules, molecular assemblies, 

and also in crystalline solids. Low energy phonon modes and charge carrier dynamics in electronic 

materials can also be probed using THz spectroscopy. THz radiation can be used to obtain the 

dielectric constant of various materials in this low-frequency regime. The THz region has also 

generated substantial interest in the medical community. Experiments are able to differentiate 

between healthy and cancerous cells by determining the water content in the cells. The non-

invasive and non-ionizing nature of THz radiation makes it suitable for biomedical imaging and 

to be used as body scanners. With the advent of ultrafast lasers, it has become possible to map the 

temporal evolution of various physical phenomena at picosecond and sub-picosecond timescales. 

The generation and detection of THz pulses and thereby THz spectroscopy were pioneered by 

David Auston, Martin Nuss [6], and Dan Grischkowsky [7] using photoconductive antennas 

(PCA). Non-resonant, nonlinear processes like Optical Rectification (OR) and electro-optic (E.O.) 

sampling have also been used to generate and detect THz pulses [8-10]. Generation and detection 

of THz radiation using air plasma has been deemed the most successful in realizing a broadband 

THz spectrum [11]. An intense laser light (typically the output of a Ti-Sapphire amplifier, 800nm) 

and its second harmonic are focused in ambient air, creating a plasma at the focal point due to 

ionization. This plasma acts as a non-linear medium and emits electromagnetic radiation, including 

THz radiation.  

The THz region lies between the microwave and the infrared region of the electromagnetic 

spectrum. Only with the advent of ultrafast lasers, it became possible to probe this spectral region, 

which was commonly referred to as the "THz gap." In a typical THz experiment, THz pulses are 

created using ultrafast pulses (10fs-100fs) from a Ti-Sapphire oscillator or amplifier system. The 

pulse duration of the THz pulse generated is ~ 1 ps. 1 THz is typically defined as 33.3 cm-1 in 

wavenumber, 300 µm in wavelength, and 4.14 meV in energy. One of the advantages of THz-time 

domain spectroscopy (THz-TDS) is that it measures the transient electric field and not just its 

intensity. A Fourier transform of the time-dependent THz electric field determines the amplitude 
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and phase of the spectral components that make up the pulse. The absorption coefficient and the 

refractive index of the sample (and hence complex dielectric function) can be calculated from the 

amplitude and phase information without calling for the complicated Kramer-Kronig analysis. 

Using an additional ultrafast pump beam, the THz-TDS setup can be modified to a pump-probe 

experiment to be used for time-resolved studies on various systems. 

 

1.3 Optical Kerr Effect Spectroscopy 

Kerr effect, first discovered in 1875, stated that a static electric field could induce changes in the 

optical properties of a liquid [12]. It was found later that intense optical fields could also induce 

measurable changes in the dielectric properties of a liquid; this was called the Optical Kerr Effect 

[13], and the first successful experiment was demonstrated in 1963 [14], [15]. With the 

introduction of pulsed lasers, spectroscopic research in the picosecond and sub-picosecond 

timescales became possible. With a pulsed laser, it was possible to get a broad spectral bandwidth 

extending up to 20-30 THz; the bandwidth solely dependent on the pulse duration. Another 

significant advancement was the introduction of the optical heterodyne detection [16]. The 

optically heterodyne detected – optical Kerr effect (OHD-OKE) has substantially improved signals 

in terms of signal-to-noise ratio [17] and control on the stray birefringence effects in the signal 

[18]. The first OKE experiment using sub-picosecond laser pulses and heterodyned detection was 

realized in the 1980s [19-22], which led to more research groups investigating the fast dynamics 

of simple molecular liquids using OHD-OKE, complex dynamics like that of molecular liquids 

approaching phase transition, liquid crystals, and glass formers have also been investigated using 

this technique [23].   

The Optical Kerr effect is a third-order non-linear process, and it measures the derivative of the 

time-correlation function of the anisotropic part of the polarizability tensor, unlike THz-TDS, 

which measures the two-point correlation function of the dipole moment. The advantage of doing 

an OKE and THz-TDS study together is that it is possible to get complementary information on 

the same dynamics of a system [24].  

𝑆𝑂𝐾𝐸(𝑡)  ∝  
𝑑

𝑑𝑡
⟨𝛼(0) 𝛼(𝑡)⟩ ; 

𝑆𝑇𝐻𝑧−𝑇𝐷𝑆(𝑡)  ∝  
𝑑

𝑑𝑡
⟨µ(0) µ(𝑡)⟩ ; 
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When an intense laser light beam propagates in a material, it is accompanied by the orientation of 

the electric charges along the electric field. The polarization of the electrons is instantaneous and 

follows the oscillations of the electric field, even at optical frequencies. If the molecules have 

permanent or an induced dipole moment, they reorient along the direction of propagation of the 

field. This motion is slow relative to the oscillation of the optical field. After electronic and nuclear 

reorientation, the material is no longer isotropic, and therefore the refractive index along the optical 

electric field is not the same as that in the other directions. This photo-induced birefringence is the 

Optical Kerr Effect (OKE). Once the electric field is interrupted, the electronic birefringence 

ceases immediately, while the decay of the nuclear birefringence requires molecular reorientation. 

The measurement of the temporal variation of the nuclear birefringence is used to get information 

on the dynamics of liquids. 

 

1.4 Understanding low-frequency liquid dynamics:  

 

The rotational and vibrational spectra of many liquids and gases lie in the electromagnetic 

spectrum's THz region. One of the most studied liquids in the history of OKE spectroscopy is 

benzene. It was also seen that the molecular shape and polarizability affected the shapes of the 

OKE spectra more than the intermolecular dynamics, which was the reason behind benzene and 

pyridine having similar spectral densities [25] [26]. From simulations and OKE experiments, it 

was concluded that the high-frequency portion of the spectral density had contributions from 

molecular librations [25] [27], while the 20 cm-1 low-frequency shoulder had contributions that 

were both translational and rotational in character. The orientational diffusion timescales from the 

exponential fits measured by different groups were around 3 ps, and the faster intermediate 

timescale ranged from 0.7- 1 ps. The slow diffusive timescales were found to be proportional to 

the inverse square root of the tumbling moment of inertia, which also suggested a strong 

translational-rotational coupling in benzene [28]. Using a short enough pulse (35 fs), it has also 

been possible to obtain an OKE spectrum till 20 THz, which resolves the intramolecular in-plane 

ring deformation mode of benzene [29]. Earlier studies also tried to interpret the vibrational 

dynamics of benzene in terms of phonon modes, basing it on the fact that the molecules in a liquid 

are not random but are ordered in short times. Each molecule will be surrounded by other 

molecules forming cage-like clusters fading into the bulk. The oscillator lineshapes used to fit 
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these normal modes explain the spectra in terms of a mixture of inhomogeneously broadened, 

underdamped and overdamped librations and intermolecular vibrations [19].  A recent study by 

Farrell et al. has tried to simplify the spectral density (S.D.) of benzene and other alkanes by 

utilizing a four-component model to fit the data. The α and the β relaxation correspond to the 

orientational and translational diffusion and have been fitted to the Debye and Cole-Cole functions. 

The cage rattling motion is known as the fast β process. The fast β, in this case, fits well with a 

Brownian oscillator. And the other oscillator is used to account for the librational motions [30]. 

Although this type of fitting procedure makes the analysis look simplistic and ignores the fact that 

these underlying dynamics are not separate processes but correlated to each other, they have still 

been able to describe the underlying dynamics of a wide range of liquids. 

One of the other most studied systems using THz-TDS is the properties of water vapor [31], liquid 

water, and its mixtures with other molecular liquids [32, 33]. The dielectric properties of liquids 

depend on the interaction of dipoles, permanent and induced, and their relaxations. Hydrogen 

bonding has a significant effect on these dipoles and hence on the THz response. The reorientation 

of these dipoles in liquids happens in picosecond timescales, and a knowledge of the dynamics is 

essential for both chemical reaction rates and biological functions. Two Debye functions have been 

called to model the dielectric spectra of water, with timescales of roughly 200 fs and 8 ps [34], 

[35]. The addition of another liquid changes these dynamics. A third Debye function has to be used 

to fit the water-ethanol data [36]. THz-TDS has also been used to understand the water dynamics 

in the presence of ions. The ions not only slow down the dynamics [37], but in some cases, their 

effects propagate to water molecules beyond the first solvation shell because of water's extensive 

hydrogen-bonding network. OKE spectrum of water shows a relaxation peak attributed to 

translational diffusion or cage-rattling motion (β relaxation), water has two additional 

intermolecular modes corresponding to the hydrogen bond bend or the transverse acoustic (T.A.) 

phonon mode and the hydrogen bond stretch or the longitudinal acoustic (L.A.) phonon mode. 

Beyond 20 THz librational bands start appearing [24]. 

As mentioned earlier, the advantage of doing a THz-TDS and OKE experiment together on the 

same system is that it is possible to get complementary information on the same dynamics. 

Comparing the dielectric loss spectrum and susceptibility spectrum for water show that both the 

spectra look different at first glance. A relaxation peak dominates the dielectric loss spectrum at 

low frequencies spanning up to 400GHz. The loss spectrum is fitted to two Debye with timescales 
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8.38 ps and 1.1 ps and four damped harmonic oscillators. The interesting thing is, after removing 

the slowest, most dominant peak, the shape of the loss spectrum looks similar to the Raman 

spectrum. One single relaxation and four oscillators were used to fit the Raman spectrum. The 

correlation between both these spectra suggests that these intermolecular modes in the loss and the 

susceptibility spectra have the same molecular origin [38].   

Understanding water dynamics on its own and in the presence of different biologically important 

solutes is fundamental because water plays a crucial role in many biological functions. The 

addition of solutes does not affect the librational dynamics of water as much; for hydrophilic 

solutes, the hydrogen bond stretch and bending modes only start getting affected when half the 

water molecules are inside the solvation shell. For solutes with hydrophobic moieties, the bimodal 

character of the spectral density of water persists till even higher concentrations [39, 40]. On the 

other hand, the translational diffusive timescales show retardation by a factor of 4, which is evident 

even at low concentrations of the solute. A recent study explores the water spectrum from 

picosecond to nanosecond timescales to have a more generalized picture of the slowdown of the 

water dynamics over a wide range of solutes. To focus on water dynamics, the solutes are chosen 

so that they do not contribute to the OKE spectrum much [40]. 

Recent OKE experiments on biological samples have also shown the presence of underdamped 

vibrational modes even in physiological conditions. The general assumption was that any low-

frequency vibrational modes, if present in these samples, would be highly overdamped due to 

interaction with water, and the spectra at large would represent the change in water dynamics with 

the addition of these solutes. However, this is not the case, as delocalized phonon-like modes have 

been observed in proteins, enzymes, enzyme-inhibitor complexes, and DNA [41, 42].  OKE 

experiments on different oligomers dissolved together (association) and separately (minimizing 

the probability of association) have been used to identify different underdamped phonon bands 

that correspond to interstrand hydrogen-bond modes of single and double-strand DNA. 

Understanding the dynamics of these phonon modes is essential because breaking these hydrogen 

bonds is the initial step that leads to the formation of the transcription bubble, which facilitates the 

transcription and replication processes in DNA [42]. Low-frequency vibrational modes in G-

quadruplexes have also been investigated using optical Kerr effect spectroscopy. A summation of 

Debye, Cole-Cole and several Brownian oscillators are generally called upon to fit these GHz-

THz spectra. OKE spectra can be used to resolve different low-frequency modes of doubly-
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stranded DNA and G quadruplexes, which shows that changes in the stiffness of the molecules can 

also bring about a change in its low-frequency dynamics [43]. 

One of the interesting ways in which intermolecular interactions manifests, is in the formation of 

an azeotrope. While the physical interpretation of why azeotropes occur can be explained in terms 

of non-ideality, azeotropes remain a mystery at a molecular level. In Chapter 3 of this thesis, we 

use ultrafast spectroscopic techniques on the azeotrope and other mixtures of benzene and 

methanol throughout the composition range, which not only gives us information about the 

relaxation and librational dynamics at ultrafast timescales but provides experimental proof that the 

formation of an azeotrope is a temperature-driven process.  

Water, especially interfacial water, has a significant effect on the protein’s internal structure and 

dynamics. OKE spectral density can resolve protein water dynamics from 100GHz to up to 10THz, 

including relaxation and librational dynamics of bulk water and water-protein interactions. Urea 

is a chaotropic agent and a well-known denaturant for proteins. The molecular picture of the 

interaction of urea with the water hydrogen bond network and the chemical denaturation of the 

proteins is still ambiguous. Analysis of the spectral densities of urea solutions obtained from OKE 

spectroscopy shows the presence of two types of environments depending on the molarity of the 

solution. In Chapters 4 and 5, we have used OKE spectroscopy to investigate the effect urea has 

on the water hydrogen bond network and mapped out the structural changes occurring in three 

different proteins on the addition of urea. 
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Experimental Methods and Data Analysis 
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2.1 Optical Kerr Effect (OKE) spectroscopy 

 

The experimental setup for OHD-OKE is relatively straightforward compared to other forms of 

pump-probe spectroscopies. 

A part of the beam from a Ti: Sapphire amplified laser (Spitfire Pro XP, Spectra-Physics) with a 

central wavelength of 800 nm and a repetition rate of 1 kHz is split into a pump and a weak probe 

beam using a beam splitter. The pump power is kept below 1 mW to avoid pulse distortion due to 

nonlinear processes. To probe the ultrafast dynamics of the molecules, the pulse duration should 

be less than 100fs; the shorter the pulse, the broader is the spectral bandwidth obtained.  

 

 

 

 

Figure 1: Experimental setup for OHD-OKE spectroscopy 
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The pump passes through a mechanical chopper, a half-wave plate, and is routed and focused onto 

the sample. The probe beam transverses a delay line and passes through a half-wave plate before 

reaching the sample. The pump and probe beams are polarized 45◦ to each other. Both the pump 

and the probe beam must be focused and spatially overlapped onto the sample. The temporal 

overlap is controlled with the delay stage. The pump beam is blocked after the sample, and the 

probe passes through a quarter-wave plate, which makes the probe light elliptically polarized, 

followed by a Wollaston prism, which separates it into its parallel and perpendicular components 

and sends it to a balanced photodetector [1]. The detector is a pair of photodiodes that are balanced 

prior to the experiment without the pump excitation. Since the signal is obtained by electronically 

subtracting the horizontal from the vertical component, the detection is automatically heterodyned 

[2]. The detector's output is measured using a lock-in amplifier locked to the frequency of the 

chopper placed in the pump path. The computer software records the modulated signal as a 

function of pump-probe delay. 

In some cases, a double modulation technique is also used to obtain a better signal-to-noise ratio 

where both the pump and probe beams are modulated, and the lock-in is referenced to the sum or 

difference frequency of modulation [3]. The raw transients obtained as a function of time delay 

contain essential information about the ultrafast dynamics of the molecules at a microscopic level. 

Multiple long scans up to 100 ps were taken and averaged to give a better signal-to-noise ratio. 

The data was then extrapolated to 300 ps before doing a Fourier Transform deconvolution as 

mentioned by Mcmorrow and Lotshaw [4] to give us the spectral density (SD). The SD thus 

obtained is equivalent to the Bose-Einstein corrected depolarized Raman spectrum [5], [6]. 

The intense electric field distorts the electron clouds of the molecules; this response is 

instantaneous and is seen as the strong, intense peak at zero delay in the OKE signal (Figure 3). 

The remainder of the decay is known collectively as the nuclear response. The electric field also 

disturbs the random orientational distribution of the molecules and causes them to align along the 

field's direction. This causes a transient anisotropy in the sample, which causes the birefringence. 

After the excitation process is done and the pump has moved away, spontaneous rotational 

diffusion tries to reorient the molecules back; this process happens at timescales typical of 

rotational diffusion and can be obtained from the OKE data itself. The schematic is shown in 

Figure 2. 
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Figure 2: The propagation of an intense electric field through a liquid sample, a schematic. 

 

 

 

 

Figure 3: A typical OKE signal in time of benzene. 

 

 

The timescale for this orientational diffusion is the slowest component of the relaxation process 

and decays exponentially. The rotational diffusion process is well studied in literature and has been 

approximated using the Debye function (decaying exponentially in the time domain). A process 
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modeled by a Debye function assumes a single relaxation time for the molecules undergoing the 

relaxation process. The diffusive timescales could be accessed in the time transients itself by fitting 

the data exponentially at longer times. It is common practice to remove the diffusive part from the 

time transients by subtracting an exponential of the form; 

 

exp (−
𝑡

𝜏𝑂𝐾𝐸
) [1 − exp (−

𝑡

𝜏𝑟𝑖𝑠𝑒
)]  ;                                      1 

 

Where τOKE is the orientational diffusion timescales, ranging from picoseconds to nanoseconds 

depending on the molecule's size and viscosity. τrise is the rise time associated with the relaxation 

process; generally, a value between 40 - 200 fs is assumed [7],[8], but the value of τrise does not 

affect fitting parameters or the goodness of the fit. In some works, the rise time has been done 

away with because of its redundancy [9].  

Generally, the orientational correlational timescale of a solute in a solvent is given by the Debye- 

Stokes-Einstein (DSE) relation, 

 

                𝜏 =
4𝜋𝑟ℎ

3𝜂

3𝑘𝐵𝑇
                                                      2 

 

Where η is the solvent viscosity, 𝑟ℎ  is the solute hydrodynamic radius, T is the temperature, and 

kB is the Boltzmann's constant. Temperature-dependent OKE scans on molecular liquids have 

shown that the longer relaxation timescales follow DSE [8].  

Since OKE essentially measures the collective orientational correlation timescales. The values 

obtained would differ from those obtained using Raman or NMR spectroscopy since they are 

sensitive only to single-molecule correlation functions [8], [10]. Both these timescales are related 

by the equation, 

                                         𝜏𝑐𝑜𝑙𝑙 =
𝑔2

𝑗2
𝜏𝑠𝑚   ;                                        3 

 

Where τcoll is the collective orientational timescales measured by OKE and τsm is the single-

molecule correlation times. g2 is the static pair orientational correlation parameter, and j2 is the 
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dynamic pair orientational correlation parameter. The value of j2 is assumed to be unity for simple 

molecular liquids. 𝑔2 is determined by the degree of parallel ordering in liquids; in the absence of 

any net ordering, it takes the value of unity. 

After removing the diffusive part, the transient left behind is related to the intermolecular motions 

of the molecules; a Fourier transform of this would yield the reduced spectral density (RSD) in the 

frequency domain that can be fitted to various phenomenological lineshapes to understand the 

underlying dynamics. More about analyzing the data in the frequency domain is explained 

afterward. 

However, removing the slowest decaying exponential shows that there is still some exponential 

character remaining behind in the time transients. This has been called the intermediate region, the 

origin of which remains elusive. Beyond that, we have the ultrafast dynamics in the sub-ps 

timescales, originating from intermolecular oscillations that can be librational and translational in 

character [11].  

The OKE spectral density (SD) can be thought of containing the entire dynamical picture of the 

molecules, extending from the structural relaxations till the lowest GHz frequencies to the 

intermolecular librations and intramolecular modes at higher THz frequencies. One can envision 

this as starting with faster individual vibrations of the atoms followed by the libration motions of 

the cage surrounding the central atom to the structural relaxations at the slowest time scales. 

One of the advantages of the OKE experiment is that we can analyze the same dynamics in time 

as well as in the frequency domain by just doing a Fourier transform deconvolution; pioneered by 

McMorrow and Lotshaw [4]. If the pump and probe originate from the same laser source, the 

transmitted signal, T (τ), can be thought of as a convolution of the zero background second 

harmonic intensity autocorrelation trace 𝐺0
(2)

 and the material response function Rijkl(t). Both T (τ) 

and 𝐺0
(2)

(𝑡) are experimentally measured quantities. 

 

   𝑇(𝜏) = ∫ 𝐺0
(2)∞

−∞
(𝜏 − 𝑡)𝑅𝑖𝑗𝑘𝑙(𝑡)𝑑𝑡   ;                                            4 

 

Generally, for the OKE experiments, an autocorrelation trace is obtained by measuring the signal 

from a CaF2 crystal, taken exactly at the sample position. Care should be taken that there should 

be minimal changes in the experimental setup while measuring the sample and the autocorrelation. 
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The CaF2 signal can be approximated as the autocorrelation because the Kerr nuclear transient of 

CaF2 is almost negligible and is mainly dominated by the electronic contribution, which follows 

the electric field oscillations of the laser pulse. In some cases, a glass slide [12] or a nonlinear 

crystal like KDP [13] has also been used to trace the autocorrelation. 

Following the Fourier transform relationship, the above equation becomes 

 

𝐹{𝑅𝑖𝑗𝑘𝑙(𝜏)} =  
𝐹{𝑇(𝜏)}𝑐

𝐹{𝐺0
(2)(𝜏)}

⁄ = 𝐷𝑖𝑗𝑘𝑙(∆𝜔)                        5 

 

where F denotes the forward complex Fourier transform and  𝐷𝑖𝑗𝑘𝑙(∆𝜔) the frequency domain 

spectrum of the sample response function 𝑅𝑖𝑗𝑘𝑙(𝜏). The spectrum thus obtained is free of the finite 

bandwidth effect of the laser pulse and hence does not depend on the instrument used for obtaining 

the data.  

The sample response function contains contributions from both the nuclear, 𝑟𝑖𝑗𝑘𝑙(𝑡), and 

instantaneous electronic response function, 𝜎𝑖𝑗𝑘𝑙(𝑡). The electronic response can be approximated 

as a δ function,  

                         𝜎𝑖𝑗𝑘𝑙(𝑡) = 𝑏𝛿(𝑡)                                                        6 

 

Where b is a constant denoting the scalar amplitude of the electronic hyperpolarizability. 

Due to the Born Oppenheimer approximation, the nuclear and the electronic motions are separable, 

 

                   𝑅𝑖𝑗𝑘𝑙(𝑡) =  𝜎𝑖𝑗𝑘𝑙(𝑡) +  𝑟𝑖𝑗𝑘𝑙(𝑡)  ;                                        7 

 

In the frequency domain, the function 𝐷𝑖𝑗𝑘𝑙(∆𝜔) can be expressed as,  

                   𝐼𝑚 𝐷𝑖𝑗𝑘𝑙(∆𝜔) = 𝐼𝑚 𝐹{𝑟𝑖𝑗𝑘𝑙(𝑡)}  ;                                       8 

 

                 𝑅𝑒 𝐷𝑖𝑗𝑘𝑙(∆𝜔) = 𝑏 +  𝑅𝑒 𝐹{𝑟𝑖𝑗𝑘𝑙(𝑡)}  ;                                   9 

 

Since the Fourier transform of a delta function is 1 and b is a real scalar quantity, the electronic 

part contributes only to 𝑅𝑒 𝐷𝑖𝑗𝑘𝑙(∆𝜔). The 𝐼𝑚 𝐷𝑖𝑗𝑘𝑙(∆𝜔), on the other hand, has contributions 



SNEHA BANERJEE 32 

 

 

only from the nuclear part of the response function, 𝑟𝑖𝑗𝑘𝑙(𝑡) is called the nuclear impulse response 

function and contains all the information about the system's nuclear dynamics [4].  

 

                𝑟𝑖𝑗𝑘𝑙(𝑡) = 2𝐹−1{𝐼𝑚 𝐷𝑖𝑗𝑘𝑙(∆𝜔)} 𝐻(𝑡 − 𝑡0)                          10 

 

Where F-1 is the inverse Fourier transform, and H is the Heaviside unit step function. Therefore, 

the nuclear response function can be determined solely by the imaginary part of 𝐷𝑖𝑗𝑘𝑙(∆𝜔), which 

is called the spectral density (SD). 

If we subtract the contribution from the orientational diffusion in the time domain, the remaining 

part of the response function will give us the reduced spectral density (RSD). The RSD has been 

fit to a sum of complex lineshapes to describe the underlying dynamics. One such combination is 

the sum of antisymmetrized Gaussians (AG, equation 11) and an Ohmic lineshape called the 

Bucaro-Litovitz (BL, equation 12) function. 

𝐼𝐴𝐺(𝜔) = 𝐴(exp {
−2(𝜔−𝜔1)2

∆𝜔2[2 𝑙𝑛(2)]−1} − exp {
−2(𝜔+𝜔1)2

∆𝜔2[2 𝑙𝑛(2)]−1} ;      11 

 

where Δω is the Gaussian halfwidth, and ω1 is the Gaussian frequency, and A is the amplitude or 

relative contribution. 

                     𝐼𝐵𝐿(𝜔) = 𝐵𝜔𝛼 exp (−
𝜔

𝜔𝐵𝐿
)  ;                                   12 

 

where 𝜔𝐵𝐿  is the BL frequency, and B is the relative contribution. Many groups have successfully 

implemented the model to describe the underlying dynamics of liquids [10]. 

Other models have also been used to describe the RSDs. For example, a sum of underdamped, 

critically damped, and overdamped harmonic oscillators [14] were used to fit the spectra of CS2 

[15]. Similarly, a sum of Brownian oscillators has also been used to fit the OKE spectral density 

[16], [17].    

Comparison of the models, the ASG+BL and the sum of Brownian oscillators have also been done 

on aniline, nitrobenzene, and benzonitrile, and it was found that the sum of ASG+BL gave a better 

fit [10].  
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Another way of analyzing the frequency domain data is to consider the entire spectral density 

spanning across entire GHz-THz frequencies [18]. The spectrum is bound by the alpha relaxation 

at the lowest frequencies extending up to the GHz, which has been modeled by the Debye 

relaxation model in earlier studies and as an exponential decay in the time-domain analysis. Fitting 

the time domain data to exponentials seems unpredictable since earlier reports have shown that 

sometimes up to five exponentials were required to fit the data. Instead of subtracting the 

exponential decays from the raw time transients, a set of phenomenological functions can be called 

to fit the complex lineshapes.  The Mode Coupling Theory (MCT) approach has been used in some 

scenarios to fit this broad spectrum. The MCT approach talks about an additional process called 

the β relaxation in supercooled liquids below the critical temperature, which joins the alpha 

relaxation and the intermolecular peaks at the higher frequencies. Another feature seen in liquids 

at room temperature is the presence of an excess wing to the slow α peak. Initially, it was thought 

that the excess wing in normal molecular liquids and the β relaxation in glass formers are two 

different processes. Now it is universally accepted that both these have the same origin and are 

attributed to restricted librations of the molecules in a cage. Analysis of these broad GHz-THz 

spectra at different temperatures has shown that the β relaxation is present even in pure molecular 

liquids and at room temperatures but is enveloped inside the more prominent α peak. Even for the 

glass formers, the β peak begins to separate only at low temperatures and forms a distinct peak 

only at temperatures below the critical temperature, Tc. The α relaxation can be modeled by the 

Cole-Davidson (CD) function to account for the excess wing of the α peak. The CD function is a 

type of modified Debye function with a broadening parameter. A Cole-Cole (CC) function is used 

to model the β relaxation. The CD and the CC function are reduced from the more general 

Havriliak-Negami (HN) function.[eq]  The intermolecular modes are fit to a sum of Brownian 

oscillators. However, we must remember that these are not separate processes taking place one at 

a time, but they all start simultaneously, and there is considerable overlap between them. 
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Figure 2: The General schematic of the low-frequency vibrational spectrum of a liquid. The 

different contributions are the α-relaxation (orientational relaxation), β-relaxation (translational 

diffusion), the fast-β process (cage-rattling), and librations (refer to text above). The inset shows 

the same on a logarithmic frequency axis, which is advantageous for highlighting the lowest 

frequency (gigahertz and lower) region of the spectrum. [19] 

 

 

2.2 THz-TDS setup using air-photonics for generation and detection of THz radiation 

The optical source is a Ti: Sapphire laser (Spitfire Pro XP, Spectra-Physics), with a central 

wavelength of 800 nm, 50 fs pulse duration, and 1 kHz repetition rate. The total power output of 

4W is split into two, where one half is directed to the optical parametric amplifier (OPA), where 

it is used to generate a wide range of wavelengths that can be used as a pump source for time-

resolved THz spectroscopy (TRTS) experiments. The other half is used in the subsequent 

generation and detection of THz radiation. The latter is again split into two using a pellicle beam 

splitter (R: T= 8:92); the transmitted beam is used for generation while the reflected one functions 

as a gate beam to map the THz waveform in time. The transmitted beam from the pellicle beam 

splitter passes through a 100-micron thick type-I β barium borate (BBO) which generates the 

second harmonic (2ω) of the fundamental beam (ω). The fundamental, along with its second 

harmonic, is focused in the air using a plano-convex lens, which creates an intense plasma. The 
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plasma emits radiation at all frequencies, including at THz frequencies. A high resistivity silicon 

filter filters out all the other radiations and allows only THz to pass through. The first pair of off-

axis parabolic mirrors collimate the THz beam and focuses it into the sample. After absorption of 

THz radiation by the sample, the transmitted beam is re-collimated by another pair of parabolic 

mirrors and is focused between a pair of electrodes for detection. 

The gate beam travels through an optical delay line (50 mm) before being routed to and focused 

on the same spot as the THz beam, between the electrodes. An AC bias of 1.5 kV is applied to the 

electrodes through a high voltage modulator (HVM), modulated at 500Hz, and synchronized to 

the laser repetition rate. The external bias acts as a local oscillator (LO) necessary for the 

heterodyned detection of the signal. The THz field induces a second harmonic generation of the 

gate beam. The second harmonic generated is filtered and detected by a photo-multiplier tube 

(PMT). For an optimal signal, the spatial and temporal overlap of the THz field and the gate beam 

has to be monitored precisely. The output from the PMT is amplified by a current amplifier (CA) 

which also converts it into a slowly varying signal, which is detected using a lock-in amplifier 

(LIA), locked at the frequency of the LO. 

The amplitude of the signal obtained is proportional to the THz electric field. The time-domain 

THz waveform can be recorded by scanning the optical delay stage present in the gate beam. This 

gives us the entire THz waveform as a function of the time delay between the pump (THz field in 

this case) and the gate beam. A simple Fourier transformation of this time-domain signal would 

give us the complex frequency-domain spectrum. 

For a typical THz-TDS experiment, a reference signal (Eref) is collected, which is the THz 

waveform in air (without any sample) in case of a solid sample or the THz waveform transmitted 

through an empty sample cell in case of liquid. The sample signal is the transmitted THz waveform 

through the sample (Esamp). Care should be taken that the reference and the sample signal are 

collected at the same point in space in identical conditions. The ratio of the complex Fourier 

transform of Esamp to Eref gives us the complex refractive index of the sample. 

                   
𝑓 𝐸𝑠𝑎𝑚𝑝(𝑡)

𝑓 𝐸𝑟𝑒𝑓(𝑡)
=  

𝐸̃𝑠𝑎𝑚𝑝(𝜔)

𝐸̃𝑟𝑒𝑓(𝜔)
=  √𝑇(𝜔) exp(𝑖𝜑(𝜔)) ,                           13 

 

where T(ω) is the power transmittance, and φ (ω) is the relative phase. 
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Using the extinction coefficient (k), and the refractive index (n) the other optical constants can 

also be calculated (equation 14-17). 

 

Absorption coefficient: 𝛼 = −
1

𝑑
ln (

𝐸𝑠𝑎𝑚(𝜔)

𝐸𝑟𝑒𝑓(𝜔)
)

2

                             14 

 

 

 

 

                   17 

 

 

 

 

Figure 3: Experimental setup for Time-domain and time-resolved THz spectroscopy using air-

photonics for THz generation and detection [20]. 

 

 

 

Extinction coefficient:  𝑘 =
λ𝛼

4𝜋
=

𝑐𝛼

2𝜔
                                             15    

Refractive index:  𝑛 = 1 +
𝑐

2𝜋𝜔𝑑
(𝜑𝑠𝑎𝑚𝑝𝑙𝑒 − 𝜑𝑟𝑒𝑓)                       16 

Absorbance: 𝐴 = 𝛼 ∗ d                                        
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Structural fluctuations in an azeotrope: Understanding the 

benzene-methanol azeotrope 
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Introduction 

The structure and dynamics of molecular liquids have been of interest for a long time. 

Intermolecular interactions, especially hydrogen bonding, bring about many interesting properties 

in self-associated liquids. Binary mixtures of two molecular liquids will have various such 

interactions that give rise to non-ideality. In some cases, when this non-ideality is significant, we 

observe the formation of an azeotrope. Raoult's Law is only applicable to ideal mixtures, where 

the forces of attraction between the molecules of the mixture are expected to be the same as that 

of the pure liquids. However, when we consider real mixtures, the forces acting in a mixture differs 

from that in the pure liquids, this causes deviation from the Raoult's Law and may result in the 

formation of an azeotrope.  Azeotrope is a special class of liquid mixture that boils at a constant 

temperature at a constant composition. Azeotropes can be categorized into two scenarios. In the 

first one, the forces of attraction between the unlike species (let us say A-B), i.e., the adhesive 

force, are greater than the forces acting between the like species (A-A, B-B). If an azeotrope is 

formed, it will have a lesser tendency to evaporate out of the bulk. The total vapor pressure of the 

azeotropic mixture will thus be less than the total vapor pressure in the case of an ideal mixture of 

A and B. Therefore, we see a negative deviation from the Raoult's Law and the azeotrope formed 

will be a maximum boiling point type. This effect can be termed as Interaction Strengthening 

Effect. On the other hand, when the adhesive forces are weaker than the cohesive ones, the solution 

mixture's total vapor pressure will be more than that of the ideal mixture of the two components. 

This is the case of Interaction Weakening. In such a case, if formed, the azeotrope will be of the 

minimum boiling type and will tend to escape out faster than the pure liquids.  

The thermodynamic properties of the azeotropes are characteristic of pure, single-component 

liquids, and their constant composition makes them desirable for a wide range of applications as 

an industrial solvent. While the physical interpretation of why azeotropes occur can be explained 

in terms of non-ideality, azeotropes remain a mystery at a molecular level. It is complicated to 

predict the formation of an azeotrope for a pair of liquids. Studies done on the azeotropic systems 

are not very conclusive, and therefore a general picture behind their formation is missing.  

Our system, benzene- methanol azeotrope, is a minimum boiling homo-azeotrope at 58.3 ⁰C. Pure 

methanol boils at 64.7 ⁰C and benzene at 80 ⁰C. We see a more significant depression in the boiling 

point of benzene as compared to that in methanol. 
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Figure 1: The phase diagram of the benzene-methanol binary liquid system 

 

 

Thermodynamic studies have deemed the benzene-methanol system as an anomaly. The viscosity 

concentration plot of the system changes its slope twice [3]. In most hydrocarbon or alcohol binary 

systems, there is a linear dependence of the viscosity with concentration. Hydrocarbon-alcohol 

systems show one maxima/minima, which suggests a structural change in the mixture. Only 

selected methanol systems with hydrocarbons like benzene and toluene show this anomaly, where 

the viscosity has one maximum at high methanol concentration and crosses over to a minimum at 

lower concentrations [3]. The crossover point is dependent on temperature [4]. A sign change in 

the slope of the viscosity concentration plot suggests a major change in the system's molecular 

structure [3].  Methanol forms large associative hydrogen bonded clusters among each other, and 

also with benzene, the size and nature of these aggregates formed are dependent on both 

temperature and concentration. Monte Carlo simulations have shown that [5] aggregation of 

methanol molecules increases with an increase in methanol concentration, the shape of the self-

associating aggregates formed, changes from spherical at low concentrations to chain like in high 

methanol concentrations. A density functional study of methanol clusters [6] has suggested that 

clusters of n methanol forming a ring having n number of hydrogen bond is comparatively more 
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stable than cyclic structures having (n-1) or (n-2) hydrogen bonds with the additional hydrogen 

bonds dangling outside the ring. The study also claims that from n = 3 to n = 6, ring clusters are 

preferred over chains, while for n>6, chains are the most predominant structures. For ring 

structures (for n=5 or n=6), calculations show that all the hydrogen bonds try to converge at a 

value of 27 kJ/mol. The study concluded that a cyclic cluster of five or six methanol molecules is 

sufficient to mimic the liquid state behavior of methanol. 

High level ab-initio calculations have shown that the benzene dimer has two isoenergetic stable 

structures (the T-shaped and the slipped parallel), dispersion is the major source of attraction 

between the molecules and the barrier height between the two stable structures is very small [7]. 

Early experimental measurements have suggested the existence of the T-shaped dimer, which has 

also been observed in the crystal. But this does not negate the existence of the slipped parallel 

structure [8],[9],[10]. Benzene has significant quadrupole moment and the interacting quadrupoles 

play an important role in determining the stable dimer structure, which again point towards both 

the T-shaped and slipped parallel orientations. Aromatic hydrocarbons can act as proton acceptors 

and therefore form hydrogen bonds. Spectroscopic studies haves shown the presence of benzene-

water and benzene-ammonia complexes with the water or ammonia molecule positioned above the 

benzene plane. The binding energy of the benzene-water complexes formed is significantly lower 

than the water dimer. In contrast to conventional hydrogen bonds, dispersion plays the major role 

in stabilizing the benzene-water complexes. This is also the case for CH/π interactions in the 

benzene-methane complexes formed. Halogenated methanes have also shown to have high 

interaction energies when they form complexes with benzene [7]. 

Previous NMR, IR, and Raman shift studies done on the methanol-benzene azeotrope suggest the 

formation of complexes between benzene and methanol.  Jalilian et al. have proposed a structure 

such that the benzenes are distributed around the methanol molecules in a way that the hydrogens 

of the benzene molecule are attracted to the hydroxyl oxygen of the methanol [11]. Ploetz et al. 

reported large positive Kirkwood–Buff integral values [12] indicating methanol-methanol pairs 

present in benzene rich mixtures, which would mean that the aggregation of methanol molecules 

takes place, and the mixture tends towards heterogeneity [13],[14]. Kirkwood-Buff integrals (KBI) 

radiprovide a connection between microscopic properties and thermodynamic properties of 

multicomponent fluids. Neutron diffraction measurements along with Empirical Potential 

Structure Refinement (EPSR) approach and the isotopic substitution technique [15] suggest a 
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strrong association among the methanol molecules forming chain like clusters and benzene is 

mostly left out of the methanol rich regions even at the azeotropic composition. 

A combination study utilizing resonant two-photon ionization, resonant ion-dip infrared and IR-

UV hole-burning spectroscopies, have suggested two isomers for the benzene-methanol azeotrope. 

In both the case the methanol molecules are in a hydrogen bonded trimer chain with the terminal 

OH forming π hydrogen bond with one of the benzenes, which is in a perturbed T-shaped dimer 

orientation [16]. Ab-initio methods have also been used to investigate benzene-methanol clusters. 

To model the azeotrope, several isoenergetic structures, having the benzene dimer in T-shape as 

well as in the slipped-parallel orientation have also been proposed [17].   

A recent study, utilizes Monte Carlo simulations to successfully reproduce the experimental phase 

diagram of the ethanol-benzene system. One of the necessary and sufficient condition for the 

occurrence of an azeotrope is the changing of the relative volatilities with the concentration of the 

components. Analysis of molecular energetics using radial distribution functions (RDF), KBI and 

Hydrogen bond (HB) analysis, they concluded that at low ethanol concentrations, ethanol 

molecules try to aggregate among themselves in a sea of benzene. As, the amount of methanol is 

increased, the cluster size increases leading to microscopic segregation between methanol rich and 

benzene rich regions.  Increasing the ethanol concentration even further leads to a continuous phase 

of ethanol with the benzene molecules significantly isolated from each other [18]. 

In this study we have utilized ultrafast spectroscopic techniques like the Optical Kerr Effect (OKE) 

spectroscopy and THz time domain spectroscopy (THz-TDS) to investigate the azeotropic non-

ideality at a molecular level and to understand how the intermolecular dynamics of the azeotrope 

is different from the other composition mixtures and the neat liquids at these ultrafast timescales. 

 

3.2 Experimental Methods 

 

3.2.1 Samples: All the liquids were purchased from Sigma-Aldrich and were of reagent grade with 

> 99% purity. Benzene was used without further distillation, while methanol was further distilled. 

The 2:3 mole ratio benzene-methanol minimum boiling azeotrope was formed and collected via 

distillation. 3:1, 1:1, 1:2 and 1:4 mole ratio benzene methanol mixtures were also made by taking 

the appropriate amount of solvents and mixing them together at room temperature. The mixtures 

are termed as B3M1, B1M1, B1M2 and B1M4, respectively. A 2:3 mole ratio composition (same 
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as the azeotrope) mixture was also made at room temperature without further distillation. This was 

called the manually mixed mixture or the MMM.  

Another 2:3 composition mixture was heated in a closed environment at the boiling point of the 

azeotrope. The vapors were not allowed to escape as in distillation, instead they condensed back 

into the bulk, and this mixture was cooled down and designated as MMM (h). 

 

3.2.2 Optical Kerr Effect Spectroscopy: The details of the experimental setup are given in 

Chapter 2: Experimental methods and Data analysis. For data collection 1mm thick quartz cuvettes 

were used. The autocorrelation curve was approximated from the OKE time signal through a 3mm 

thick CaF2 crystal. Data analysis was done using MATLAB. 

 

3.2.3 THz-Time Domain Spectroscopy: The details of the experimental setup are given in the 

Chapter 2: Experimental methods and Data analysis. The sample cell used to record the THz data 

was made up if silicon windows separated by a 150 micron spacer. 

 

3.3 Result and Discussion 

 

3.3.1 Spectral Density and the dielectric loss spectra: The spectral density of the azeotrope is 

shown in Figure 2. The OKE spectra contains the dynamical picture of the molecules, from the 

structural relaxations at the lowest GHz frequencies to the intermolecular librations and 

intramolecular modes at higher THz frequencies. One can envision this as starting with faster 

individual vibrations of the atoms followed by the libration motions of the cage surrounding the 

central atom to the structural relaxations at the slowest time scales.  To reiterate, these processes 

are not taking place one at a time, but start simultaneously, and there is considerable overlap 

between them.  
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Figure 2: Spectral Density of azeotrope fit to a Debye, CC and two Brownian oscillators. 

 

 

The spectrum is bound by the alpha relaxation at the lowest frequencies extending up to the GHz, 

which has been modeled by the Debye relaxation model in earlier studies. The Debye relaxation 

is an exponential decay in the time domain. A process modeled by a Debye function assumes a 

single relaxation time for the molecules undergoing the relaxation process; this is, of course, the 

ideal scenario, earlier reports have shown that up to a sum of five exponentials[] have been used 

to fit pure molecular liquids. The advantage of the OKE data is that it can be analyzed in both the 

time and frequency domain. Instead of subtracting the exponential decays from the raw time 

transients, a set of phenomenological functions can be called to fit the complex lineshapes. The 

mode coupling theory (MCT) approach has been used in some scenarios to fit this broad spectrum 

[19]. The MCT approach talks about an additional process called the β relaxation in supercooled 

liquids below the critical temperature, which joins the alpha relaxation and the intermolecular 

peaks at the higher frequencies. Another feature that is seen in liquids at room temperature is the 

presence of an excess wing to the slow α peak. Initially, it was thought that the excess wing in 

normal molecular liquids and the β relaxation in glass formers are two different processes. Now it 
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is universally accepted that both these have the same origin and are attributed to restricted 

librations of the molecules in a cage [19]. Analysis of these broad GHz-THz spectra at different 

temperatures has led us to see that the β relaxation is present even in pure molecular liquids and at 

room temperatures but is enveloped inside the more prominent α peak. Even for the glass formers, 

the β peak begins to separate only at low temperatures and forms a distinct peak only at 

temperatures below the critical temperature, Tc. The α relaxation can be modeled by the Debye or 

the Cole-Davidson (CD) function to account for the excess wing of the α peak. The CD function 

is a modified Debye function with a broadening parameter. A Cole-Cole (CC) function is used to 

model the β relaxation. The intermolecular modes are fit to a sum of Brownian oscillators. 

The spectral density of pure benzene was fit to a sum of relaxation and oscillatory lineshapes. A 

recent study by Farrell et al. has utilized a four-component model to fit the data using a Debye and 

Cole-Cole function along with two Brownian oscillators. The α and the β relaxation corresponded 

to the orientational and translational diffusion. The cage rattling motion is known as the fast β 

process. The fast β, in this case, fits well with a Brownian oscillator. Lastly, another oscillator is 

used to account for the librational motions [20]. 
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Figure 3: Spectral Density of benzene fit to a Debye, CC and two Brownian oscillators. 

 

 

 

Figure 4: Spectral Density of methanol fit to a Debye, CC and three Brownian oscillators. 
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The liquids in this study were fit to a sum of Debye, CC and Brownian oscillators. Two oscillators 

were found sufficient to fit the higher frequency part of the spectra, except for methanol, which 

required two relaxation peaks and three oscillators, as shown in Figure 2, 3 and 4. The parameters 

obtained are summarized in Table 1 . The values of the fit that we obtained are similar to the ones 

previously reported in the literature.  

Fukasawa et al. studied the entire GHz-THz spectral range combining the complex dielectric and 

the Raman spectra of methanol, though the study on the higher frequency side was limited to only 

2.5 THz. The spectra obtained was fit to a sum of 3 Debye relaxation processes, (having timescales 

51.8 ps, 8.04 ps, and 0.89 ps) and two oscillators (central frequency 55cm-1 and 125   cm-1) [21]. 

Kampfrath et al. studied methanol using THz Kerr Effect, and the dielectric spectra obtained also 

fit the above five-component model with similar values [22].  

 

 

Table 1: Parameters of fitting the spectral density of benzene, methanol and their mixtures using 

a Debye, CC and a sum of BO.  

 benzene azeotrope B3M1 B1M1 MMM 
MMM 

heated 
B1M2 B1M4 methanol 

A1 (%) 0.77 1.17 1.30 1.62 1.21 1.54 1.51 1.64 0.03 

A2 (%) 0.41 0.48 0.39 0.19 0.39 0.29 0.20 0.30 0.03 

A3 (%) 7.63 4.94 14.04 15.36 17.79 15.88 22.26 17.00 17.65 

A4 (%) 91.19 93.40 84.27 82.84 80.62 82.29 76.03 81.05 34.81 

A5 (%)         47.47 

a (CC) 0.01 0 0.00 0.00 0.05 0.00 0.00 0.00 0.00 

γ1 (THz) 1.59 1.27 1.91 1.88 2.10 1.91 2.17 1.91 4.24 

γ2 (THz) 3.50 2.88 3.18 3.24 3.27 3.03 3.03 3.02 7.28 

γ3 (THz)         12.29 

τ2 (ps) 2.20 1.16 1.92 1.46 1.41 1.15 1.36 1.11 3.2 

τ1 (ps) 1.36 0.84 0.96 0.74 0.81 0.80 0.98 0.87 0.82 

ω1 

(THz) 
0.78 0.81 0.96 1.02 1.10 1.10 1.11 1.13 2.39 

ω2 

(THz) 
2.44 2.12 2.39 2.47 2.42 2.40 2.41 2.21 4.77 

ω3 

(THz) 
        7.32 
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Following the same phenomenological lineshapes for the fitting of the spectral density of the 

mixtures, we see that the addition of methanol shifts the main α relaxation peak of benzene to 

higher frequencies with the increase in the amount of methanol in the mixture. The addition of 

methanol fastens the relaxation process in the mixtures. The spectral densities for the mixtures and 

azeotrope are narrower and span a smaller frequency range than benzene. Shifting of the α 

relaxation peak to higher wavenumbers also decreases the difference between the diffusive and the 

intermolecular regime. Hence any β relaxation, if present, would be wholly overlapped.  

The fits obtained from the spectral density was inverse Fourier transformed to see if they fit the 

time transients. Only fits that were satisfactory in both the frequency and the time domain were 

considered. 

Since THz-TDS response depends on the presence of permanent molecular dipoles, the dielectric 

loss spectrum is complimentary to the OKE spectral density. This is one of the major advantages 

of doing a combined THz-TDS and OKE study. The dielectric loss spectra of benzene, methanol 

and their mixtures obtained from our THz-TDS study is given in Figure 5. The dielectric loss 

spectra shows a pronounced peak at 3-4THz and shoulders at around 2 and 8 THz. The frequency 

values of these oscillatory modes also match the central frequencies of the modes in the OKE 

spectral density.  

In a previous dielectric study utilizing THz-TDS, Sarkar et al. fits the complex dielectric spectra 

of methanol to a Debye and three oscillator model. The lower frequency limit for the data was only 

up to 0.5 THz; hence the Debye relaxations could not be adequately resolved. The three oscillators  

at 30 cm-1, 127 cm-1, and 266 cm-1 have been assigned (using all- atom MD simulations and ab 

initio quantum calculations) to the overall motion of alcohol molecules, the alkyl group oscillations 

and signatures of H-bonded OH groups of alcohol molecules, respectively [23]. 
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Figure 5: The dielectric loss spectra of benzene, methanol and their mixtures. 

 

The low frequency depolarized Raman spectra by Fukasawa et al. shows a resemblance to their 

dielectric loss spectra's high-frequency part. They fit the susceptibility spectra to two Debye 

processes with timescales 2.5 and 0.55 ps, and three Brownian oscillators at 60,120 and 260 cm-1. 

The slowest timescale obtained from the Raman spectra is three times faster than the τ2 of the 

dielectric study. This relation has also been seen to hold true previously for dipolar aprotic liquids. 

The relaxation has been attributed to the rotational diffusion of individual methanol molecules. 

The main peak, corresponding to τ1, of the dielectric spectra is not Raman active [21].  

The fits that we get for methanol from the OKE spectra match the literature; the high-frequency 

fits of the dielectric data also complement the previous results. Since our THz-TDS data is limited 

to only 0.5 THz at the lowest frequency, the fits to the relaxation dynamics were not satisfactory. 

Dielectric loss is the dissipation of energy through the reorientation of the molecular dipoles due 

to the applied THz field. Dielectric loss tends to be higher for polar molecules, therefore we see a 

huge response for methanol. Comparatively, addition of benzene to methanol brings down this 

response substantially. From the THz-absorbance spectra of the mixtures (Figure 6), we have a 

better picture of the oscillatory modes and see that the 2 and the 4 THz peaks have not only reduced 

in amplitude but have also broadened compared to neat methanol. The 8 THz hump is seen for 
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B1M2 and the azeotrope but goes down for manually mixed mixture. The B1M1 mixture on the 

other hand, looks totally different from that of methanol and the oscillatory features are almost not 

discernible. 

 

 

 

Figure 6: The THz absorbance spectra of benzene, methanol and their mixtures. 

 

 

3.3.2 Excess dielectric loss spectra: Since the formation of an azeotrope occurs due to deviation 

from ideality, we decided to calculate the excess spectra using volume fractions of the mixtures 

[24], [25]. The excess spectra are simply the volume fraction simulated data subtracted from the 

experimental data. It should essentially give us how the mixtures deviate from ideality.  

 

𝜀𝑖𝑑𝑒𝑎𝑙
′′ (𝜔) =  𝑉1𝜀1

′′(𝜔) +  𝑉2𝜀2
′′(𝜔)                                                 1 

with    𝜀𝑒𝑥𝑐𝑒𝑠𝑠
′′ =  𝜀𝑟𝑒𝑎𝑙

′′ −  𝜀𝑖𝑑𝑒𝑎𝑙
′′                                                        2 

 

where V1 and V2 are the volume fraction of the pure liquids and 𝜀1
′′ and 𝜀2

′′ are their dielectric loss 

at a particular frequency. 𝜀𝑟𝑒𝑎𝑙
′′  is the dielectric loss of the benzene-methanol mixture measured 
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experimentally at the same frequency. Figure 7 shows the excess dielectric loss calculated for the 

mixtures and compared to the dielectric loss spectrum of neat methanol. 

The excess dielectric loss (𝜀𝑒𝑥𝑐𝑒𝑠𝑠
′′ ) of the azeotrope and the mixtures are negative upto 4-5THz, 

crosses the zero line and again goes to negative at higher frequencies. The negative excess indicates 

that the experimentally observed dielectric loss is less compared to what is expected in the ideal 

scenario, which is consistent with previous studies of acetonitrile, acetone and alcohols with water 

[24], [25], [26]. In accordance to the previous works, this difference between the experimentally 

observed and the expected ideal spectra can be interpreted as the addition of a benzene molecule 

disrupting the extensive hydrogen bonding that is present in pure methanol. New intermolecular 

interactions are also formed between methanol and benzene molecules which is characterized by 

the broadening of the modes. The pronounced dip around 4THz in the (𝜀𝑒𝑥𝑐𝑒𝑠𝑠
′′ ) spectrum 

corresponds to reduction from the expected amplitude and subsequent broadening of the particular 

mode. 

 

 

Figure 7: The excess dielectric loss of mixtures compared to neat methanol 

 

3.3.3 Excess and reduced spectral densities: Excess spectra have been used previously to study 

the OKE spectra of different mixtures of solvents like benzene and hexafluorobenzene [27]. The 

excess quantities of the mixture are plotted in Figure 8. Higher the amplitude of the excess spectra, 
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greater is its deviation from ideality. The volume fraction simulated data corresponds to the ideal 

scenario where the average interaction energy between the unlike species is the same as that 

between the like ones. 

 

𝑆𝐷𝑖𝑑𝑒𝑎𝑙(𝜔) =  𝑉1𝑆𝐷1(𝜔) +  𝑉2𝑆𝐷2(𝜔)                                                 3 

with    𝑆𝐷𝑒𝑥𝑐𝑒𝑠𝑠 =  𝑆𝐷𝑟𝑒𝑎𝑙 −  𝑆𝐷𝑖𝑑𝑒𝑎𝑙                                                     4 

 

where V1 and V2 as stated previously are the volume fraction of the pure liquids and 𝑆𝐷1 and 𝑆𝐷2 

are their spectral density (SD) at a particular frequency. 𝑆𝐷𝑟𝑒𝑎𝑙 is the spectral density of the 

benzene-methanol mixture obtained experimentally at the same frequency. 

The main α peak of the mixtures in the 𝑆𝐷𝑖𝑑𝑒𝑎𝑙 plot falls directly below the benzene's main peak, 

with a reduction in amplitude following the decrease in benzene volume fraction in the mixtures. 

The higher frequency part in these calculated spectra resembles the shape of the benzene spectra 

though the decrease in amplitude is lesser compared to the relaxation peak. The actual 

experimental spectra (𝑆𝐷𝑟𝑒𝑎𝑙) are much more complicated than this, and a direct comparison 

should give us insights about the interactions between the unlike species.   

 

 

Figure 8: The excess spectral density of benzene, methanol and their mixtures. 
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We observe that the amplitude of the excess spectra (𝑆𝐷𝑒𝑥𝑐𝑒𝑠𝑠) increases in the order of an increase 

of methanol in the mixture. This indicates that as we increase the amount of methanol, the system 

becomes even more non-ideal. The mixture with the maximum amount of benzene, B3M1, has the 

smallest positive excess making it the closest to the ideal scenario. The other most exciting thing 

to observe in the excess spectra is that only for the azeotrope, the 𝑆𝐷𝑒𝑥𝑐𝑒𝑠𝑠 goes to negative at the 

lowest frequencies. At these same frequencies, the manually mixed mixture (heated) also goes 

below the zero line following the azeotrope. The MMM, on the other hand, is quite positive. The 

low-frequency part where the excess for azeotrope becomes negative corresponds to the low-

frequency tail of the α relaxation in benzene. Comparing the same for any other mixture, their 

𝑆𝐷𝑟𝑒𝑎𝑙 is broader compared to the azeotrope, as shown in Figure 9 (fig comparing azeo and B1M1 

SD) for B1M1. It contains the full low-frequency tail of the α relaxation, as expected from the V% 

simulated data.  

 

 

 

Figure 9: The spectral density of azeotrope and the BIMI mixture. 

 

The orientational diffusion timescale is the fastest for the azeotrope. For the mixtures, the 

timescales are a broader distribution since the excess spectral density is positive throughout. Most 

of the mixtures have a higher concentration of benzene in them, and therefore along with the 



SNEHA BANERJEE 55 

 

 

benzenes that are in clusters with methanol, there might be excess benzene stacked together like 

in the pure liquid giving rise to a slower decay than the benzenes that are part of the cluster. The 

peak frequencies of the α peak is dependent on the concentration and the type of interactions 

present.   

The spectral density that we present here is deconvoluted from the raw normalized OKE transient. 

Interesting to note is that the amplitude of the azeotrope spectra is quite less compared to the 

manually mixed and the other mixtures whose amplitudes are comparable to that in pure benzene. 

This can be because at higher benzene concentrations, the benzene molecules associate with each 

other forming benzene rich regions, isolating the methanol molecules. As the methanol 

concentration increases, the spectral density shape also gets skewed at all frequencies. At B1M4, 

the spectral density amplitude is closer to that of the azeotrope than benzene suggesting that at this 

concentration, there are enough methanol molecules to disrupt the benzene continuity. The 𝑆𝐷𝑟𝑒𝑎𝑙 

of all the mixtures are more in amplitude than the expected ideal spectra, suggesting that the 

addition of methanol to benzene enhances the interactions present in benzene. 

The spectra are even more complex at higher THz frequencies, where it becomes difficult to 

separate the overdamped modes that are overlapped with each other. Benzene and methanol both 

have librational modes around the same frequencies; hence it becomes difficult to attribute a 

particular mode to specific molecular motions without the help of theoretical calculations. To 

simplify the spectra further, we subtract the relaxation dynamics from the spectra and compare 

reduced spectral densities (RSDs) of the mixtures. The shape of the RSDs are not dependent on 

the functions used to fit the relaxation part. The RSD of benzene, azeotrope, MMM and the mixture 

with highest methanol content, B1M4 is shown in Fig. 10.  
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Figure 10: RSD of benzene, azeotrope, MMM and B1M4 

 

Farrell et al. attributes the lowest 20 cm-1 shoulder to cage-rattling or the fast β process, and the 

higher 55-100 cm-1 is the librational peak. The mixtures mostly look similar to each other, with 

three (B1M2, B1M1 and B3M1) of them almost having the same amplitude. The frequency spread 

of the mixtures and the azeotrope is comparatively less than the neat liquids. The contribution of 

the high-frequency librational mode is reduced in the mixtures, which could imply a weakening of 

the cage structure. The RSD of the azeotrope is different from that of the mixtures as the bimodal 

character is hardly discernible. The contribution from the fast β process in the azeotrope spectra is 

very less as can also be seen from the fitting parameters. Even for the mixture, B1M4, which has 

the highest content of methanol, the bimodal character is still evident. 
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Figure 9: Excess RSD of the mixtures 

 

 

We analyzed the RSD the same way we did the entire SD, using excess quantity, see Figure 9. We 

see a huge negative peak for azeotrope and B3M1 for the frequencies lower than 1 THz, while 

there is a corresponding positive excess for the two mixtures with the highest amount of methanol. 

Around 1THz, we see a positive excess for all of them, followed by a negative for all mixtures at 

higher frequencies. To try to correlate these modes to those of the pure liquids, we plotted them 

together (Figure 10). Comparing benzene and this simulated spectra for azeotrope, we see the 

lowest frequency mode is the fast β relaxation. The librational mode around 50-100 cm-1 is a mix 

of benzene and methanol intermolecular modes, since both their librational modes lie within 

proximity of each other. 
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Figure 10: RSD of benzene, azeotrope, MMM, MMM (h) and methanol compared with the 

simulated spectra for 2:3 mixture. 

 

To talk about how the actual azeotrope spectrum differs from the simulated one, we see that the 

first negative excess arises due to the absence/reduction of the fast β mode (Figure 10). The cage 

rattling has significantly reduced in the azeotrope. Since the cage-rattling is a collision-induced 

process [20], it is inversely proportional to the inter-particle distance. A reduction in the collision-

induced part of the spectra can suggest a decrease in the number and/or the strength of the 

collisions. The librational peak of the azeotrope is slightly red-shifted compared to both the 

benzene and methanol modes.  

On the other hand, the mixtures differ from the azeotrope in that their RSDs are still bimodal in 

character. The spectra show an increase in the fast β contribution. This is the case for all the other 

mixtures as well, where the contribution from the cage-rattling mode is more than what is expected 

after the addition of methanol. The mode is also shifted to higher frequencies. The librational 

contributions are lesser than the ideal simulated curves but roughly fall around the same 



SNEHA BANERJEE 59 

 

 

frequencies. The higher frequency negative excess varies for the mixtures depending on the 

concentration.  

Comparing the systems having same composition, namely, i) azeotrope, ii) manually mixed 

(MMM) and iii) the manually mixed heated to the azeotrope boiling point in a closed environment 

(MMMh),we see that the MMM differs from the azeotrope having a bimodal character like the 

other mixtures. The heated mixture also has a bimodal character, but its amplitude is closer to the 

azeotrope. The MMM SD is higher in amplitude and broader in frequency compared to both 

azeotrope and the heated mixture.  The MMM behaves like any other mixture and is considerably 

different from both the azeotrope and the heated mixture. The heated mixture, on the other hand, 

has similarity to both the azeotrope and the MMM. Based on the differences in the same 

composition mixtures, we propose that formation of an azeotrope is a temperature driven process 

and that heating the benzene methanol mixture causes the molecules to rearrange in a way such 

that they are able to cross the energy barrier to form the azeotrope.  

The difference between the azeotrope and MMM is also seen in the NMR spectra. Surprisingly, 

the chemical shifts for all the protons are the same for both the MMM and the heated mixture 

(Figure 11). A temperature dependent NMR experiment was also carried out for the mixtures and 

the neat liquids. The temperature dependence of the chemical shifts for the mixtures and the neat 

liquids are summarized in table 2, 3 and 4. 

 

 

    

    a)    b) 

 

 

 

 

Figure 11: a) The NMR OH chemical shifts of of methanol and the mixtures, b) the NMR CH 

shift of benzene and the mixture, as a function of temperature. 
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Table 2: Methanol CH3 chemical shift 

 

 

 

 

Table 3: Methanol OH chemical shift 

 

 

 

 

 

 

 

 

 methanol azeotrope B1M2 MMM MMM (h) B1M1 B3M1 

283 K 3.39 3.32 3.37 3.38 3.41 3.49 3.9 

288 K 3.44 3.39 3.45 3.48 3.51 3.60 4.03 

293 K 3.48 3.45 3.54 3.57 3.56 3.70 4.16 

298 K 3.54 3.52 3.62 3.66 3.68 3.79 4.28 

303 K 3.59 3.59 3.71 3.76 3.77 3.89 4.41 

308 K 3.65 3.67 3.79 3.85 3.85 3.97 4.51 

313 K 3.69 3.74 3.87 3.93 3.94 4.08 4.54 

318 K 3.83 3.73 3.96 4.02 4.03 4.17 4.62 

 methanol azeotrope B1M2 MMM MMM (h) B1M1 B3M1 

283 K 5.1 5.11 5.13 5.13 5.16 5.17 5.09 

288 K 5.1 5.11 5.14 5.14 5.16 5.15 5.08 

293 K 5.1 5.12 5.15 5.16 5.16 5.15 5.07 

298 K 5.1 5.13 5.15 5.16 5.16 5.16 5.06 

303 K 5.11 5.14 5.16 5.16 5.16 5.16 5.04 

308 K 5.12 5.14 5.16 5.17 5.17 5.16 5.03 

313 K 5.1 5.15 5.17 5.17 5.17 5.16 4.94 

318 K 5.09 5.15 5.17 5.17 5.17 5.16 4.86 
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Table 4: Benzene CH chemical shift 

 

 

Generally when a hydrogen bond is present, there is a downfield shift of the hydroxyl proton signal 

towards higher frequencies. For the OH proton of methanol, the mixtures are deshielded with 

respect to the neat liquid. The azeotrope has chemical shifts almost comparable to that of pure 

methanol. The CH3 proton of methanol and the CH proton of benzene are also deshielded in the 

mixtures compared to the pure liquids. In all cases, the azeotrope is the least deshielded compared 

to the other composition mixtures. The manually mixed and the heated mixtures have similar 

values that are different from that of the azeotrope. A greater deshielding of the protons would 

imply a stronger interaction, the desheilding for the CH and CH3 protons increase even more with 

the temperature as is evident from the temperature coefficient (slope) obtained by fitting the 

temperature vs concentration plot to a linear function. The temperature coefficient increases with 

the increase of benzene in the mixtures. A positive slope again implies a much stronger interaction. 

The temperature coefficient of the azeotrope is the lowest among the mixtures and matches that of 

the pure liquids.  

The interaction that the protons undergo (both the CH3 and the CH proton) is stronger and more 

extensive in the mixtures compared to in the neat liquids. The intermolecular interactions are 

getting enhanced when both these liquids are mixed. Although when we talk about hydrogen 

bonding, generally with an increase in temperature the hydrogen bonded protons deshield less, 

corresponding to a negative slope. This should be the case for other intermolecular interactions as 

 azeotrope B1M2 MMM MMM (h) B1M1 B3M1 benzene 

283 K 7.24 7.26 7.26 7.29 7.36 7.79 6.93 

288 K 7.31 7.35 7.36 7.39 7.47 7.93 7.01 

293 K 7.38 7.43 7.47 7.47 7.57 8.05 7.09 

298 K 7.45 7.52 7.56 7.57 7.67 8.19 7.16 

303 K 7.52 7.60 7.66 7.65 7.77 8.32 7.24 

308 K 7.59 7.68 7.74 7.74 7.85 8.42 7.3 

313 K 7.66 7.77 7.83 7.83 7.97 8.45 7.37 

318 K 7.73 7.86 7.91 7.92 8.05 8.54 7.43 
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well. It has been reported that non-hydrogen bonded amides that are strongly deshielded by 

neighboring aromatic rings have a more positive temperature coefficient than their expected 

value[28]. This can be the case in our system also since most of the protons are in a sea of benzene. 

 

 

 

Table 5: Temperature coefficient of the CH3 proton and the CH proton 
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Figure 12: Temperature coefficient (slope) vs mole fraction of benzene 

 

 benzene azeotrope B3M1 B1M1 MMM MMM(h) B1M2 methanol 

conc. of 

benzene 
1 0.39 0.75 0.5 0.39 0.39 0.33 0 

Δδ/δT for 

CH3 

proton 
0.014 0.014 0.022 0.020 0.019 0.018 0.017 - 

Δδ/δT for 

CH 

proton 
- 0.013 0.021 0.019 0.018 0.018 0.017 0.012 
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3.4 Conclusion 

To summarize, most importantly we were able to show that the formation of an azeotrope is a 

temperature driven process. We provide experimental proof that the intermolecular dynamics is 

starkly different for the azeotrope when compared to the MMM and all the other mixtures. The 

difference of spectra between three identical concentrations, i) the azeotrope ii) the manually 

mixed mixture and iii) manually mixed heated in a closed environment, is fascinating. The MMM 

when heated in a closed environment, goes through molecular rearrangement, reaches the top of 

the potential energy curve but without an outlet for it to vaporize, it condenses with an equal 

probability of existing as MMM or as an azeotrope. We provide experimental proof that at ultrafast 

timescales the intermolecular dynamics of benzene-methanol azeotrope is different than other 

mixtures. 
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4 
 

Water and water-urea dynamics 
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4.1 Introduction 

The water-urea system displays several exciting properties and has garnered much attention over 

the previous years. Aqueous urea solutions have been widely used to denature protein [1-4]. 

Although the presence of urea is considered detrimental to the structure of macromolecules, it is 

also used by cells as an osmolyte in certain water-stressed organisms, mostly in combination with 

methylamines (like Trimethylamine N-oxide (TMAO)) [5]. The counteracting action of TMAO 

against urea in a 1:2 ratio is more beneficial to the cells than urea or TMAO alone [5] [6]. An in-

depth understanding of the urea-water interactions would aid the understanding of more complex 

systems of biological importance. Hydrocarbons dissolve in aqueous urea solutions more 

efficiently than compared to pure water [7-11]. Micelle formation is also significantly decreased 

at high urea concentrations [12, 13]. To understand these properties, it is important to understand 

the interactions existing between urea, water, and the solute molecule. One of the critical questions 

that still remains unanswered is what effect urea has on the hydrogen-bonded structure of water.  

The underlying molecular origin of protein denaturation by urea, although well studied, is still 

ambiguous. Two different mechanisms have been used to describe the denaturation process. The 

first mechanism, the direct mechanism, suggests that the unfolding of the protein occurs due to a 

direct interaction of urea with the protein backbone or/and the polar and non-polar sidechains via 

hydrogen bonding or through favorable Van der Walls attraction [14-25]. Therefore, the protein-

water and the protein-urea interactions play a vital role in the denaturation process. However, it is 

also known that urea denaturation starts only at a specific concentration of urea which suggests 

that the urea-water interaction is also an important factor in the denaturation process. Hence, 

alternatively, the indirect mechanism has also been proposed in which it is assumed that urea 

disrupts the water structure, thus making the protein hydrophobic residues more readily solvated 

[10, 26].  

Water molecules are bound to each other due to an extensive hydrogen-bond network forming ice-

like tetrahedral clusters. In an attempt to explain the remarkable properties of the aqueous urea 

system, earlier thermodynamics studies proposed two models in 1960. One is known as the indirect 

method or the Frank-Frank model (or the FF model), which suggests that water generally coexists 

in two states, the dense disordered state and the clathratelike ordered state [10]. The addition of 

urea disrupts the equilibrium and shifts it to exist as the disordered state. Therefore, urea is 

generally referred to as the structure-breaker for water. It is assumed that hydrocarbons generally 
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dissolve only in the disordered state of water, and their solubility, therefore, increases with the 

addition of urea. 

The second model, the direct method also called the SKSS model proposed by Schellman [27], 

Kresheck and Scheraga [28], and Stokes [29], attributes the properties of the urea-water system to 

the preferential interaction of the urea molecules with a third component, for example, a protein 

or a solute molecule. This model mainly focuses on the urea-urea interaction and does not take 

into account the structure of water. 

The aqueous urea system is well studied in literature, using both experimental and theoretical 

methods. An important question throughout the literature is the degree to which urea perturbs the 

highly directional water hydrogen bond network. The activity coefficient of urea is constant 

throughout its solubility range on the molar scale [30, 31], which indicates that the urea-water 

system is relatively ideal and that the urea-water interactions are energetically well-balanced with 

the water-water and the urea-urea interactions. This ideality has been supported by some 

experimental techniques like NMR [32], calorimetry [22], THz absorption [33], dielectric 

spectroscopy [34], pump-probe IR spectroscopy [35], and neutron diffraction experiment, and also 

from computer simulations. Due to this, the FF model of urea disrupting the water structure has 

started to lose favor. Stumpe et al. using MD simulations, has shown that urea enhances the water 

structure in terms of hydrogen-bond energetics and that the main driving force behind protein 

denaturation is the direct interaction between urea and urea protein (the SKSS model) [18].  

To understand this urea-water ideality, it has been suggested that urea substitutes a water dimer in 

the hydrogen bond network [35]. However, densitometry measurements comparing the partial 

molar volumes of water and urea show that a urea molecule replaces not about 2 but 2.45 water 

molecules [36]. Therefore the argument of urea being a structure breaker or maker still remains 

unresolved. Idrissi reviewed the water-urea system using MD simulations and spectroscopy [37] 

that urea acts as a structure breaker. This point of view has also been supported by various 

techniques like NMR [38], Raman spectroscopy [39] [40, 41], viscosity measurements [42, 43], 

and molecular dynamics simulations [44].  

Several theoretical studies also suggest that urea enhances the hydrogen bond network of water 

[45] [46, 47]. The concept of a solute molecule being a structure breaker or maker in itself has not 

been very well-defined, and its interpretation may vary significantly in literature.  As such, the 



SNEHA BANERJEE 70 

 

 

effect urea has on water, although controversial, is a very important system to probe because of its 

unique properties and biological importance. 

Time-resolved Optical Kerr effect (OKE) spectroscopy is a powerful spectroscopic technique to 

study the hydrogen-bonded structure and dynamics of complex aqueous systems in the picosecond 

timescales. OKE spectral density can resolve protein water dynamics from 100GHz to up to 10 

THz, including relaxation and librational dynamics of bulk water and water-protein interactions. 

The aqueous urea system has been studied using Optical Kerr effect spectroscopy before [48, 49]. 

The time-domain analysis of the OKE transients by Idrissi et al. [49] attributes the slowest 

relaxation time to the reorientation of a urea molecule about a principal axis lying in the plane of 

the molecule. This slow relaxation timescale increases with the increase in urea concentration. The 

analysis of the faster relaxation dynamics, on the other hand, shows an increase in anisotropy with 

an increase of urea mole fraction. This increase in anisotropy is due to the formation of highly 

directional hydrogen bond interaction. The frequency-domain analysis shows that two different 

types of concentration regimes are present in the aqueous urea system depending on the 

concentration of urea in the solution.  This is also in line with the work done by Mazur et al. [48], 

who have also analyzed the OKE frequency domain spectra of different concentrations of urea 

solutions. At low urea concentration, the OKE spectral density retains the bimodal character of the 

water spectrum, which suggests that the water structure at this concentration remains unaffected 

in the presence of urea. At higher concentrations (which is generally used for protein denaturation), 

most water molecules are part of the solvation shell of urea; along with the slowing down of the 

picosecond relaxation dynamics, there is also a redshift of the  H-bond stretching frequency present 

in the pure water spectrum (175 cm-1 for neat water). These changes have been associated with a 

disruption of water structure at high urea concentrations. The authors have also attributed the slow 

relaxation dynamics at higher concentrations to be associated with confined water molecules. 

In the present study, we have also probed the water-urea system using OKE spectroscopy at 

varying urea concentrations. We have analyzed the entire OKE spectrum in the frequency domain 

to get a better understanding of the urea-water dynamics in the broad GHz-THz region.  
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4.2 Experimental Methods 

 

4.2.1 Samples:  Urea was purchased from Sigma-Aldrich. A stock solution of 9M urea was made 

using Millipore water and filtered using 0.22 µm syringe filter. Solutions of subsequent molarities 

were made by diluting the stock solution. 

4.2.2 Optical Kerr Effect Spectroscopy: The details of the Optical Kerr effect spectroscopy setup 

are given in Chapter 2: Experimental Methods and Data analysis. For data collection, 1mm thick 

quartz cuvettes were used. The autocorrelation curve was approximated from the OKE time signal 

through a 3mm thick CaF2 crystal. Data analysis was done using MATLAB.  

 

4.3 Results and Discussion:  The OKE response for water is significantly less compared to that 

from benzene; this is due to its molecular polarizability being almost isotropic. Thus, the OKE 

signal obtained for water would mostly have contributions from the intermolecular or collision-

induced dynamics. The time transients for water have been seen to follow the stretched behavior 

proposed by MCT, which generally is observed for glass-forming liquids but can also be used to 

explain the spectra of molecular liquids [50],[51]. The stretching parameter obtained on fitting the 

relaxation part to a derivative of a stretched exponential remained constant throughout the 

temperature range studied [50].  

In the frequency domain, the log-log plot of the SD shows that along with a relaxation peak 

attributed to translational diffusion or cage-rattling motion (β relaxation), water has two additional 

intermolecular modes corresponding to the hydrogen bond bend or the transverse acoustic (TA) 

phonon mode and the hydrogen bond stretch or the longitudinal acoustic (LA) phonon mode. 

Beyond 20 THz librational bands start appearing [52]. Understanding water dynamics on its own 

and in the presence of different biologically important solutes is fundamental because water plays 

a crucial role in many biological functions. 
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Figure 1: a) OKE spectral density (SD) of water and their fits to CC (Cole-Cole) and two 

Brownian oscillators (BO) b) the corresponding nuclear time transient with the fits. 

 

 

Figure 1a) shows the frequency-dependent log-log plot of the spectral density of water as 

processed from the OKE time domain data that we obtained. The data fits well to the scheme of 

functions described above. A Cole-Cole function is used to fit the low-frequency shoulder 

corresponding to translational diffusion (β relaxation) with a characteristic timescale of 0.55 ps, 

and two Brownian oscillators fit the hydrogen bond bend and stretch modes. As described in 

Chapter 2, the spectral density is processed by first removing electronic hyperpolarizabilty from 

the time-domain data. Figure 1 b) shows the corresponding nuclear transient of the OKE data.  

Figure 2 shows the GHz-THz spectral density of different concentrations of urea in water 

compared to neat water. The addition of urea to water sees the emergence of a new peak at the 

lowest GHz frequencies, which was earlier attributed to the reorientational diffusion of the urea 

molecules. With the increase in urea concentration, this process increases in amplitude and starts 

to dominate the dynamics. The librational frequencies (around 1-10 THz), on the other hand, do 

not show a corresponding increase with concentration. 
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Figure 2: The spectral density of different concentrations of aqueous urea solutions compared to 

neat water (blue) 

 

 

Generally, all anisotropically polarizable molecular liquids show a similar type of dynamics with 

the α relaxation (or the orientational diffusion) flanking the GHz end of the frequency spectrum, 

the intermediate dynamics (or the β relaxation) due to translational diffusion and the librational 

modes at the higher THz frequencies. As seen from the spectrum of molecular liquids, the 

orientational diffusion band and the librational modes are of the same magnitude since the same 

molecular anisotropic polarizability tensor determines them. Thus it has been argued [53] that if 

the increased amplitude of the GHz band is caused solely by the orientational diffusion of the 

solute molecule, then the librational frequencies should also show changes of equal magnitude, 

which is not the case in these concentrated aqueous urea solutions. The GHz frequency band is 

pretty broad even at lower concentrations of urea, where a significant change in the water structure 

is not expected.  



SNEHA BANERJEE 74 

 

 

Ramakrishnan et al. have studied the aqueous TMAO system [53], their OKE spectral density also 

shows a prominent broad peak at the GHz frequencies. According to the calculations based on the 

Debye-Stokes-Einstein theory, if this band is due to the orientational diffusion, it should follow a 

Debye relaxation and have a peak at 5.4 GHz. Measurements using dielectric relaxation 

spectroscopy have shown the TMAO diffusion peak to be expected at around 8THz [54]. However, 

the OKE SD shows a broad band spanning from 1 to 100 GHz, even at low concentrations. This 

is consistent with what we see in our OKE SD of urea solutions as well. Therefore, this slow 

dynamics is related to the slowing down of the dynamics of water molecules in close interaction 

with the solute molecule.  

The spectral density was fit to a sum of Debye, Cole-Cole, and three Brownian oscillators. The 

Debye function was used to fit the lowest GHz band, while the Cole-Cole function fit the 

intermediate β relaxation. The three Brownian oscillators fit the higher frequency modes. To get a 

clear picture of how the β relaxation and the oscillatory modes change with concentration, we need 

to subtract the reorientational peak and analyze the reduced spectral densities (RSD). Figure 3 

shows the spectral density of 8M urea with the corresponding fit. The SD of 1M urea required a 

sum of Debye, Cole-Cole, and two Brownian oscillators. A third oscillator was also required to fit 

the high-frequency end of the spectrum from beyond this concentration. From 2M to 8 M, a sum 

of Debye, CC, and three oscillators were used. At 8.8 M, the saturated solution of urea, the high-

frequency librational mode (corresponding to the water librational mode), is no longer present, and 

only two oscillators can fit the data along with the relaxation dynamics. The fit parameters are 

summarized in Table1. 
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Figure 3: Spectral density of 8M aqueous urea solution and its corresponding fit to a sum of 

Debye, Cole-Cole, and three Brownian oscillators. 

 

 

The peak at GHz frequency shifts to even lower frequencies with the increase in urea concentration 

in the solution. This is due to the slowing down of the water dynamics. The molecular polarizability 

of water is almost isotropic; hence the OKE response of pure water is very less. The addition of 

urea to water gives rise to a significant increase in the OKE response of the solutions. The slow 

water GHz frequency peak is therefore highly anisotropic, and this is a result of interaction between 

urea and water molecules via highly directional hydrogen bonding. The librational peaks 

(hydrogen bond bend and stretch) are not much perturbed except at the saturated concentration of 

8.8M. The hydrogen bond stretch of water (LA phonon mode) at 8.75 THz shifts to lower 

frequencies till 6M concentration and is totally absent in the 8.8M solution. This is an indication 

that at 8.8M urea solution forms the upper limit, and the water hydrogen structure is disrupted as 

most of the water molecules would in some way be part of a urea solvation shell. We calculated 

the reduced spectral densities (RSD) of the solutions by subtracting the GHz frequency band from 

the spectrum to get a clearer view of the high-frequency modes. Figure 4 shows the RSD of the 

urea solutions compared to the SD of pure water. 
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Figure 4: The reduced spectral density of different concentrations of aqueous urea solutions 

compared to neat water (blue) 

 

 

The RSD shows a marked increase in the amplitude of the intermediate β relaxation mode. With 

increasing urea concentration, the translational diffusion timescale associated with this mode 

becomes slightly faster, initially up to 2M concentration, and then slows down for higher 

concentrations. Also, beyond 1M concentration, an additional oscillator is required to fit the higher 

frequency end of the spectrum. DFT calculations done by Mazur et al. for urea and urea plus 

specific water saw a new mode at 73 cm-1 (~2 THz) corresponding to a Raman active out of plane 

bending mode of the urea-water complex. Another similar mode was found pertaining to urea 

dimers at 99 cm-1 (3 THz). Additional calculations revealed a third mode at a similar position 

arising due to a urea dimer structure connected by two intervening water molecules. The most 

important thing here is that this particular mode (ω2) arises only when the urea molecules are 

hydrogen-bonded either to one another or to water and is not present in the isolated molecule. 
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Therefore the additional librational mode present above 1M urea concentration can be due to urea-

urea or urea-water complexes or both forming an extended hydrogen bond network. For the 

saturated 8.8M urea solution, most of the water molecules are associated with urea causing a 

disruption of the water structure which is evident from Figure 4, which shows a decrease in the 

amplitude of the librational modes compared to the increase in translational diffusion band. The 

spectrum of 8.8M urea is also different in terms of that the hydrogen bond stretch of pure water at 

8.75 THz is absent in the 8.8M saturated urea solution. This is another indication that the water 

dynamics at such a high concentration is totally different from bulk water.  

 

 

 water 1M 2M 4M 6M 8M 8.8M 

A1 (%) -- 0.16 0.55 1.50 1.48 0.81 3.36 

A2 (%) 0.11 0.12 0.35 0.60 0.42 0.20 0.99 

A3 (%) 19.86 8.60 11.65 21.01 25.59 8.14 9.49 

A4 (%) -- -- 43.62 39.89 43.84 54.24 86.16 

A5 (%) 80.03 91.12 43.83 36.99 28.68 36.61 -- 

a 0 0.1 0.16 0.12 0.09 0.06 0.11 

γ1 (THz) 3.86 3.01 2.44 2.86 4.07 4.77 3.03 

γ2 (THz) -- -- 4.36 3.31 3.18 5.34 3.98 

γ3 (THz) 7.16 12.73 4.53 4.67 5.53 4.99 -- 

τ1 (ps) -- 3.68 3.72 4.74 5.20 6.13 7.80 

τ2 (ps) 0.55 0.25 0.37 0.56 0.63 0.88 0.95 

ω1 (THz) 2.39 2.38 1.96 1.98 2.01 1.82 1.59 

ω2 (THz) -- -- 3.22 3.05 2.87 3.27 3.23 

ω3 (THz) 8.75 8.69 6.27 5.66 6.56 9.33 -- 

 

Table 1: Fit parameters of the spectral density of urea solutions and pure water fit to a sum of 

Debye, Cole-Cole, and Brownian oscillators. 
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4.4 Conclusion 

In conclusion, we see that at concentrations used for denaturing proteins, the water dynamics is 

affected by the presence of urea. At all concentrations studied here, we see a prominent peak at the 

GHz frequency corresponding to the slowing down of the dynamics of water molecules associated 

with urea. With increasing urea concentration, this mode shows a marked increase in amplitude, 

and the timescale associated with the dynamics slows down even further. This slowdown indicates 

that these water molecules remain in the solvation shell of urea for a longer time. Beyond 2M, the 

translational diffusion timescales (β relaxation) also show a slight slowing down. The β relaxation 

amplitudes also increase with concentration; this increase is due to the increase in anisotropy due 

to the hydrogen bonding interaction between urea and water molecules. Beyond 1M, the higher 

frequency end sees the emergence of a new mode that has been attributed to urea-urea or urea-

water complexes in previous studies.  

From this study, we can say that the OKE response of urea solutions at all concentrations shows 

solute-induced effects. As pointed out in earlier studies, we also see the existence of two 

concentration regimes. At the lowest concentration of 1M, urea interacts with the water molecules, 

which is evident from the slowdown of the dynamics. But the water structure remains unaffected 

as the librational frequencies are hardly perturbed in this concentration. As the concentration 

increases, we see the slow relaxation modes becoming more prominent at the expense of the 

librational modes. This change in dynamics becomes more prominent from 4M concentration, as 

evident from the increasing amplitude and broadening of the translational diffusion mode (Figure 

4). The hydrogen bond bend and stretch of pure water show a slight redshift in the higher urea 

concentration solutions. All these changes can be associated with the disruption of water structure 

beyond 2M concentration of urea solution. 
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Protein-water interactions and protein denaturation by 

urea 
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5.1 Introduction 

 

Understanding the mechanism of protein folding and unfolding is an active research area in 

biophysical chemistry [1, 2]. The conformational changes occurring in proteins range from sub-

picosecond timescales to beyond seconds [3-5]. Protein motions that take place in milliseconds to 

seconds are called the promoting motions, the timescale characteristic of biochemical reactions; 

they are diffusive in nature. These motions affect the activation free-energy barrier by changing 

the tertiary structure of the protein. Dynamical motions, on the other hand, are fast and take place 

at femtosecond to picosecond timescales. These motions bring about changes in the secondary 

structure of the macromolecule and determine the probability of barrier crossing in the transition 

state [6]. These low-frequency dynamical motions associated with the protein’s structural 

flexibility can be probed with ultrafast spectroscopy [7, 8]  and play an essential role in its folding 

and biological function [9].  

Water is a natural solvent and plays a vital role in many biological processes like enzyme activity, 

protein folding-refolding, and denaturation. Interfacial water has a significant effect on the 

protein’s internal structure and dynamics. It is essential to know the time scales characteristic of 

both the local protein rearrangements and water dynamics within the solvation shell to understand 

the protein-water interactions. Since water dynamics, including the hydrogen bond vibrations, their 

making and breaking, and their rotational and translational diffusion occur in sub-picosecond and 

picosecond timescales, the fluctuations in the water network can serve as an excellent probe to 

understand the solvation of proteins. While probing the structural dynamics of proteins, much 

emphasis has been given to understanding the changes occurring in the protein structure itself; 

thus, we tend to forget the role of the solvent molecules [10]. The folding process itself is mediated 

by the motions of the water molecules [11], causing collective low-frequency modes of protein 

and water to be strongly correlated to each other [12-15]. Protein-water dynamics have also been 

studied by Optical Kerr effect (OKE) spectroscopy. Mazur et al. showed that while at low protein 

concentrations, the water structure is preserved, but a high concentration of protein also disrupts 

the water structure. They also attributed the slowest relaxation to interaction-induced hydrogen 

bonding between protein and water solvating it. This relaxation time increases with the 

concentration of solute, and at high concentrations was even retarded by a factor of eight compared 

to bulk water [16]. Wynne and coworkers also reported collective low-frequency vibrational 
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modes of various globular proteins [6] and of a solvated lysozyme-ligand binding complex [17]. 

They were also able to show a frequency shift in the OKE spectra due to the helix-to-coil 

transformation of a polypeptide [18].  

Protein folding makes the native three-dimensional structure possible that is biologically 

functional. The study of how a protein folds and is held together by different molecular interactions 

is of utmost interest. Similarly, the way proteins are unfolded in the presence of external stress - 

protein denaturation – also plays a crucial role in understanding many critical biological processes.  

Protein misfolding and aggregation causes a large number of neurodegenerative diseases in 

humans. Protein aggregates are oligomeric complexes of misfolded intermediates formed during 

the denaturation process, held together by all kinds of non-covalent interactions. It is still unclear 

whether the unfolding process triggers the aggregation in proteins or oligomerization causes 

conformational changes in the protein. Over the last decade, protein denaturation studies have 

gained importance in understanding protein dynamics and establishing the structural 

understanding that could be used for protein designing. Urea is a chaotropic agent [19-22] and a 

well-known denaturant for proteins [23]. The molecular picture behind urea-induced chemical 

denaturation of the proteins is still poorly understood. Urea may bind with the protein directly, 

competing with the native interactions already present, thereby causing the denaturation. This is 

called the direct mechanism [24-27]. In this case, urea binds to and stabilizes the denatured state 

preferentially, causing the misfolding. The other probable mechanism is called the indirect model, 

where urea affects the structure of the solvent, in this case, water [20, 28-30]. It disrupts the 

structure of water and solvates the hydrophobic protein residues leading to denaturation. 

Ultrafast time-resolved Optical Kerr effect (OKE) spectroscopy is a powerful spectroscopic 

technique to study the hydrogen-bonded structure and dynamics of complex aqueous systems in 

the picosecond time scales. In this study, we investigate the protein-water dynamics and the 

mechanism behind the chemical denaturation of three proteins of different hydrophobicities- 

lysozyme, BSA, and trypsin, by urea. 
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5.2 Experimental Methods 

 

5.2.1 Samples:  Urea was purchased from Sigma-Aldrich. A stock solution of 9M urea was made 

using Millipore water and filtered using 0.22 µm syringe filter. Solutions of subsequent molarities 

were made by diluting the stock solution. Lysozyme, BSA, and trypsin were purchased from 

Sigma-Aldrich and dissolved in water without purification. The samples were filtered with syringe 

filters (0.22 µm pore diameter to remove dust particles and impurities and to prevent light 

scattering. 

 

5.2.2 Optical Kerr Effect Spectroscopy: The details of the Optical Kerr effect spectroscopy setup 

are given in Chapter 2: Experimental Methods and Data analysis. For data collection, 1mm thick 

quartz cuvettes were used. The autocorrelation curve was approximated from the OKE time signal 

through a 3mm thick CaF2 crystal. Data analysis was done using MATLAB.  

 

5.3 Results and Discussion:  

5.3.1 Protein-water dynamics 

a) Lysozyme: Previous theoretical studies on Lysozyme (Lys) have identified a low-frequency 

vibrational mode at 3-4 cm-1 (~ 100 GHz) and have attributed it to a delocalized hinge-bending 

mode that affects the binding cleft [31-33]. Identifying such a low-frequency mode in an aqueous 

solution would be difficult with spectroscopy because such protein mode would be coupled to the 

solvent dynamics, making it overdamped. Crystalline lysozyme studied using Raman and THz 

spectroscopy show peaks at around 1-3 THz [9] [34-36]; however, it is difficult to predict if these 

modes are due to the crystal packing or are of any biological importance. Raman spectroscopy on 

aqueous lysozyme solutions [34, 36, 37] also shows presence of modes in the THz frequency 

region, but their biological relevance is also under scrutiny. Turton et al. have utilized OKE 

spectroscopy and have identified two underdamped delocalized oscillators involving at least a 

dozen protein residues [17]. Their MD simulation, even though it has not been able to reproduce 

the lysozyme spectra, shows the presence of vibrational modes between 1-3 THz region. 
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Figure 1: Spectral density (SD) of aqueous 20 mM (the highest concentration soluble in water) 

Lysozyme compared with the SD of neat water. The lighter pink curve corresponds to the solvent 

subtracted spectra of the same concentration. 

 

 

The OKE spectral density (SD) of 20 mM aqueous lysozyme solution is shown in Figure 1, along 

with the SD of neat water. The solvent subtracted spectrum is also calculated by subtracting the 

pure solvent spectrum from the aqueous solution  spectrum. The solvent subtraction has been done 

keeping in mind the weight percentage of the protein in the solution [6]. 

From the 20 mM Lys SD, the first prominent feature to notice is the presence of slower dynamics 

extending upto 10 GHz. Even for small globular proteins like lysozyme, due to their large moment 

of inertia, their reorientational dynamics will show up around MHz frequencies [38]. The high-

frequency tail of this process, as seen in the previous OKE study [17], is not seen in our spectra. 

The authors have also regarded this high-frequency tail as unreliable. The slow dynamics that we 

do see in our OKE spectra therefore, can be attributed to the retardation of the water molecules 

diffusing within the protein hydration layer. This water dynamics in the protein hydration layer is 

often termed as “slow water”. This slow water diffusion has a characteristic timescale of 5.8 ps. 
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As described in the previous chapters, a sum of Debye, Cole-Cole (CC) and Brownian oscillators 

(BO) have been utilized to fit the aqueous lysozyme spectra (Figure 2). 

 

 

Figure 2: The spectral density of aqueous 20 mM lysozyme solution fitted to a sum of Debye, 

Cole-Cole, and two Brownian oscillators. 

 

 

Figure 3, shows the aqueous lysozyme spectra at a low concentration of 3 mM, compared to neat 

water. This is the lowest concentration of lysozyme in water that we have taken in this study. The 

low concentration SD looks quite different from the high concentration one, in ways that it almost 

resembles the pure water spectrum. The slow diffusive water dynamics is negligible at this 

concentration. Looking at this data, we can say that at these low concentrations, the water structure 

is mostly preserved. The diffusive process timescale of the slow water is concentration-dependent, 

with the increase in the lysozyme concentration, the slow water diffuses at an even slower rate. 

A clearer understanding of the higher frequency modes can be gathered by comparing the reduced 

spectral densities of the two different concentration regimes with the SD of pure water (Figure 4). 
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Figure 3: Spectral density (SD) of aqueous 3 mM Lysozyme compared with the SD of neat 

water. The lighter pink curve corresponds to the solvent subtracted spectra of the same 

concentration. 

 

 

 

 
A1 

(%) 

A2 

(%) 

A3 

(%) 

A4 

(%) 
a 

γ1 

(THz) 

γ2 

(THz) 

τ1 

(ps) 

τ2 

(ps) 

ω1 

(THz) 

ω2 

(THz) 

Water -- 0.11 19.86 80.03 0 3.86 7.16 -- 0.55 2.39 8.75 

Lys 

20mM 
0.09 0.13 19.03 80.76 0.11 3.49 10.91 5.82 0.36 2.39 7.77 

Lys 

3mM 
0.01 0.06 8.76 91.17 0.04 3.67 10.84 2.89 0.48 2.27 8.75 

 

Table 1: The fitting parameters of pure water and the aqueous solution of 20 mM and 3 mM 

lysozyme solutions. 
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A close inspection of the Reduced Spectral Density (RSD) shows that at low concentrations, the 

librational dynamics of water is not perturbed. Although compared to water, the amplitude of the 

higher frequency librational mode has increased, which can be attributed to the increase in 

anisotropy due to interaction between protein surfaces and water molecules. At high concentrations 

of lysozyme, the water dynamics is slightly disrupted, as can be seen from the redshift of the 

librational band and the decrease in the amplitude.   

 

 

 

Figure 4: Reduced Spectral density (RSD) of aqueous 20 mM and 3 mM Lysozyme compared 

with that of neat water.  

 

b) Bovine serum albumin (BSA):  Similarly, for BSA, Figure 5 shows the spectral density of the 

highest concentration soluble in water, 4 mM aqueous BSA solution compared to neat water. As 

in lysozyme, we see a slow diffusive water dynamics, though it appears at a slightly lower 

frequency with a characteristic timescale of 1.75 ps. It differs from the lysozyme spectra in having 

a greater OKE response which can be seen from the increased amplitude of the spectral density 

compared to pure water. The BSA spectral density is also fitted using a sum of Debye, Cole-Cole, 

and two Brownian oscillators (Figure 6). The slow dynamics attributed to the “slow water” 
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diffusing within the protein hydration layer is present at both high and low concentration regimes 

of the BSA. The timescales do not show a marked difference with a change in concentration.  

 

 

Figure 5: Spectral density (SD) of aqueous 4 mM (the highest concentration soluble in water) 

BSA compared with the SD of neat water. The lighter green curve corresponds to the solvent 

subtracted spectra of the same concentration. 

 

 

 
A1 

(%) 

A2 

(%) 

A3 

(%) 

A4 

(%) 
a 

γ1 

(THz) 

γ2 

(THz) 

τ1 

(ps) 

τ2 

(ps) 

ω1 

(THz) 

ω2 

(THz) 

Water -- 0.11 19.86 80.03 0 3.86 7.16 -- 0.55 2.39 8.75 

BSA 

4mM  
0.14 0.23 26.74 72.90 0.04 2.85 5.20 1.75 0.28 2.39 5.62 

BSA 

1mM 
0.04 0.06 11.07 88.83 0 3.77 12.26 1.19 0.26 2.61 9.04 

 

Table 2: The fitting parameters of pure water and the aqueous solution of 4 mM and 1 mM BSA 

solutions. 
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Figure 6: The spectral density of aqueous 4 mM BSA solution fitted to a sum of Debye, Cole-

Cole, and two Brownian oscillators. 
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Figure 7: Spectral density (SD) of aqueous 1 mM BSA compared with the SD of neat water. The 

lighter green curve corresponds to the solvent subtracted spectra of the same concentration. 

 

 

To get a clearer view of the higher frequency dynamics, we analyzed and compared the reduced 

spectral densities of the aqueous solutions of 4 mM and 1 mM BSA with the SD of pure water 

(Figure 8). From the reduced spectral densities, we can see that the water structure is disrupted in 

the presence of BSA. At low concentrations, the structure is still mostly preserved with only slight 

changes. The high concentration, on the other hand, shows a complete disruption of the water 

structure, with the librational frequencies showing a marked redshift. The RSD of 4 mM BSA 

solution looks absolutely different from the SD of pure water. The increased amplitude observed 

in the RSD is due to the increased anisotropy of the protein-water interactions. 
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Figure 8: Reduced Spectral density (RSD) of aqueous 4 mM and 1 mM BSA compared with that 

of neat water.  

 

 

c) Trypsin: The third protein that we have studied using OKE spectroscopy is trypsin. Only one 

concentration (1.4 mM) of this protein was studied because it was very difficult to dissolve the 

protein in water due to the very high hydrophobicity of Trypsin. Figure 9, shows the spectral 

density of 1.4 mM aqueous trypsin solution compared to the SD of pure water. From figure 9, we 

can see that the trypsin SD resembles the water spectra at the higher librational frequencies. But 

compared to the previous proteins, there is no slow dynamics of the diffusing hydration water and 

the β relaxation of the water spectrum (corresponding to the translational diffusion water 

molecules) also shows a marked decrease in the trypsin spectra. 
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Figure 9: Spectral density (SD) of aqueous 1.4 mM (the highest concentration soluble in water) 

trypsin compared with the SD of neat water. The lighter grey curve corresponds to the solvent 

subtracted spectra of the same concentration. 

 

 

A Cole-Cole and two Brownian oscillators were used to fit the Trypsin spectra. The Debye function 

was not used because of the absence of slow dynamics (Figure 10). 

 

 

 
A2 

(%) 

A3 

(%) 

A4 

(%) 
a 

γ1 

(THz) 

γ2 

(THz) 

τ2 

(ps) 

ω1 

(THz) 

ω2 

(THz) 

Water 0.11 19.86 80.03 0 3.86 7.16 0.55 2.39 8.75 

Trypsin 

1.44mM  
0.06 8.75 91.19 0.14 3.74 11.14 0.40 2.30 9.1 

 

Table 3: The fitting parameters of pure water and the aqueous solution of 1.4 mM Trypsin. 
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Figure 10: The spectral density of aqueous 1.4 mM Trypsin solution fitted to a sum of Cole-

Cole and two Brownian oscillators. 

 

 

5.3.2 Protein dynamics in urea solutions: The degree of hydrophobicity of the surface of the 

proteins that we have studied can be ordered as trypsin > lysozyme > BSA, with BSA being the 

most hydrophilic [16]. This also becomes evident when practically making the protein solutions 

in water and in urea water systems. 

Figures11 shows the spectral density of BSA in 8.8 M urea, whereas the SDs of BSA in 6 M urea, 

and in 2 M urea are shown in Figure 12. The solvent subtraction, in this case, is done by subtracting 

the proportionate weight fraction of the particular concentration urea solution spectra from the 

protein urea solution. The idea of looking at the solvent-subtracted spectra is to understand what 

is happening to the solute molecules. Experimentally, in the present OKE spectroscopy setup, it 

would not be possible to separate out the solvent and solute effects. Solvent spectra subtraction 

should essentially solve this issue. But this is not the case; rather solvent spectra subtraction only 

takes out the bulk solvent contribution from the spectra. Therefore the subtracted spectra that are 

being left behind are characteristic of the solute and the solute-solvent solvation dynamics. 
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    b) 

 

 

 

 

 

 

Figure 11: a) The spectral density of BSA in 8.8 M “saturated” urea solution compared to the 

SD of 8.8 M urea solution. b) along with the light green curve corresponding to the solvent 

subtracted spectra. 
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b) c) 

 

 

 

 

 

 

 

Figure 12: a) The spectral density of BSA in 6 and 2 M urea solution compared to the SD of 6 

and 2 M urea solution. b) and c) along with the light green curve corresponding to the solvent 

subtracted spectra. 

 

 

One of the most important feature that is noticeable from the spectral densities of the protein-urea 

solutions (Figures 11 and 12) is that at different urea concentrations, the interaction between the 

protein and the solvent is remarkably different. In this case, the solvent refers to the aqueous urea 

system.  
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In the previous chapter we have learnt that the dominating peak of the urea solutions at the lowest 

frequencies (between 10-100 GHz) correspond to the slowing down of the dynamics of water 

molecules which are in close interaction with urea. In Figure 11, the spectral density of BSA in 

the highest concentration (8.8 M) of urea, the lowest frequency GHz peak shows a tremendous 

decrease when compared to the SD of urea of equivalent molarity. While a decrease in the 

amplitude of the SD is expected since the addition of the solute will bring down the relative 

molarity of urea in the solution. But when the spectral densities are comparedat different 

concentrations, the decrease in the SD amplitude at 8.8 M concentration is not proportionate. 

The solvent subtracted (SS) spectra show a huge negative feature at the lowest frequencies for the 

8.8 M concentration (Figure 11 b), while for the other two concentrations, the SS spectra (Figure 

12 b and c) is almost close to zero with a slight negative feature at the lowest frequencies. The 

high-frequency librational modes, on the other hand, remain unaffected at all concentrations, 

which could suggest that the response from the bulk solvent remains unperturbed. 

Therefore, the interactions between the protein, urea, and water are strongly dependent on the urea 

concentration. In Chapter 4, where we studied the urea-water dynamics, we have seen that from 

2M urea and beyond, the water structure is disrupted by the presence of urea. In the present chapter, 

this aqueous urea system (with a disrupted water network when compared to pure bulk water) is 

our solvent. At the highest concentration of 8.8 M, the only change noticeable on the addition of 

BSA is the marked decrease of the lowest frequency mode. This particular mode in the urea 

solution corresponds to the diffusion of the “slow” water molecules in the hydration shell of urea. 

The marked decrease in the amplitude on the addition of BSA could be due to a decrease in the 

anisotropy polarization,bought about by the direct interaction of urea with the protein. 

At lower concentrations, the addition of protein doesn’t bring out a substantial change in the urea 

spectral density. The decrease in amplitude could be attributed due to the decrease in the relative 

molarity of the solution. At these concentrations, the protein is denatured by urea following the 

indirect mechanism. Figure 13, shows the spectral density of trypsin in 8M urea solution, compared 

to the SD of the equivalent urea concentration. 
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Figure 13: The spectral density of trypsin in 8.8 M “saturated” urea solution compared to the SD 

of 8.8 M urea solution. 

 

 

Here (Figure 13), we see something quite different from what we observed for the BSA in urea 

solution. The addition of trypsin to 8 M urea causes an increase in the spectral density, particularly 

in the lowest frequency region. There is also a slight redshift of the peak, indicating further slowing 

down of  dynamics, and it is also accompanied by a slight broadening of this diffusive peak of the 

slow water. The difference between trypsin and BSA is their hydrophobicity at the surface of the 

macromolecule. While BSA is the most hydrophilic among the three, trypsin is the most 

hydrophobic. This can be the reason behind the increased anisotropy of this mode on the addition 

of trypsin. 

Figure 14 shows the spectral densities of trypsin added to lower concentrations (6 M and 2 M) of 

urea. At 6 M urea concentration, the changes on the addition of trypsin are somewhat similar to 

the 8 M scenario. At 2 M urea concentration, the dynamics are different compared to the higher 

concentrations. The SD across the entire frequency range shows a decrease in amplitude. 
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Figure 14: The spectral density of trypsin in a) 6 M and b) 2 M urea solution compared to the 

SD of 6 M and 2 M urea solution. 
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5.4 Conclusion:  

 

To conclude, we utilized Optical Kerr effect spectroscopy to study the protein-water system and 

consecutively understand the mechanism behind the denaturation of protein by urea. 

The major take-home message from this chapter is that we were able to shed some light on the 

controversial direct/indirect argument of urea denaturation of protein. As we see, the mechanism 

is highly dependent on not only the concentration of the urea solution but also on the type of protein 

that is being denatured. For BSA, at the 8.8 M, we see evidence of the direct interaction of urea 

with the protein, while at lower concentrations, the indirect mechanism comes into play. The 

changes in the spectral densities on the addition of the protein to aqueous urea solution also depend 

on the hydrophobicity of the protein.  

We were also able to understand the effects different proteins have on the water structure at 

different concentrations. At low protein concentrations, the water structure is mostly preserved. 

Increasing the concentrations leads to a redshift of the water librational modes indicating that the 

water structure has been disrupted. This is more pronounced in the case of BSA than in lysozyme. 

Higher protein concentrations also saw an emergence of a low-frequency mode attributed to the 

slow diffusion of the water molecules present in the hydration shell of the protein.  
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Summary and Outlook 
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6.1 The Bigger Picture 

 

The primary motivation behind the work carried out in this thesis was to explore and therefore 

contribute to understanding at least some aspects of the broad regime of intermolecular interactions 

occurring in the liquid phase. The liquid phase itself is dynamic in nature with short-range ordering 

and disordering at slower timescales, which leads to a range of local microscopic environments. 

Many interesting phenomena exist in real life, which is a direct manifestation of intermolecular 

interactions. Using ultrafast spectroscopy, we probed some of these fascinating systems, where 

intermolecular interactions play a significant role, with hopes of getting a clearer picture of the 

dynamics, especially the hydrogen-bond dynamics existing in the liquid state. 

Ultrafast spectroscopy provides remarkable insights into the fast dynamics and structural 

fluctuations occurring in the sub-picosecond and the picosecond timescales. These fast timescales 

are generally characteristic of the fluctuations occurring in the weak non-covalent interactions, the 

most important one being the highly directional hydrogen bonding. Terahertz time-domain 

spectroscopy and Optical Kerr Effect spectroscopy, the spectroscopic techniques utilized in this 

thesis, are excellent probes to help us unravel the intermolecular interaction-induced dynamics in 

the condensed phase. 

Dynamics occurring in different types of molecular liquids and their binary mixtures have garnered 

much attention over the years. One interesting phenomenon that we see in mixtures of molecular 

liquids is the formation of an azeotrope. Azeotropes, or constant boiling mixtures, are liquid 

mixtures of two or more components, having the same concentration in the vapor and the liquid 

phase at one particular temperature. Using ultrafast spectroscopy, we were able to shed some light 

on the molecular level understanding behind the formation of an azeotrope. According to the data 

presented here, we were able to provide experimental proof that the formation of an azeotrope is a 

temperature-driven process. 

Water is the most essential liquid necessary for the existence of life as we know it. The interesting 

properties of water arise from its extensive hydrogen-bonding network, with the molecules 

forming ice-like tetrahedral structures. The effect solutes have on the structure of water is an active 

area of research. Urea is a biologically important solute and has been termed a chaotropic agent; 

here, in this work, we obtained a clear picture of how urea disrupts the structure of water. We were 
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also able to see the effect different proteins have on the dynamics of water. Understanding the 

water dynamics in the presence of solutes like urea is a necessary first step to understand the 

process urea induced denaturation in protein, the mechanism behind it is one of the most 

controversial debates in biophysical chemistry. With spectroscopy in the terahertz regime, we were 

able to see a dependence on urea concentration, and the type of protein used determines the 

mechanism that the denaturation process will follow. 

Terahertz spectroscopy, especially Optical Kerr effect spectroscopy, has therefore proved to be an 

excellent experimental technique to probe the low-frequency dynamics and the structural 

fluctuations occurring in the fast femtosecond-picosecond timescales in complex liquid systems. 

Having said that, OKE spectroscopy does suffer from its own limitations of being a 1D 

spectroscopic technique. The broad OKE or THz spectra obtained generally give a good picture of 

the dynamics of the system, but it is impossible to separate the specific processes that contribute 

to the broadening. The 45◦ polarization geometry utilized here gives us the anisotropic part of the 

polarizability tensor, which is made up of both molecular rearrangements and interaction-induced 

terms. Therefore, the best way to analyze these spectra is by doing a lineshape analysis- fitting the 

broad spectra to a sum of functions to understand the underlying lineshapes at this GHz-THz 

frequency range. 

 

 

 

 


