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Chapter 1

Introduction

The rich story of equidistribution started in the years 1909-1910 by the

work of P. Bohl [5], H. Weyl [50] and W. Sierpinski [43] where they stud-

ied the distribution of the sequence {nα} (mod 1), (for an irrational α) in

the unit interval. Let us recall that a sequence of real numbers {xn} lying

in the interval [0, 1] ⊆ R is said to be uniformly distributed or equidis-

tributed with respect to Lebesgue measure if for any interval [α, β] ⊆ [0, 1],

we have

lim
V→∞

1

V
#{n ≤ V : xn ∈ [α, β]} = β − α,

where # denotes the cardinality. This subject attracted great attention of

mathematicians from all branches of mathematics after Hermann Weyl re-

lated the study of equidistribution to the study of exponential sums in his

1916 paper [51]. Our work is partly motivated by the following result of

Van der Corput (see [27], page no. 176): If for each positive integer s, the

sequence {xn+s − xn} is uniformly distributed (mod 1), then the sequence

{xn} is uniformly distributed (mod 1).

Let us consider the following classical question:

Question 1.0.1. Is the converse of Van der Corput’s result true?
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In other words, if {xn} is uniformly distributed (mod 1), then is it true

that for any positive integer s, the sequence {xn+s − xn} is uniformly dis-

tributed (mod 1)?

The answer to the above question is surprisingly no. For example, con-

sider the well-studied sequence {nα} (mod 1), α is irrational. Write the

sequence as follows:

For a natural number N, define,

Aα(N) = {αn (mod) 1 : 1 ≤ n ≤ N} ⊂ {{nα} (mod 1) : n ∈ N},

and write them as increasing order as follows:

Aα(N) = {0 < x1 ≤ x2 ≤ x3 ≤ · · · ≤ xN < 1} (1.1)

where xN+1 = 1 + x1.

In 1957, Steinhaus conjectured the following fact:

#{xi+1 − xi : 1 ≤ i ≤ N} ≤ 3,

where # denotes the cardinality of the set. There are several proofs of the

above conjecture available in the literature, but the first proof was given

by Vera Sós [44] and [45] in 1958. The above statement is popularly known

as “The three gap theorem”.

In 2002, Vâjâitu and Zaharescu [48] investigated the following question:

Question 1.0.2. Let Aα(N) be as defined in (1.1). Remove as many elements of

Aα(N) as one likes. Then, how large is the cardinality of the consecutive differ-

ences of the resulting set?

More generally, they prove the following:

For any subset Ω(N) ofAα(N), there are no more than (2+
√
2)
√
N distinct
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consecutive differences, that is, if

B(Ω(M)) = {0 ≤ y1 ≤ y2 ≤ · · · ≤ yM < 1 ≤ ym+1 := 1 + y1} ⊂ Aα(N)

then

#{yi+1 − yi : 1 ≤ i ≤M, yi ∈ Ω(M)} ≤ 2
√
2N + 1.

In 2015, using additive combinatorics A. Balog, A.Granville and J. Soly-

mosi [2] improved the bound of above result [48] to 2
√
2N + 1 for any

finite subset of R/Z, where R is the set of real numbers and Z is the set of

integers. In particular for our concerned sequence, they proved that

#B(Ω(N)) ≤ 2
√
2N + 1.

From the above result, we can conclude that for any subsequence say

{yn} = {y1, y2, y3, ...} (arranged in ascending order) of {xn} = {x1, x2, x3, ...},

the consecutive difference {yi+1−yi} is not uniformly distributed (mod 1).

In this thesis we will show that, if a sequence is equidistributed in [−1
2
, 1
2
]

with respect to a probability measure say µ = F (x)dx (for the definition see

Section 2.1), then the fractional parts of gaps of all elements of the sequence

will be equidistributed in [0, 1] with respect to the measure F (x) ∗F (x) dx,

where ∗ is the convolution of the measures.

More explicitly, if we have two sequences say {xn}∞n=1 and {ym}∞m=1 such

that they are equidistributed with respect to probability measures µ1 =

F1(x)dx and µ2 = F2(x)dx respectively in [−1
2
, 1
2
], then the sequence of

fractional parts of gaps between elements of {xn} and {ym}, that is, {xn −
ym}∞n,m=1 (mod 1) is equidistributed in [0, 1] with respect to F1(x)∗F2(x)dx.

We are also able to predict quantitatively the rate of convergence of the

following:

lim
V→∞

1

V 2
#{1 ≤ m,n ≤ V : {xn − ym} mod 1 ∈ [α, β]},

3



where [α, β] is any subinterval of [0, 1], whenever {xn}∞n=1 and {ym}∞m=1

satisfy some conditions that have been described in Theorem 4.1.6. More

generally, we have results for r equidistributed sequences. These results

are stated and proved in the Chapter 4 as Theorem 4.1.1, 4.1.4 and 4.1.6.

We have discussed several applications of our results in Chapter 6.

Let S(N, k) be the space of all holomorphic cusp forms of weight k with

respect to Γ0(N). For any positive integer n, let Tn(N, k) be the nth Hecke

operator acting on S(N, k). Let s(N, k) denote the dimension of the vector

space S(N, k). For a positive integer n ≥ 1, let

{an,i,N , 1 ≤ i ≤ s(N, k)}

denote the eigenvalues of Tn, counted with multiplicity. For any positive

integer n, let T ′
n be the normalized Hecke operator acting on S(N, k), de-

fined as follows

T
′

n :=
Tn

n
k−1
2

.

Consider {
an,i,N

n
k−1
2

, 1 ≤ i ≤ s(N, k)

}
,

the eigenvalues of T ′
n counted with multiplicity. Let p be a prime number

such that p and N are coprime. Then by the theorem of Deligne (see [14])

proving the Ramanujan-Petersson inequality, we know that

ap,i,N ∈ [−2p
k−1
2 , 2p

k−1
2 ].

For each i, choose θp,i,N ∈ [0, π] such that

ap,i,N

p
k−1
2

= 2 cos θp,i,N .

The θp,i,N are called eigenangles.
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In Chapter 2, we discuss all the preliminaries we require. In Chapter 3,

we discuss Eichler-Selberg trace formula and Kuznetsov trace formula. In

Chapter 4, we discuss the distribution of gaps between equidistributed

sequences. In Chapter 5, we prove a variant of the Erdös-Turán Inequal-

ity. In Chapter 6, we study the distribution of gaps between eigenangles

of Hecke operators. Using results of Murty and Sinha [32], Murty and

Srinivas [33] have recently proved the following results

#{(i, j), 1 ≤ i, j ≤ s(N, k) : θp,i,N ± θp,j,N = 0}

= O

(
(s(N, k))2

(
log p

log kN

))
.

Note that taking k and N sufficiently large, the above result gives a little

evidence towards the Maeda and Tsaknias conjectures.

For N = 1, the famous Maeda conjecture (see [19]) predicts that the polyno-

mial
∏s(N,k)

i=1 (x− ap,i,1) is irreducible over Q. It also predicts that the Galois

group of minimal polynomial of Tn is the full symmetric group Sd, where

d is the dimension of S(1, k). Based on computational data, Tsaknias (see

[46]) predicts that for a fixed level N > 1, the above polynomial is a prod-

uct of bounded numbers of irreducible polynomials viewed as a function

of k. In this thesis, we can get the measure with respect to which the differ-

ences of eigenangles of Hecke operators are equidistributed. As a special

case to our result, we obtain the result of Murty and Srinivas. We could

also get an error term (see Chapter 6, Theorems 6.1.1, 6.1.3). We also dis-

cuss similar results for primitive Maass forms (see Theorems 6.2.1, 6.2.2).

In the case of primitive Maass forms, we have assumed the Ramanujan

bound.

Chapter 7 is a report on recent joint work with M. Ram Murty, where we

have given a multiplicity one theorem for Hecke eigenforms. We also dis-
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cuss a prove of the Joint Sato-Tate conjecture. The contents of this chapter

are independent of the content of the previous chapters.
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Chapter 2

Preliminary concepts

The study of Fourier coefficients of modular forms is of great interest

to number theorists and others because the coefficients carry interesting

pieces of information about modular forms. In this thesis, we will study

some statistical properties of the Fourier coefficients of modular forms and

Maass forms.

2.1 Equidistribution and its Extensions

Definition 2.1.1. A sequence of real numbers {xn}∞n=1 is said to be uniformly

distributed modulo 1 or equidistributed mod 1 with respect to the Lebesgue

measure if for every pair of real numbers a, b with 0 ≤ a ≤ b ≤ 1, we have

lim
N→∞

]{n ≤ N : (xn) ∈ [a, b]}
N

= b− a,

where (xn) := xn − [xn] denotes the fractional part of xn.

Note that in the above expression, b− a is the Lebesgue measure of the in-

terval [a, b]. More generally equidistribution can be defined for any prob-

ability measure as follows:
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Definition 2.1.2. A sequence of real numbers {xn}∞n=1 is said to be equidis-

tributed (mod 1) with respect to a probability measure µ if for every pair of real

numbers a, b with 0 ≤ a ≤ b ≤ 1, we have

lim
N→∞

]{n ≤ N : (xn) ∈ [a, b]}
N

= µ([a, b]),

where (xn) := xn − [xn] denotes the fractional part of xn.

The above definition can be generalized to any unit interval as follows:

Definition 2.1.3. Let [α, β] ⊂ R be any interval of unit length. A sequence of

real numbers {xn}∞n=1 is said to be equidistributed in [α, β] with respect to a

probability measure µ if for every pair of real numbers a, b with α ≤ a ≤ b ≤ β,

we have

lim
N→∞

]{n ≤ N : (xn) ∈ [a, b]}
N

= µ([a, b]).

Remark 2.1.4. In this thesis, the sequences of interest to us are equidistributed

in the interval [−1
2
, 1
2
].

The above definition can be rewritten as follows:

A sequence {xn} of real numbers is said to be uniformly mod 1 if and only

if for every interval I ⊂ [0, 1],

lim
N→∞

1

N

N∑
n=1

χI(xn) =

∫ 1

0

χI(x)dµ(x).

Equivalently, for all (complex valued) Riemann integrable functions f(x)

of period 1,

lim
N→∞

1

N

N∑
n=1

f(xn) =

∫ 1

0

f(x)dµ(x).

In particular, whenever dµ(x) = dx, for all non-zero m ∈ Z,

lim
N→∞

1

N

N∑
n=1

e2πimxn = 0.
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In 1916, Weyl (see [51]) proved that the above condition is sufficient cri-

terion for uniform distribution. More explicitly, he proves the following

result now known as Weyl’s Criterion:

Theorem 2.1.5. A sequence {xn} is uniformly distributed mod 1 if and only if

cm := lim
N→∞

1

N

N∑
n=1

e(mxn) = 0

for every m ∈ Z, m 6= 0, e(t) = e2πit.

The necessary part is clear from the previous discussion. To prove the

sufficient part we use Weierstrass approximation theorem that says every

continious function can be approximated by trigonometric polynomials.

For detail of the proof, see [27], page 172.

As an application of Weyl’s theorem, one can derive the following:

Theorem 2.1.6. If θ is irrational then {(nθ)} is uniformly distributed mod 1.

For a proof see [27], exercise 11.1.8. The definition of equidistribution of

a sequence can be extended to the notion of equidistribution of sets as

follows

Definition 2.1.7. A sequence of finite multisets An with ]An → ∞ counted

with multiplicity is said to be equidistributed mod 1 with respect to a probability

measure µ if for every continuous function f on [0, 1], we have

lim
n→∞

1

]An

∑
t∈An

f(t) =

∫ 1

0

f(x)dµ

In this case the Weyl limits can be defined as follows:

Definition 2.1.8. For m ∈ Z,

cm := lim
n→∞

1

]An

∑
t∈An

e(mt).

9



Remark 2.1.9. When µ is the Lebesgue measure and An = {x1, x2, ..., xn}, the

above definition is same as the classical definition of uniform distribution mod 1

as in Definition 2.1.1

In 1928, Schoenberg [37] and in 1924 Wiener [52] independently gave a

necessary and sufficient criterion for equidistribution of a sequence in [0, 1]

with respect to some positive continuous measure in terms of the Weyl

limit (see [22, Theorem 7.5] or [27, 11.3.3]). In the context of set equidis-

tribution we also have the Wiener-Schoenberg theorem (see [27, Theorem

11.6.16]) as follows. We follow the presentation of page 195 of [27].

Theorem 2.1.10. Let {An} be a sequence of sets as mentioned above. The se-

quence {An} is equidistributed with respect to some positive continuous measure

if and only if for all m ∈ Z the Weyl limits cm defined as above exist and

N∑
m=1

|cm|2 = o(N) as N → ∞.

Proof. Consider the sequence of finite multisets {An} such that #An → ∞
as n → ∞ is equidistributed in [0, 1] with respect to some positive con-

tinious measure µ. Then by definition, we know that for any continuous

function f : [0, 1] → C,

lim
n→∞

1

]An

∑
t∈An

f(t) =

∫ 1

0

f(x)dµ.

In particular, choosing f = e(mx), we have

cm = lim
n→∞

1

]An

∑
t∈An

e(mt) =

∫ 1

0

e(mx)dµ.

Hence, the Weyl limit cm exist for all m ∈ Z. Moreover,

10



lim
N→∞

1

N

N∑
m=1

|cm|2 = lim
N→∞

1

N

N∑
m=1

∫ 1

0

∫ 1

0

e(m(x− y))dµ(x)dµ(y).

Interchanging the sum and integral, the above is equal to

lim
N→∞

∫ 1

0

∫ 1

0

(
1

N

N∑
m=1

e(m(x− y))dµ(x)dµ(y)

)
.

Note that,

lim
N→∞

1

N

N∑
m=1

e(m(x− y)) =

{
0 if x− y /∈ Z
1 otherwise.

Since
∣∣∣ 1N ∑N

m=1 e(m(x− y))
∣∣∣ is bounded by 1, by dominated convergence

theorem , we can interchange the limit and integral. After interchanging

the limit and integral the required limit is zero, because the measure of the

set {(x, y) ∈ [0, 1]2 : x− y ∈ Z} is zero.

Conversely, suppose that

lim
N→∞

1

N

N∑
m=1

|cm|2 = 0,

then by the Riesz representation theorem there exist a measurable function

g(x) such that

cm =

∫ 1

0

e(mx)dg(x).

Hence,

0 = lim
N→∞

1

N

N∑
m=1

|cm|2

=

∫ 1

0

∫ 1

0

lim
N→∞

1

N
e(mx)e(−my)dg(x)dg(y)

=

∫ 1

0

∫ 1

0

lim
N→∞

1

N
e(m(x− y))dg(x)dg(y).

11



that is ∫ 1

0

∫ 1

0

f(x− y)dg(x)dg(y) = 0,

where

f(x− y) =

{
0 x− y /∈ Z
1 otherwise.

Now we will show that g is continuous. Let us assume that g is not con-

tinuous. In particular, let g has a jump discontinuity at a ∈ (0, 1). Then,∫ 1

0

∫ 1

0

f(x− y)dg(x)dg(y) ≥ [µ(a+)− µ(a−)]2 > 0,

which is a contradiction to the fact that the double integral is zero. Hence,

g is continuous. Now choosing µ(x) =
∑∞

m=−∞ cme(mx), we have for any

[α, β] contained in [0, 1],

lim
N→∞

1

N
#{n ≤ N : xn ∈ [α, β]} =

∫ β

α

µ(x)dx.

Hence, the sequence of multisets {An} is equidistributed with respect to

the positive continuous measure µ.

2.2 Fourier Analysis

According to our need, let us recall some facts from Fourier analysis in

this section. The reader may refer to [35] for detailed study. For our con-

venience, let us define:

e(x) := e2πix.

Let f be a periodic and integrable function of period 1 on R. The Fourier

series of f is given by

f(x) =
∞∑

n=−∞

f̂(n)e (nx) ,

12



where f̂(n) are called the Fourier coefficients, defined as

f̂(n) :=

∫ 1

0

f(x)e (−nx) , n ∈ Z.

Let fi, 1 ≤ i ≤ r be r integrable functions on R of period 1. Define the

convolution of r periodic integrable functions of period 1 on R, denoted

as

f1 ∗ f2 ∗ · · · ∗ fr : R → C

as follows:

f1 ∗ · · · ∗ fr(y) (2.1)

:=

∫ 1

0

. . .

∫ 1

0

f1(y1)f2(y2) . . . fr(y − y1 − y2 − · · · − yr−1)dyr−1dyr−2 . . . dy1.

Among the many interesting properties that convolution of periodic inte-

grable functions satisfies, the following property serves our purpose:

(f1 ∗ f2 ∗ · · · ∗ fr)∧(n) = f̂1(n)f̂2(n) . . . f̂r(n). (2.2)

In particular, for r = 2,

(f1 ∗ f2)∧(n) = f̂1(n)f̂2(n).

As the above property is important for us, we will give a proof of the above

fact for r = 2.

(f1 ∗ f2)∧(n) =

∫ 1

0

∫ 1

0

f1(y1)f2(y − y1)e
−2πinydy1dy

=

∫ 1

0

∫ 1

0

f1(y1)e
−2πiny1f2(y − y1)e

−2πin(y−y1)dy1dy

Using Fubini’s theorem, the above equals∫ 1

0

f1(y1)e
−2πiny1dy1

∫ 1

0

f2(y − y1)e
−2πin(y−y1)dy

13



= f̂(n)ĝ(n).

For r > 2, we can prove similarly.

The following theorem can be concluded from the famous Riesz-Fischer

theorem (see [35], page 91):

Theorem 2.2.1. [Riesz-Fischer]

Let {an} be a sequence of real numbers. If

∞∑
n=−∞

|an|2 <∞,

then there exists a unique periodic square Lebesgue integrable function f, that is

f ∈ L2[0, 1] such that

f(x) =
∞∑

n=−∞

ane(nx), that is f̂(n) = an.

2.3 Beurling-Selberg Polynomials

Let χI(x) be the characteristic function of the interval I = [a, b] contained

in [0, 1]. For a positive integer M , define MM(x) to be the Fejer’s Kernel,

defined as below:

MM(x) =
∑

|n|<M

(
1− |n|

M

)
e(nx) =

1

M

(
sinπMx

sin πx

)2

.

The Mth order Beurling polynomials are defined as follows:

B∗
M(x) =

1

M + 1

M∑
n=1

(
n

M + 1
− 1

2

)
MM

(
x− n

M + 1

)

+
1

2π(M + 1)
sin (2π(M +1)x)− 1

2π
MM+1 (x) sin 2πx+

1

2(M + 1)
MM+1 (x).

14



For an interval [a, b], the Mth order Selberg polynomials are defined as

below:

S+
M(x) = b− a+B∗

M(x− b) +B∗
M(a− x)

and

S−
M(x) = b− a+B∗

M(b− x) +B∗
M(x− a)

It is clear that both the above polynomials are trigonometric polynomial

of degree at most M .

We will investigate some properties of Beurling-Selberg polynomials. The

following result was observed by Beurling. It was Vaaler [47] who pre-

sented Beurling’s result in the following language. We follow the presen-

tation of [27, Theorem 11.4.3].

Theorem 2.3.1. Let

sgn(z) =

{
1 if Re(z) ≥ 0,
−1 otherwise.

If

B(z) =

(
sin πz

π

)2
(

∞∑
n=0

1

(z − n)2
−

∞∑
n=1

1

(z + n)2
+

2

z

)
then,

1. B(z) is entire.

2. B(x) ≥ sgn(x), for all real x.

3. B(z) = sgn(z) + O
(

e2π|Imz|

|z|

)
.

4.
∫∞
−∞(B(x)− sgn(x))dx = 1.
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Proof: To prove 1., it is enough to notice that (sin πz)2 is entire with zeros

of order 2 at all integers and(
∞∑
n=0

1

(z − n)2
−

∞∑
n=1

1

(z + n)2
+

2

z

)
is holomorphic in C − {Z − {0}}. It has poles of order two at all non-zero

integers. All the poles of(
∞∑
n=0

1

(z − n)2
−

∞∑
n=1

1

(z + n)2
+

2

z

)
are getting cancelled by the zeros of sin πz. Hence, B(z) is entire.

Now we will prove 2.. To prove the above claim we first observe the fol-

lowing:

(
sin πz

π

)2 n=∞∑
n=−∞

1

(z − n)2
= 1, z /∈ Z.

For x > 0 we also have

∞∑
n=1

1

(x+ n)2
≤

∞∑
n=1

∫ x+n+1

x+n−1

du

u2

=

∫ ∞

x

du

u2
=

1

x
=

∞∑
n=0

∫ x+n+1

x+n

du

u2

≤
∞∑
n=0

1

(x+ n)2
.

Now for Re z ≥ 0,

B(z)− sgn(z) =

(
sin πz

π

)2 ∞∑
n=0

1

(z − n)2

−
(
sin πz

π

)2 ∞∑
n=1

1

(z + n)2
+

(
sin πz

π

)2
2

z
− sgn z.
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=

(
sin πz

π

)2
(

∞∑
n=0

1

(z − n)2
−

∞∑
n=1

1

(z + n)2
+

2

z

)
− sgn(z)

=

(
sin πz

π

)2
(
2

z
+

∞∑
n=0

1

(z − n)2
−

−1∑
n=−∞

1

(z − n)2
−

∞∑
n=1

1

(z + n)2

)
− 1

=

(
sin πz

π

)2
(
2

z
+

∞∑
n=0

1

(z − n)2
− 2

−1∑
n=−∞

1

(z − n)2

)
− 1

=

(
sin πz

π

)2
(
2

z
− 2

∞∑
n=1

1

(z + n)2

)
.

Now when z is real (say x), we have

B(x)− sgn(x) ≥
(
sin πx

π

2
)(

2

x
− 2

x

)
≥ 0.

Similarly, for Re z < 0,

B(z)− sgn(z)

=

(
sin πz

π

)2
(
2

z
+ 2

∞∑
n=0

1

(z − n)2

)

=

(
sin πz

π

)2
(
2

z
+ 2

{
∞∑
n=0

1

(z − n)2
+

−1∑
n=−∞

1

(z − n)2
−

−1∑
n=−∞

1

(z − n)2

})

=

(
sin πz

π

)2
(
2

z
− 2

∞∑
n=1

1

(z + n)2

)
+ 2.

Now if z is real (say x), we have

B(x)− sgn(x) ≥
(
sin πx

π

)2(
2

x
− 2

x

)
+ 2

≥ 0.
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Hence,

B(x)− sgn(x) ≥ 0 for real x.

To prove 3., observe that

sin2 πz = O(e2π|Im(z)|).

In addition, for x, y > 0, we have

∞∑
n=0

1

(x+ n)2 + y2
≤ 1

x2 + y2
+ min

(∫ ∞

0

dt

(x+ t)2
,

dt

(t2 + y2)2

)

=
1

x2 + y2
+ min

(
1

x
,
π

2y

)
.

Hence ∞∑
n=1

1

|z + n|2
= O

(
1

|z|

)
, for Re(z) ≥ 0 ,

and ∞∑
n=0

1

|z − n|2
= O

(
1

|z|

)
, for Re(z) < 0 .

Combining all above facts, we get 3..

We now prove 4..

Proof. We know,∫ ∞

−∞
(B(x)− sgn(x))dx = lim

A→∞

∫ A

−A

(B(x)− sgn(x))dx.

Now,∫ A

−A

(B(x)− sgn(x))dx =

∫ 0

−A

(B(x)− sgn(x))dx+

∫ A

0

(B(x)− sgn(x))dx

=

∫ A

0

(B(x) +B(−x))dx

18



=

∫ A

0

(
sinπx

π

)2
{(

∞∑
n=0

1

(x− n)2
−

∞∑
n=1

1

(x+ n)2
+

2

x

)

+

(
∞∑
n=0

1

(−x− n)2
−

∞∑
n=1

1

(−x+ n)2
− 2

x

)}
dx

=

∫ A

0

(
sinπx

π

)2
{

1

x2
+

∞∑
n=1

1

(x− n)2
−

∞∑
n=1

1

(x+ n)2

+
1

x2
+

∞∑
n=1

1

(x+ n)2
−

∞∑
n=1

1

(x− n)2

}
dx

=

∫ A

0

(
sinπx

π

)2(
2

x2

)
dx

= 2

∫ A

0

(
sin πx

π

)2

dx

Hence,

lim
A→∞

∫ A

0

(B(x)− sgn(x))dx = 2

∫ A

0

(
sinπx

π

)2

dx = 1.

Selberg (see [38, page 213-218]) used Beurling polynomials to approximate

the characteristic function of an interval. More precisely,

Theorem 2.3.2. Selberg,(1970) Let I = [a, b] be an interval and χI be its charac-

teristic function. Then there are continuous functions S+(x) and S−(x) in L1(R)
such that

S−(x) ≤ χI(x) ≤ S+(x)

with Ŝ±(t) = 0, for |t| ≥ 1. In addition,

∫ ∞

−∞

(
χI(x)− S−(x)

)
dx = 1
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and

∫ ∞

−∞

(
S+(x)− χI(x)

)
dx = 1.

Proof: We know that

B(z) =

(
sin πz

π

)2
(

∞∑
n=0

1

(z − n)2
−

∞∑
n=1

1

(z + n)2
+

2

z

)
.

Let

S+(x) =
1

2
(B(x− a) +B(b− x)).

Thus,

S+(x) ≥ 1

2
(sgn(x− a) + sgn(b− x)) = χI(x)

as we have

B(x− a) ≥ sgn(x− a) and B(b− x) ≥ sgn(b− x).

1

2
(B(x− a) +B(x− b)) ≥ 1

2
(sgn(x− a) + sgn(b− x))

and so

S+(x) ≥ 1

2
(sgn(x− a) + sgn(b− x)).

Hence, ∫ ∞

−∞
(S+(x)− χI(x))dx = 1

as ∫ ∞

−∞
(S+(x)− χI(x))dx =

1

2

∫ ∞

−∞
[(B(x− a) +B(x− b))− χI(x)]dx.

But again,

χI(x) =
1

2
{sgn(x− a) + sgn(b− x)}. (2.3)
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Using (2.3), we have∫ ∞

−∞
(S+(x)− χI(x))dx =

1

2

∫ ∞

−∞
[(B(x− a) +B(x− b))− {sgn(x− a) + sgn(b− x)}]dx

=
1

2
+

1

2
= 1.

We get the above equality by using Theorem 2.3.1. And from above it

is also clear that S+(x) ∈ L1(R). Since S+(x) is a restriction of an entire

function, it is continuous.

Now we will show that for t > 1,

Ŝ+(t) =

∫ ∞

−∞
S+(x)e(−tx)dx = 0. (2.4)

Let J(A,B) =
∫ B

−A
S+(x)e(−tx)dx.

To prove (2.4), we will begin by proving the following:

J(A,B) =

∫ B

−A

S+(x)e(−tx)dx = O

(
1

A
+

1

B

)
as A,B → ∞.

By contour integration,∫ B

−A

S+(x)e(−tx)dx =

∫ −A−iT

−A

S+(x)e(−tx)dx

+

∫ B−iT

−A−iT

S+(x)e(−tx)dx+
∫ B

B−iT

S+(x)e(−tx)dx. (2.5)

First we will estimate the second integral on the right-hand side of (2.5).

∫ B−iT

−A−iT

S+(x)e(−tx)dx =
1

2

∫ B−iT

−A−iT

(B(x− a) +B(b− x))e(−tx)dx

=
1

2

∫ B−iT

−A−iT

B(x− a)e(−tx)dx+ 1

2

∫ B−iT

−A−iT

B(b− x)e(−tx)dx.

(2.6)
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Substituting x− iT +a and −x+ iT + b in place of x in the first and second

integral respectively of (2.6), we have

∫ B−iT

−A−iT

S+(x)e(−tx)dx �
∫ B

′

A′
|B(x− iT )|e−2πtTdx

�
∫ B

′

A′
e2πT e−2πtTdx,

where A′
= A+ max{|a|, |b|} and B

′
= B + max{|a|, |b|}.

The last inequality is by using the previous theorem, that is

B(z) = sgn(z) + O

(
e2π|Im(z)|

|z|

)
.

Hence,

∫ B−iT

−A−iT

S+(x)e(−tx)dx�
∫ B

′

A′
e2πT e−2πtTdx.

Now, since t > 1, the above integral goes to 0, whenever T → ∞.

Now we estimate the first and third integrals.

For z = −A+ iy and A > |a|,

B(z−a) = B(−A+iy−a) = B(−A−a+iy) = sgn(−A−a+iy)+O

(
e−2πy

A

)
.

For A > |b|,

B(b− z) = B(b+ A− iy) = sgn(b+ A− iy) + O

(
e−2πy

A

)
.

So,

S+(z) � e−2πy

A
.

22



The first integral on the right hand side of (2.5) is

� 1

A

∫ 0

−∞
e−2πye2πtydy � 1

A
.

Similarly we can estimate the last integral on the right-hand side of (2.5).

J(A,B) = O

(
1

A
+

1

B

)
.

Now letting A,B → ∞, we have shown that Ŝ+(t) = 0, for t > 1.

For t < 1, we can use the fact Ŝ+(−t) =
¯̂
S+(t) and deduce the desired

result.

Using continuity of S+, the proof for t = ±1 follows. Now defining

S−(x) = −1

2
(B(x− a) +B(x− b))

and proceeding analogously we get the required result.

Note that, for any δ > 0, choosing S±(x) for the interval [δa, δb], we have

Ŝ±(t) = 0 for |t| > δ and∫ ∞

∞
(χI(x)− S−(x)) =

∫ ∞

∞
(S+(x)− χI(x)) =

1

δ
.

Since S± is continuous, the crux of the above discussion is that the charac-

teristic function of any interval in R can be approximated by a continuous

function. For detail see Exercise 11.4.5 of [27]. Moreover, from the work of

Vaaler (see [27]), we have the following facts:

For all M ≥ 1

(a) For a subinterval [a, b] of [0, 1],

S−
M(x) ≤ χI(x) ≤ S+

M(x).
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S±
M(x) =

∑
0≤|m|≤M Ŝ±

m(m)e(mx)

(b)

Ŝ±
M(0) = b− a± 1

M+1
.

When M 6= 0,

|Ŝ±
M(m)| ≤ 1

M+1
+ min{b− a, 1

π|m|}.

(c)

||S±
M(x)− χ(x)||L1 ≤

1

M + 1
.

Using above, we can conclude that

|Ŝ±
M(n)− χ̂I(n)| ≤ ||S+

M − χ(x)||L1 ≤
1

M + 1
.

(d)

For n 6= 0, note that

|χ̂I(n)| =
∣∣∣∣sin πn(b− a)

πk

∣∣∣∣ ≤ min
(
b− a,

1

π|n|

)
.

For 0 < |n| < M ,

|Ŝ±
M(n)| ≤ 1

M + 1
+ min

(
b− a,

1

π|n|

)
.

The above result follows from following facts combining with (c):
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2.4 Erdös-Turán inequality

In 1948 Erdös and Turán gave an effective version of the Weyl’s criterion.

The following version of the Erdös-Turán inequality can be found in [27].

Let {xn}∞n=1 be a sequence. For any natural numberN and an interval (a, b)

in R, define the discrepancy DN of the sequence {xn}∞n=1 as

DN :=
sup

0 ≤ a < b ≤ 1

∣∣∣∣#{n ≤ N : a ≤ xn ≤ b}
N

− (b− a)

∣∣∣∣ .
Theorem 2.4.1. (Erdös-Turán, 1948) For any integer M ≥ 1,

DN ≤ 1

M + 1
+ 3

M∑
m=1

1

Nm

∣∣ N∑
n=1

e2πimxn
∣∣.

There are several proofs of the above inequality. In [25] Montgomery gives

a proof using Beurling-Selberg polynomials (see [27, Theorem 11.4.8]).

Generalizing the idea implicit in Montgomery’s work, Murty and Sinha

have proved the following variant of Erdös-Turán inequality in ( [32, The-

orem 8]).

Theorem 2.4.2. [Murty-Sinha] Let I = [a, b] ⊂ [0, 1] and cm’s are the Weyl

limits given by Definition 2.1.8. Let

µ = F (x)dx,

where

F (x) =
∞∑

m=−∞

cme(mx).

Define

NI(V ) := #{n ≤ V : xn ∈ I}

and

DI,V (µ) := |NI(V )− V µ(I)|.
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Then,

DI,V (µ) ≤
V ||µ||
M + 1

+
∑

1≤|m|≤M

(
1

M + 1
+min

(
b− a,

1

π|m|

)) ∣∣∣∣∣
r∑

n=1

e(mxn)− V cm

∣∣∣∣∣
where ||µ|| = Sup

x∈[0,1] |F (x)|.

We will follow the presentation of [32].

Proof. Let χI be the characteristic function of interval I. Then by Theorem

2.3.2

S−
M(xn) ≤ χI(xn) ≤ S+

M(xn). (2.7)

Taking sum over all terms of (2.7), we get∑
n≤V

S−
M(xn) ≤

∑
n≤V

χI(xn) ≤
∑
n≤V

S+
M(xn).

Since S±
M(x) is a periodic and entire function, hence by Fourier’s theory,

we have ∑
n≤V

S±
M(xn) =

∑
|m|≤M

Ŝ±
M(m)

∑
n≤V

e(mxn).

Subtracting
∑

|m|≤M Ŝ±
M(m)V cm from both the sides, we get∑

n≤V

S±
M(xn)− V

∑
|m|≤M

Ŝ±
M(m)cm =

∑
1≤|m|≤M

Ŝ±
M(m)

∑
n≤V

(e(mxn)− V cm) .

Taking the absolute value on both sides, we get∣∣∣∣∣∣
∑
n≤V

S±
M(xn)− V

∑
|m|≤M

Ŝ±
M(m)cm

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑

|m|≤M

Ŝ±
M(m)

∑
n≤V

(e(mxn)− V cm)

∣∣∣∣∣∣ .
So,∣∣∣∣∣∣
∑
n≤V

S±
M(xn)− V

∑
|m|≤M

Ŝ±
M(m)cm

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣

∑
1≤|m|≤M≤V

Ŝ±
M(m)

∑
n≤V

(e(mxn)− V cm)

∣∣∣∣∣∣ .
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Since Ŝ±
M(m)cm = 0 for |m| > M, without loss of generality we can extend

the sum
∑

|m|≤M Ŝ±
M(m)cm to

∑
m∈Z Ŝ

±
M(m). Then,

∑
m

Ŝ±
M(m) =

∑
m

∫ 1

0

S±
m(x)e(−mx)dx.

Now interchanging the sum and integral, we have∑
m

Ŝ±
M(m) =

∫ 1

0

S±
M(x)dµ.

Now from (c), we have∣∣∣∣∫ 1

0

(S±
M(x)− χI(x))dµ

∣∣∣∣ ≤ ||µ||
M + 1

and

Ŝ±
M(m) ≤ 1

M + 1
+min

(
b− a,

1

π|n|

)
.

In Section 2.5 and Section 2.6 we review definitions and properties of cusp

forms and Maass forms respectively. We also review the definition and

properties of Hecke operators acting on all these spaces respectively. Based

on our need, we will state several results without giving proof, but for a

concerned reader, we will give reference for details.

2.5 Modular Forms and Hecke operators

In this section, we will review basic definitions and facts about modular

forms. For details, the reader may consult [28] and [20]. Let us start with

the following notation:

Let H be the upper half plane, defined as

H := {x+ iy : x, y ∈ R, y > 0}.
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For a commutative ring R with unity, define

GL+
2 (R) :=

{(
a b
c d

)
: a, b, c, d ∈ R and ad− bc > 0

}
.

Let Q be the set of rational numbers. Define the action of GL+
2 (Q) on H as

follows:

For any γ =

(
a b
c d

)
∈ GL+

2 (Q) and z ∈ H,

γz :=
az + b

cz + d
.

Now, for any positive integer k and a meromorphic function f defined on

H, define

f |kγ(z) = (det γ)
k
2 f(γz)(cz + d)−k.

Define

SL2(Z) :=
{(

a b
c d

)
: a, b, c, d ∈ Z and ad− bc = 1

}
.

Let Γ be a subgroup of finite index in SL2(Z). Let f be a holomorphic

function on H such that

f |kγ(z) = f(z) for all γ ∈ Γ.

Since Γ has finite index in SL2(Z), there exists a positive integer, say l, such

that (
1 1
0 1

)l

=

(
1 l
0 1

)
∈ Γ.

Hence,

f(z + l) = f(z) for all z ∈ H.

That is f is of period l. So, f has a Fourier series expansion at ∞,

f(z) =
∞∑

n=−∞

an(f)q
n
l , q = e2πiz. (2.8)
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Definition 2.5.1. A function f as defined above is said to be holomorphic at

infinity if

an = 0 for all n < 0 in (2.8).

Definition 2.5.2. A function f as defined above is said to vanish at infinity if

a0 = 0 in (2.8).

Since the above defined action is a transitive action in Γ, for any γ
′ ∈

SL2(Z), (γ
′
)−1Γγ

′ has finite index in SL2(Z) and f |kγ
′
(z) is also periodic.

Hence it has a Fourier series expansion at infinity,

f |kγ
′
(z) =

∞∑
n=−∞

an(f |kγ
′
)q

n
l .

With the above notations and definitions, we will define modular forms.

Definition 2.5.3. Let k ∈ Z. A function f on H is said to be a modular form of

weight k with respect to Γ if

(i) f is holomorphic on H.

(ii) f(γz) = (cz + d)kf(z) for all γ =

(
a b
c d

)
∈ Γ.

(iii) fk|γ(z) is holomorphic at ∞ for all γ ∈ SL2(Z).

Remark 2.5.4. Let Γ be a congruent subgroup of SL2(Z) of level N. Let qN =

e
2πiz
N for z ∈ H. Let f : H ⇒ C satisfies (i) and (ii) in Definition 2.5.3 and in the

Fourier expansion f(z) =
∑∞

n=0 anq
n
N , the coefficients satisfies

|an| ≤ cnrfor some constant c, r ∈ R+.

Then fk|γ(z) is holomorphic at ∞ for all γ ∈ SL2(Z). (see Proposition 1.2.4 of

[15].)

Definition 2.5.5. We say that f vanishes at the cusps if f |kγ
′ vanishes at

cusps for all γ′ ∈ SL2(Z).
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Definition 2.5.6. A function f as defined above is said to be a cusp form of

weight k with respect to Γ if

(i) f is a modular form of weight k with respect to Γ.

(ii) f vanishes at the cusps.

Remark 2.5.7. To check whether f vanishes at the cusps, it is sufficient to check

that the constant term in the Fourier series expansion (2.8) of fk|γ is zero for all

γ ∈ SL2(Z).

Now we will define one of the most important families of linear operators

in the study of modular forms known as Hecke operators.

We will define these operators using the theory of double cosets. Let Γ1

and Γ2 be two congruent subgroup of SL2(Z). Let α be an element of

GL+
2 (Q). A double coset in GL+

2 (Q) is defined as follows:

Γ1αΓ2 := {g1αg2 : g1 ∈ Γ1, g2 ∈ Γ2}.

We can decompose the double coset as a disjoint union of Γ1-orbits, that is

Γ1αΓ2 =
∐
j

Γ1αγj for some γj ∈ Γ2.

Let S× be a multiplicative subgroup of (Z/NZ)×. Let S+ be an additive

subgroup of Z.
For a positive integer n, let

Xn = Xn(N,S
×, S+) :=

{(
a b
0 d

)
: a, b, c, d ∈ Z, ad− bc = n,N |c, a ∈ S×, b ∈ S+

}
.

Note thatX1 is a congruent subgroup of SL2(Z) and the setXn is invariant

under the left and right action of X1. We also note that there is a finite set

of orbit representatives αi ∈ Xn such that

Xn =
∐
i

X1αi
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Definition 2.5.8. For any modular form f of weight k on X1, the n-th Hecke

operator Tn that maps to a modular form of weight k on X1 is defined as

Tn(f) := n
k
2
−1
∑
i

f |kαi.

These operators take modular forms to modular forms and cusp forms to

cusp forms. In this thesis, we are interested in a particular kind of sub-

group of SL2(Z) :

Γ0(N) :=

{(
a b
c d

)
∈ SL2(Z) : c ≡ 0 (mod N)

}
,

for some positive integer N . Note that X1(N, (Z/NZ)×,Z) = Γ0(N) and it

has index

ψ(N) := N
∏
p|N

(
1 +

1

p

)
in SL2(Z), for example (see Exercise 2.3.4, page 19 in [28]). Since the sub-

group Γ0(N) is a finite index subgroup of SL2(Z) and
(
1 1
0 1

)
∈ Γ0(N),

modular forms with respect to Γ0(N) are periodic with period 1 and will

have Fourier series expansion of the form

f(z) =
∞∑
n=0

an(f)q
n, q = e2πiz.

The Fourier series expansion at i∞ of a cusp form is

f(z) =
∞∑
n=1

an(f)q
n.

For our further use, let M(N, k) be the space of modular forms of weight

k with respect to Γ0(N) and S(N, k) be the space of cusp forms of weight

k with respect to Γ0(N). We know that M(N, k) and S(N, k) are finite di-

mensional vector spaces over C.
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Our particular interest is when the Hecke operators act on the spaces S(N, k).

The above mentioned Hecke operators have several interesting properties.

Here we will mention some of them as the following theorem:

Theorem 2.5.9. (Hecke) For positive integers n, the Hecke operators Tn acting

on S(N, k) satisfy the following properties:

(i) For m,n ≥ 1,

TmTn = TnTm.

(ii) If (m,n) = 1, then

TmTn = Tmn.

(iii) For a prime power pr, r ≥ 1,

TprTp =

{
Tpr+1 + pk−1Tpr−1 if (p,N) = 1
(Tp)

r otherwise.

For a proof of Theorem 4.1.1, see [20], page 60.

Theorem 2.5.10. Let n ≥ 1 be coprime to N . Then the Hecke operators Tn
are self-adjoint operators with respect to the Petersson inner product, where the

Petersson inner product on S(N, k) is defined as follows:

For any f, g ∈ S(N, k),

< f, g >=

∫
H/Γ0(N)

f(z)ḡ(z)yk
dxdy

y2
. (2.9)

For a proof, see [20] page 75. From Theorem 2.5.10, we can conclude that

the eigenvalues of the Hecke operators Tn are real, whenever (n,N) = 1.

Moreover, the collection of all Hecke operators acting on S(N, k) generate

an algebra over C. For a positive integer n ≥ 1, let

{λn,i,N , 1 ≤ i ≤ s(N, k)}

32



denote the set of eigenvalues of Tn. For any positive integer n, let

T
′

n :=
Tn

n
k−1
2

be the normalized Hecke operator acting on S(N, k) with eigenvalues

{an,i,N =
λn,i,N

n
k−1
2

, 1 ≤ i ≤ s(N, k)}.

By the celebrated theorem of Deligne [14], which proves the famous Ra-

manujan conjecture, we know that for any prime p not dividing N , the

eigenvalues of T ′
p lie in the interval [−2, 2]. Since the Hecke operators are

diagonalizable and commutative there exists an ordered basis for S(N, k)

such that every operator Tn is represented on that basis by a diagonal ma-

trix. An element of such a basis is called an eigenform. A basis of S(N, k)

consisting of eigenforms is called a Hecke eigenbasis. An eigenform f is

said to be a normalized eigenform, if the first Fourier coefficient a1(f) = 1.

2.6 Maass Forms

In this section, we will follow the presentation of [24]. Let H be the upper

half-plane. Consider Γ = SL2(Z). The non-Euclidean Laplace operator on

the space of smooth functions on H is given by

4 := −y2
(
δ2

δx2
+

δ2

δy2

)
.

If f(z) = u+ iv, then

4(f(z)) = v2
(
δ2

δx2
+

δ

δy2

)
f(z)

The operator 4 is invariant under the action of SL2(Z) on H, that is, for

any smooth function f on H and for any z ∈ H,

(4f)(γz) = 4(f(γz))
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where γ =

(
a b
c d

)
∈ SL2(Z), and the action of SL2(Z) on H defined as

follows:

γz =
az + b

cz + d
.

Definition 2.6.1. A smooth function f 6= 0 on H is called a Maass form with

respect to the group Γ if

(i) for all γ ∈ Γ and z ∈ H;

f(γz) = f(z),

(ii) f is an eigenfunction of 4, that is,

4f = λf for λ ∈ C;

(iii) there exists a positive integer N such that

f(z) � yN , as y → ∞.

Definition 2.6.2. A Maass form f is said to be a cusp form if, for all z ∈ H,∫ 1

0

f

((
1 x
0 1

)
z

)
dx =

∫ 1

0

f(z + x)dx = 0.

We know that the Maass cusp forms span a subspace C(Γ\H) in L2(Γ\H),

where L2(Γ \ H) denotes the square integrable functions on Γ \ H and the

L2 norm is induced by the Petersson inner product.

2.7 Hecke Operators on Maass forms

For any positive integer n, define

Yn =

{(
a b
c d

)
: a, b, c, d ∈ Z, ad− bc = n

}
.
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Note that there is a natural action of Y1 = SL2(Z) on Yn. For any positive

integer n and f ∈ C(Γ\H), define the nth Hecke operator acting on C(Γ\H)

as follows:

Tn(f) :=
1√
n

∑
ad=n

∑
0≤b<d

f

(
az + b

d

)
.

In the case of Maass forms these Hecke operators also satisfy several in-

teresting properties. According to our need, we record some of the prop-

erties.

Theorem 2.7.1. For n ≥ 1, let Tn be the nth Hecke operator acting on C(Γ \ H).

Then

(i) For m,n ≥ 1,

TmTn =
∑

d|(m,n)

Tmn
d2
.

In particular,

TmTn = TnTm.

(ii) The Hecke operators commute with the Laplace operator 4.

(iii) The Hecke operators are self-adjoint operators.

Now again, since the Hecke operators Tn together with the Laplacian 4
form a commutative family ~ of Hermitian operators on L2(Γ \H) and the

Hecke operators are self-adjoint in L(Γ\H), there exists a basis of C(Γ\H)

consisting of simultaneous eigenfunctions for all Tn.

Consider {uj : j ≥ 0} to be a complete orthonormal basis for the space

C(Γ \ H) consisting of the common eigenfunctions of ~, where u0 is a con-

stant function. Then

4uj =
(
1

4
+ (tj)

2

)
uj and Tnuj = λj(n)uj,
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where λj(n) ∈ R. Selberg predicted that tj > 0. When the group is SL2(Z),
it has been known for some time (Selberg, Roelcke) that tj > 1

4
. The Fourier

expansion of a Maass form, for z = x+ iy ∈ H

uj(z) =
√
yρj(1)

∑
n6=0

λj(n)Kitj(2π|n|y)e(nx),

where ρj(1) 6= 0 and Kv is the modified Bessel function of the third kind,

that is

Kv =
π

2

I−v(x)− Iv(x)

sinπα
,

where

Iv(x) =
∞∑

m=0

1

m!Γ(m+ v + 1)

(x
2

)2m+v

.

A primitive Maass forms is a Maass form normalized by ρj(1), that is,
uj(z)

ρj(1)
. We know :

Ω(T ) := #{j : 0 < tj ≤ T} =
1

4π
vol(Γ \ H)T 2 +O(T log T ),

where vol(Γ \ H) denote the volume of Γ/H. The Ramanujan conjecture

predicts that for any prime p,

|λj(p)| ≤ 2.

At present we are far from the above bound. The best bound towards the

Ramanujan’s conjecture for Maass forms is due to Kim and Sarnak (see

[21]), that is,

|λj(p)| ≤ p
7
64 + p−

7
64 .

Assuming the Ramanujan’s conjecture, we can write

λj(p) = 2 cos θp,j, θp,j ∈ [0, π]. (2.10)
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2.8 Equidistribution of Hecke eigenvalues

Let E = {(x, y) ∈ R2 : y2 = x3 + Ax + B, A,B ∈ Q} be an elliptic curve

with rational coefficients. Let us define the j-invariants of elliptic curves.

Definition 2.8.1. For any elliptic curve E, the j-invariant of E is defined as:

j(E) = 1728
4A3

4A3 + 27B2
.

Definition 2.8.2. The discriminant ∆E of an elliptic curve E is defined as

∆E = −16(4A3 + 27B2).

The importance of j-invariant is that it determines E up to isomorphism

over an algebraically closed field. Let E be an elliptic curve defined as in

Definition 2.8.1 with integer coefficients, that is A,B ∈ Z. For any prime

p, let Np(E) = |E(Fp)| be the number of solutions of (E mod p) and define

an integer ap(E) such that

Np(E) = p+ 1− ap(E).

Definition 2.8.3. A prime p is said to be of good reduction if p does not divide

the discriminant ∆.

From the result of Hasse we know that

|ap(E)| ≤ 2
√
p.

In the years 1950 and 1951, Sato and Tate independently studied the be-

haviour of a′ps varying p. Write

ap(E) = 2
√
p cos θp(E), θp(E) ∈ [0, π].
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Sato and Tate independently formulated the following conjecture:

Conjecture (Sato-Tate): Suppose E has no complex multiplication. Then

ap(E) (resp. θp(E)) are equidistributed in [−1, 1] (resp. in [0, π]) as p → ∞
with respect to the measure

2

π

√
1− x2dx (resp.

2

π
sin2 θdθ).

In [40], Serre generalized the above conjecture as follows:

Conjecture (Sato-Tate): For a fixed i such that 1 ≤ i ≤ s(N, k), Let ap,i,N
be an eigenvalue of the pth normalized Hecke operator Tp acting on a non

C.M f ∈ S(N, k) such that p is coprime to N. Then the family {ap,i,N} is

equidistributed in [−2, 2] as p→ ∞ with respect to the Sato-Tate measure

dµ∞ =
1

2π

√
4− x2dx.

More precisely, the Sato-Tate conjecture is saying that for any continuous

function φ : [−2, 2] → R and interval [α, β] ⊂ [−2, 2]

lim
V→∞

1

V

∑
p≤V

φ (ap,i,N) =

∫ β

α

φdµ∞.

Recently the above conjecture has been proved by Barnet-Lamb, Geraghty,

Harris and Taylor [3], [10], [18] in a series of papers. In 1997, Serre [39]

studied the “vertical” Sato-Tate conjecture by fixing a prime p and varying

N and k. In particular, he proved the following theorem:

Theorem 2.8.4 (Serre). Let Nλ, kλ be positive integers such that kλ is even.

Nλ + kλ → ∞ and p is a prime not dividing Nλ for any λ. Then the family

of eigenvalues of the normalized pth Hecke operator

T
′

p(Nλ, kλ) =
Tp(Nλ, kλ)

p
kλ−1

2
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is equidistributed in the interval Ω = [−2, 2] with respect to the measure

dµp :=
p+ 1

π

√
1− x2

4

(p
1
2 + p−

1
2 )2 − x2

dx.

Remark Also in 1997, Conrey, Duke and Farmer [13] studied a special case

of above result by fixingN = 1. In 2009, Murty and Sinha [32] investigated

the effective / quantitative version of Serre’s results, in which they give

an explicit estimate on the rate of convergence. They proved the following

theorem:

Theorem 2.8.5 (Murty-Sinha). Let p be a fixed prime. Let {(N, k)} be a se-

quence of pairs of positive integers such that k is even and N is not divisible by p.

For any interval [α, β] ⊂ [−2, 2],

1

s(N, k)
] {1 ≤ i ≤ s(N, k) : ap,i,N ∈ [α, β]} =

∫ β

α

dµp +O

(
log p

log kN

)
,

where the constant can be computed effectively.

In the case of Maass forms, the Sato-Tate conjecture is still open. In 1987,

Sarnak [36, Theorem 1.2] studied a vertical version of Sato-Tate conjecture

for primitive Maass forms. Assuming Ramanujan’s bound in the case of

primitive Maass forms, Sarnak’s theorem can be interpreted as follows:

Theorem 2.8.6. [Sarnak] For a fixed prime p, the eigenvalues λj(p), 1 ≤ j ≤
r(T ) of Hecke operators are equidistributed in [−2, 2] with respect to the measure

µp as T → ∞, where r(T ) denotes the number of Laplacian eigenvalues up to T 2

and

µp =
p+ 1

π

√
1− x2

4(
p

1
2 + p−

1
2

)2
− x2

dx.
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Recently Lau and Wang [24], using the Kuznetsov trace formula made

Sarnak’s [36] result effective, that is, they proved the joint distribution

of eigenvalues of the Hecke operators quantitatively for primitive Maass

forms of level 1 and stated the same for primitive holomorphic cusp forms.

They proved the following theorem:

Theorem 2.8.7 (Lau-Wang). Let p be a prime. Let k be positive even integer

such that log (p) ≤ δ log k, for some small absolutely constant δ. Let {λj(p)}
be the eigenvalues of normalized Hecke operators T ′

p acting on space of primitive

Maass forms. For any I = [α, β] ⊂ [−2, 2]

1

Ω(T )
] {0 ≤ tj ≤ T : (λj(p)) ∈ I}

=

∫
I

dµp +O

(
log (p)

log k

)
,

where dµp =
p+1
π

√
1−x2

4(
p
1
2+p−

1
2

)2
−x2

dx.

They have mentioned that their methods will work for higher level.
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Chapter 3

Trace formulas

3.1 Eichler-Selberg trace formula

In this thesis, we will use the Eichler-Selberg trace formula as one of our

important tools to prove the main theorems. This is a formula for the trace

of Hecke operators Tn acting on S(N, k) in terms of class numbers of binary

quadratic forms and certain arithmetic functions. In this section, we follow

the presentation of [32]. Let M be a non-negative integer congruent to 0 or

1 (mod 4), let B(M) be the set of all positive definite binary quadratic forms

with discriminent M, that is

B(M) = {ax2 + bxy + cy2 : a, b, c ∈ Z, a > 0, b2 − 4ac =M}.

We denote the set of primitive forms by

b(M) = {f(x, y) ∈ B(M) : gcd(a, b, c) = 1}.

Let us define an action of the full modular group SL2(Z) on B(M) as fol-

lows:

f(x, y)

(
α β
γ δ

)
:= f(αx+ βy, γx+ δy).

Note that this action respects primitive forms. We know that the above

action has finitely many orbits. We define h(M) to be the number of orbits
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of b(M).
Let hw be defined as follows:

hw(−3) =
1

3

hw(−4) =
1

2
hw(M) = h(M) for M< −4.

Theorem 3.1.1. For any positive integer n, the trace Tr of Tn acting on S(N, k)

is given by

Tr Tn = A1(n) + A2(n) + A3(n) + A4(n),

where Ai(n)s are as follows:

A1(n) =

{
n

k
2
−1 k−1

12
ψ(N) if n is a square,

0 otherwise.

where ψ(N) = N
∏

p|N(1 +
1
p
);

A2(n) = −1

2

∑
t∈Z,t2<4n

%k−1 − %̄k−1

%− %̄

∑
f

hw
(t2 − 4n

f 2

)
µ(t, f, n);

where % and %̄ are the zeros of the polynomial x2 − tx+n and the inner sum runs

over positive divisors f of (t2−4n)
f2 ∈ Z is congruent to 0 or 1 (mod 4). µ(t, f, n)

is given by

µ(t, f, n) =
ψ(N)

ψ( N
Nf

)
M(t, n,NNf ),

where Nf = gcd(N, f) and M(t, n,K) denote the number of solutions of the

congruence x2 − tx+ n ≡ 0 (mod K);

A3(n) = −
∑

d|n,0<d≤
√
n

dk−1
∑
c|N

φ
(
gcd(c,

N

c
)
)

(3.1)

Here, φ denotes Euler’s function and in the first summation, if there is a contri-

bution from the term d =
√
n, it should be multiplied by 1

2
. In the inner sum, we
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also need the condition that gcd(c, N
c
) divides gcd(N, n

d
− d);

A4(n) =

{ ∑
t|n,t>0 t if k = 2

0 otherwise.

Serre [39] and Murty-Sinha [32] used the above Eichler-Selberg trace for-

mula to compute Weyl limits for the family of Hecke eigenangles. They

also used it to estimate∣∣∣∣∣∣
s(N,k)∑
i=1

(2 cosmθp,ij ,N − cm(s(N, k))

∣∣∣∣∣∣ .
3.2 Kuznetsov trace formula

The following weighted version of Kuznetsov trace formula can be found

in [24, Lemma 3.1]:

Theorem 3.2.1. [Kuznetsov] Let m,n be two positive integers. Then for any

ε > 0, ∑
tj≤T

αjλj(m)λj(n) =
T 2

π2
δm,n +O(T 1+ε(mn)

7
64 + (mn)

1
4
+ε),

where αj =
(ρj(1))

2

coshπtj
and δm,n is the Kronecker symbol.

Below we will state the unweighted version of Kuznetsov trace formula

(see [24, Lemma 3.3])

Theorem 3.2.2. Let k0 = 11
155
, η0 =

43
620

. Let m,n be positive integers. For ε > 0,

∑
tj≤T

λj(m)λj(n) =
1

12
T 2δm,n=�

σ((m,n))√
mn

+Oε

(
T 2−k0+ε(mn)

7
64 + (mn)η0+ε

)
,

where σ(l) =
∑

d|l d and δl=� = 1 if l is a square and δl=� = 0 otherwise.
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In [24], Lau-Wang used the above Kuznetsov trace formula to get the es-

timates ∣∣∣∣∣∣
Ω(T )∑
i=1

2 cosmθi − cmΩ(T )

∣∣∣∣∣∣ .

44



Chapter 4

Distribution of gaps between
equidistributed sequences

4.1 Distribution of gaps between equidistributed
sequences

Let us start with a result that predicts the Weyl limits of gaps of equidis-

tributed families. Henceforth, we will use [x] as fractional part of x.

[x] := x− bxc,

where bxc is the largest integer less than equal to x.

Theorem 4.1.1. Consider {X1n}∞n=1, {X2n}∞n=1, . . . , {Xrn}∞n=1 to be collection of

r sequences of multisets in [0, 1] such that 1 ≤ i ≤ r, #Xin → ∞ as n→ ∞.

For every m ∈ Z, let cim be the mth Weyl limit of Xin respectively, that is ,

cim := lim
n→∞

1

#Xin

∑
t∈Xin

e(mt).

Assume that cim exists for each i. If Cm is the mthWeyl limit of the family

{[x1 + x2 + · · ·+ xr], xi ∈ Xin , 1 ≤ i ≤ r}
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that is, for m ∈ Z,

Cm := lim
n→∞

1∏r
i=1 #Xin

∑
xi∈Xin
1≤i≤r

e(m[x1 + x2 + · · ·+ xr]).

Then the Weyl limit

Cm =
r∏

i=1

cim . (4.1)

Remark 4.1.2. To consider the gaps, we can take the family

{[x1 − x2 − · · · − xr], xi ∈ Xin , 1 ≤ i ≤ r}.

in the above theorem.

Further, if we consider the multisets such that if x ∈ Ain then −x ∈ Ain .

For simplicity, let us write Ain = {±xi}, we get the following corollary.

Corollary 4.1.3. In particular, if we consider the family Ain = {±xi} ⊆ [−1
2
, 1
2
],

then we have

cim = lim
n→∞

1

#Ain

∑
t∈Ain

e(m[t]).

Let Cm be the mth Weyl limit of the family

{[x1 + x2 + · · ·+ xr], xi ∈ Ain , 1 ≤ i ≤ r},

that is for m ∈ Z,

Cm := lim
n→∞

1∏r
i=1 #Ain

∑
xi∈Ain
1≤i≤r

e(m[x1 + x2 + · · ·+ xr]).

Then the Weyl limit

Cm =
r∏

i=1

cim (4.2)
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Proof. By the definition of the Weyl limits, we know

Cm := lim
n→∞

1∏r
i=1 #Xin

∑
xi∈Xin
i=1,2,...,r

e (m [x1 + x2 + · · ·+ xr])

Observe that

e(mx) = e(m[x]).

Using the above observation, we have

Cm = lim
n→∞

1∏r
i=1 #Xin

r∏
i=1

∑
xi∈Xin

e(mxi)

=
r∏

i=1

cim .

In particular, for Ain = {±xi} ⊆ [−1
2
, 1
2
] the above calculation follows im-

mediately, that is for any non-zero integer m, if cim be the mth Weyl limit

of the family {±xi, xi ∈ Xin , 1 ≤ i ≤ r} and Cm be the mth Weyl limit of

the family {[x1 + x2 + · · ·+ xr], xi ∈ Ain , 1 ≤ i ≤ r}, then

Cm =
r∏

i=1

cim .

In the next theorem, we will predict the measure with respect to which the

above mentioned family in Theorem 4.1.1 is equidistributed.

Theorem 4.1.4. Consider {A1n}∞n=1, {A2n}∞n=1, ..., {Arn}∞n=1 ⊆ [−1
2
, 1
2
] to be se-

quences of multisets such that −xi ∈ Ain whenever xi ∈ Ain , and #Ain →
∞ as n→ ∞ for i = 1, 2, 3, ..., r. If {Ain}, i = 1, 2, ..., r are equidistributed in

[−1
2
, 1
2
] with respect to the measure Fi(x)dx respectively, where

Fi(x) =
∞∑

m=−∞

cime(mx),
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then the family

{[x1 + x2 + · · ·+ xr], xi ∈ Ain}

is equidistributed in [0, 1] with respect to the measure

µ = F (x)dx,

where

F (x) =
∞∑

m=−∞

Cme(mx).

Moreover, if
∞∑

m=−∞

|cim|2 <∞ for all 1 ≤ i ≤ r, (4.3)

then the above function F (x) equals

F1 ∗ F2 ∗ · · · ∗ Fr(x),

where

F1 ∗ F2 ∗ · · · ∗ Fr(y)

=

∫ 1

0

. . .

∫ 1

0

F1(y1)F2(y2) . . . Fr(y − y1 − y2 − · · · − yr−1)dyr−1dyr−2 . . . dy1.

Remark 4.1.5. In general an equidistributed family may not satisfy (4.3).

Proof. Since {Ain} are equidistributed in [−1
2
, 1
2
], with respect to the mea-

sure Fi(x)dx, by Theorem 2.1.10

lim
V→∞

1

V

∑
|m|≤V

|cim|2 = 0 for 1 ≤ i ≤ r.

Observe that, if there exist a subsequence say {yn} of {|cim |2}, such that

|yn| ≥ 1 for all n, then ∑
n≤V

|yn|2 ≥ V
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and hence, ∑
n≤V

|cim|2 ≥ V

which is a contradiction. Hence, |cim| < 1, except possibly for finitely

many m.

Now using Theorem 4.1.1 and above fact, we have

|Cm| < |cim|

except possibly for finitely many m and for all 1 ≤ i ≤ r. Hence,∑
|m|≤V

|Cm|2 ≤
∑

|m|≤V

|cim |2.

Now taking the limit, we have

lim
V→∞

1

V

∑
|m|≤V

|Cm|2 = 0. (4.4)

Hence, by Theorem 2.1.10, we can conclude that

{[x1 + x2 + · · ·+ xr]}

is equidistributed in [0, 1] with respect to the measure

µ = F (x)dx,

where

F (x) =
∞∑

m=−∞

Cme(mx).

In addition, if the concerned family satisfies (4.3), that is

∞∑
m=−∞

|cim|2 <∞, 1 ≤ i ≤ r,
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then |cim | < 1, except possibly for finitely many m.

Using Theorem 4.1.1 and the last line, we have

|Cm|2 ≤ |cim|2 except possibly finitely many m.

Hence,
∞∑

m=−∞

|Cm|2 <∞.

Hence, by Theorem 2.2.1, there exist a function F ∈ L2([0, 1]) such that

F̂ (m) = Cm for all m.

By uniqueness of F, the above function has to be

F (x) =
∑
m

Cme(mx).

But note that

Cm =
r∏

i=1

cim and
r∏

i=1

F̂i(m) = (F1 ∗ F2 ∗ · · · ∗ Fr)
∧(m).

Hence,

F (x) = F1 ∗ F2 ∗ · · · ∗ Fr(x).

Let {Ain}∞n=1 be equidistributed sequences of finite multisets. If we know

the distribution effectively, then our next result will help us to predict the

effective equidistribution of family of gaps of equidistributed families.

Theorem 4.1.6. Let {A1n}∞n=1, {A2n}∞n=1, ..., {Arn}∞n=1 be sequences of finite mul-

tisets as defined in Theorem 4.1.4. Let {Ain}∞n=1, 1 ≤ i ≤ r be equidistributed

sequences in [−1
2
, 1
2
] with respect to the measure Fi(x)dx, where

Fi(x) =
∞∑

m=−∞

cime(mx)
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and cim are as defined in Theorem 4.1.1.

Consider x = (x1, x2, .., xr), An = A1n × A2n × · · · × Arn .

Then, for any positive integer M and any I = [α, β] ⊆ [0, 1], we have∣∣∣∣ 1∏r
i=1(#Ain)

# {x ∈ An : [x1 + x2 + · · ·+ xr] ∈ I} −
∫
I

µ

∣∣∣∣
≤
∏r

i=1 #Ain

M + 1

+
∑

|m|≤M

(
1

M + 1
+min

(
β − α,

1

π|m|

))∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

e(mxi)−
r∏

i=1

#Aincim

∣∣∣∣∣∣
 ,

where µ is as defined in Theorem 4.1.4.

For proof of the above theorem see the next chapter.
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Chapter 5

A Variant of the Erdös-Turán
Inequality

The following variant of Erdös-Turán inequality will be very useful for

getting the effective equidistribution of eigenvalues of Hecke operators.

Theorem 5.0.7. Let I = [a, b] be an interval of R. For 1 ≤ i ≤ r, let {Ain} be

defined as in Theorem 4.1.4. Let Vn :=
∏r

i=1 #Ain and

xn := [±x1 ± x2 ± ...± xr], xi ∈ Ain .

Let Cm the Weyl limit defined as in Definition 2.1.8. Let

µ = F (x)dx,

where

F (x) =
∞∑

m=−∞

Cme(mx).

Define

NI(Vn) := # {(x1, x2, ..., xr) ∈ A1n × A2n × ...× Arn : xn ∈ I}

and

DI,Vn(µ) := |NI(Vn)− Vnµ(I)|.
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Then,

DI,Vn(µ) ≤
Vn‖µ‖
M + 1

+
∑

1≤|m|≤M

(
1

M + 1
+min

(
b− a,

1

π|m|

)) ∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

e(±mxi)−
r∏

i=1

#Aincim

∣∣∣∣∣∣ ,
where ||µ|| = Sup

x∈[0,1] |F (x)|.

Proof. Let χI be the characteristic function of the interval I . Then by (a) of

Section 2.3, we have∑
xi∈Ain
1≤i≤r

S−
M(xn) ≤

∑
xi∈Ain
1≤i≤r

χI(xn) ≤
∑

xi∈Ain
1≤i≤r

S+
M(xn).

Now using the Fourier expansion of S±
M(xn), we know that

∑
xi∈Ain
1≤i≤r

S±
M(xn) =

∑
|m|≤M

Ŝ±
M(m)

 r∏
i=1

∑
xi∈Ain

e(±mxi)

 .

Subtracting
∏r

i=1 #Aincim from the inner exponential sums, we get

∑
xi∈Ain
1≤i≤r

S±
M(xn)−

(
r∏

i=1

#Ain

) ∑
|m|≤M

Ŝ±
M(m)Cm (5.1)

=
∑

|m|≤M

Ŝ±
M(m)

 r∏
i=1

∑
xi∈Ain

e(±mxi)−
r∏

i=1

#Aincim

 .

Since ci0 = 1, r∏
i=1

∑
xi∈Ain

e(±mxi)−
r∏

i=1

#Aincim

 = 0 for m = 0.

Taking the absolute value on both sides we get
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∣∣∣∣∣∣∣
∑

xi∈Ain
1≤i≤r

S±
M(xn)−

r∏
i=1

#Ain

∑
|m|≤M

Ŝ±
M(m)Cm

∣∣∣∣∣∣∣
≤
∑

|m|≤M

|Ŝ±
M(m)|

∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

e(±mxi)−
r∏

i=1

#Aincim

∣∣∣∣∣∣ .
Now let us consider the sum ∑

|m|≤M

Ŝ±
M(m)Cm.

Since for all |m| > M , Ŝ±
M(m) = 0, without loss of generality let us extend

the range of sums to Z. Then, we have

∑
m

Ŝ±
M(m)Cm =

∑
m

Cm

∫ 1

0

S±
M(x)e(−mx)dx.

Now interchanging the sum and integral and using the definition of µ, the

above quantity equals ∫ 1

0

S±
M(x)dµ.

Using (c) of Section 2.3, we have∣∣∣∣∫ 1

0

(S±
M(x)− χI(x))dµ

∣∣∣∣ ≤ ‖µ‖
M + 1

. (5.2)

Note that

DI,Vn(µ) =

∣∣∣∣∣NI(V )−

(
r∏

i=1

Ain

)
µ(I)

∣∣∣∣∣
=

∣∣∣∣∣∣∣
∑

xi∈Air
1≤i≤r

χI(xn)−
r∏

i=1

(#Ain)

∫ 1

0

χI(x)dµ

∣∣∣∣∣∣∣ .
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Now adding and subtracting
∏r

i=1(#Ain)
∫ 1

0
S+
M(x)dµ to the above expres-

sion, we get

=

∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

χI(xn)−
r∏

i=1

(#Ain)

∫ 1

0

S+
M(x)dµ

+
r∏

i=1

(#Ain)

∫ 1

0

S+
M(x)dµ−

r∏
i=1

(#Ain)

∫ 1

0

χI(x)dµ

∣∣∣∣∣ .
Using triangle inequality, we get

DI,V (µ) ≤

∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

χI(xn)−
r∏

i=1

(#Ain)

∫ 1

0

S+
M(x)dµ

∣∣∣∣∣∣
+

∣∣∣∣∣
r∏

i=1

(#Ain)

∫ 1

0

S+
M(x)dµ−

r∏
i=1

(#Ain)

∫ 1

0

χI(x)dµ

∣∣∣∣∣
≤

∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

χI(xn)−
r∏

i=1

(#Ain)

∫ 1

0

S+
M(x)dµ

∣∣∣∣∣∣
+

∣∣∣∣∣
r∏

i=1

(#Ain)

∫ 1

0

(S+
M(x)− χI(x))dµ

∣∣∣∣∣ .
Now using (5.2), the above is

≤
∏r

i=1(#Ain‖µ‖)
M + 1

+

∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

χI(xn)−
r∏

i=1

(#Ain)

∫ 1

0

S+
M(x)dµ

∣∣∣∣∣∣ .
Using (a) of Section 2.3, we have

≤
∏r

i=1(#Ain‖µ‖)
M + 1

+

∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

S+
M(xn)−

r∏
i=1

#Ain

∫ 1

0

S+
M(x)dµ

∣∣∣∣∣∣ .
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Using (5.1) and the fact that∫ 1

0

S+
M(x)dµ =

∑
|m|≤M

Ŝ+
M(m)Cm,

DI,V (µ) is

≤
∏r

i=1(#Ain‖µ‖)
M + 1

+
∑

|m|≤M

Ŝ±
M(m)

 r∏
i=1

∑
xi∈Ain

e(±mxi)−
r∏

i=1

#Aincim

 .

Now using (b) of Section 2.3, we have

|DI,V (µ)| ≤
∏r

i=1(#Ain‖µ‖)
M + 1

+
∑

|m|≤M

1

M + 1
+min

(
b− a,

1

π|m|

) ∣∣∣∣∣∣
r∏

i=1

∑
xi∈Ain

e(mxi)−
r∏

i=1

(#Ain)Cm

∣∣∣∣∣∣ .
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Chapter 6

Distribution of gaps between
eigenangles of Hecke operators

In the following sections we will state several applications of Theorem

4.1.1, 4.1.4 and 4.1.6.

6.1 Distribution of gaps between eigenangles for
cusp forms

In this section, we use the notations from the Section 2.5. In this section

we study the distribution of gaps between eigenangles of Hecke operators

acting on the space S(N, k). In this case, let n = s(N, k) and for all 1 ≤ j ≤
r,

Ajn =

{
θp,i,N
2π

, 1 ≤ i ≤ s(N, k)

}
.

Note that

#Ajn = n = s(N, k).

So asN+k → ∞,we have n→ ∞ that is we have infinite number of multi

sets. Since each sets are same and we are going to study the distributions

of gaps between the elements of the multisets Ajn , it is better to introduce
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another subscript j to i that is we will write

Ajn =

{
θp,ij ,N

2π
, 1 ≤ i ≤ s(N, k)

}
.

The subscript j to i is for the convenience of the reader.

Theorem 6.1.1. Let N be a positive integer and p a prime not dividing N . For

an interval [α, β] ⊆ [0, 1], r ≤ s(N, k),

1

s(N, k)r
#

{
1 ≤ i1, ..., ir ≤ s(N, k) :

[
±θp,i1,N ± · · · ± θp,ir,N

2π

]
∈ [α, β]

}

=

∫
[α,β]

νp +O

(
log p

log kN

)
,

where

νp = F (x) ∗ F (x) ∗ · · · ∗ F (x)dx,

θp,i,N ∈ [0, π] such that ap,i,N = 2 cos θp,i,N and

F (x) = 4(p+ 1)
sin2 2πx(

p
1
2 + p−

1
2

)2
− cos2 2πx

.

Here the implied constant is effectively computable.

Remark 6.1.2. For r = 2, the above mentioned measure is

νp =
2(1 + cos 4πx)(1− 1

p2
) + 4

p
( 1
p2

− cos 4πx)

1 + 1
p4

− 2
p2
cos 4πx

dx.

The following theorem can be deduced from Theorem 6.1.1.

Theorem 6.1.3. For any α ∈ [0, 1],

# {1 ≤ i1, i2, . . . , ir ≤ s(N, k) : [±θp,i1,N ± θp,i2,N ± · · · ± θp,ir,N ] = α}

= O

(
(s(N, k))r

(
log p

log kN

))
,

where the implied constant is effectively computable.
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In the above theorem for r = 2, we have an interesting consequence,

namely

Theorem 6.1.4. For any α ∈ [0, 1],

#

{
(i1, i2) :

[
±θp,i1,N ± θp,i2,N

2π

]
= α

}
= O

(
(s(N, k))2

(
log p

log kN

))
.

In particular, taking α = 0 and using the fact that

#

{
(i1, i2) :

(
±θp,i1,N ± θp,i2,N

2π

)
= α

}
≤ #

{
(i1, i2) :

{
±θp,i1,N ± θp,i2,N

2π

}
= α

}
,

we have the following corollary which recovers Theorem 1 in [33].

Corollary 6.1.5.

#{(i1, i2), 1 ≤ i1, i2 ≤ s(N, k) : (θp,i1,N ± θp,i2,N) = 0}

= O

(
(s(N, k))2

(
log p

log kN

))
.

Using the results from Chapter 2, we know that
{±θp,ij ,N

2π
, 1 ≤ j ≤ r

}
is

equidistributed in [−1
2
, 1
2
] with respect to the measure

µp = F (x)dx,

where

F (x) = 4(p+ 1)
sin2 2πx(

p
1
2 + p−

1
2

)2
− 4 cos2 2πx

. (6.1)

So using Theorem 4.2, we can conclude that, the concerned family[
±θp,i1,N ± · · · ± θp,ir,N

2π

]
is equidistributed in [0, 1] with respect to the measure F ∗ F · · · ∗ F︸ ︷︷ ︸

r times

dx.

To proceed further, let us prove the following proposition:
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Proposition 6.1.6. For any positive integer m,∣∣∣∣∣∣∣
r∏

j=1

∑
i

1≤i≤s(N,k)

2 cosmθp,ij ,N − Cm(s(N, k))
r

∣∣∣∣∣∣∣
� p

3rm
2 mr(log p)r2rν(N) + (

√
Nd(N))r,

where ν(N) is the number of distinct prime factor of N and d(N) is the divisor

function. The constant is effectively computable.

Proof. Estimating each term of the Eichler-Selberg trace formula, Murty

and Sinha (see [32] Theorem 18 and (11)) prove the following: For any

positive integer m, let cim be the Weyl limits of the family

{±θp,ij ,N , 1 ≤ j ≤ s(N, k)}.

For 1 ≤ i ≤ r, the Weyl limits cim are given by

cim =


1 if m = 0(

1

p
m
2
− 1

p
m−2

2

)
if m is even

0 otherwise.

(6.2)

Moreover, for m ≥ 1 and 1 ≤ j ≤ r,∣∣∣∣∣∣
s(N,k)∑
i=1

(2 cosmθp,ij ,N − cim(s(N, k))

∣∣∣∣∣∣� p
3m
2 2ν(N) log pm + d(N)

√
N.

Using the fact that

2 cosmθp,ij ,N = Xm(2 cos θp,ij ,N)−Xm−2(2 cos θp,ij ,N), m ≥ 2, (6.3)

where

Xm(2 cos θ) =
sin(m+ 1)θ

sin θ
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we have
r∏

j=1

∑
i

1≤i≤s(N,k)

2 cosmθp,ij ,N = (TrT
′

pm − TrT
′

pm−2)r.

Now, using the estimates of Eichler-Selberg trace formula on page 696

of [32] and the well-known inequality

(a− b)r ≤ r(ar + br), (6.4)

we have

(TrT
′

pm − TrT
′

pm−2)r � r

((
k − 1

12

)
ψ(N)

(
1

p
m
2

− 1

p
m−1

2

))r

+
(
p

3m
2 m(log p)2ν(N) +

√
Nd(N)

)r
.

Using (6.4) and the fact that s(N, k) = O(kN), we get∣∣∣∣∣∣∣
r∏

j=1

∑
i

1≤i≤s(N,k)

2 cosmθp,ij ,N − (cm(s(N, k)))
r

∣∣∣∣∣∣∣
� p

3rm
2 mr(log p)r2rν(N) + (

√
Nd(N))r.

Proof of Theorem 6.1.1 Using Theorem 4.1.6, the concerned quantity is

� (s(N, k))r

M + 1
+ p

3rM
2 M r(log p)r2rν(N) + (

√
Nd(N))r.

Now we want to choose M such that

(s(N, k))r

M + 1
∼ p

3rM
2 .

And that can be achieved by choosing M = c log kN
log p

for a sufficiently small

constant c. The result then follows.
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6.2 Distribution of gaps between eigenangles for
primitive Maass forms

For notations used in this section, the reader may see Section 2.6. In this

case, for 1 ≤ i ≤ r,

Aji =

{
0 < tj ≤ T :

±θj
2π

}
.

Note the cardinality of each Aji are Ω(T ). Since each multi sets are same,

for our convenience let us introduce a suffix to j that is

Aji =

{
0 < tji ≤ T :

±θji
2π

}
.

Theorem 6.2.1. There exists a small constant δ > 0 such that for all large T,

1

(Ω(T ))r
#

{
0 < tji ≤ T, 1 ≤ i ≤ r :

[
±θj1(p)± θj2(p) · · · ± θjr(p)

2π

]
∈ I

}

=

∫
I

νpdx+O

(
log p

log T

)
holds uniformly for integers 1 ≤ r ≤ Ω(T ) and for primes p satisfying

r log p ≤ δ log T,

and uniformly for any interval I = [a, b] ⊆ [0, 1]. Here

νp = Fp(x) ∗ Fp(x) ∗ · · · ∗ Fp︸ ︷︷ ︸
r times

(x),

and Fp(x) is as defined in (6.1). Here the implied constant is effectively com-

putable and θji(p) are called as eigenangles of Hecke operators acting on the space

of primitive Maass forms.

As a consequence of the above Theorem 6.2.1, we have the following result
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Theorem 6.2.2. For any α ∈ [0, 1],

#

{
0 < tji ≤ T, 1 ≤ i ≤ r :

[
±θj1(p)± θj2(p) · · · ± θjr(p)

2π

]
= α

}
= O

(
(Ω(T ))r

(
log p

log T

))
.

Corollary 6.2.3. For any α = 0 and r = 2,

#

{
0 < tji ≤ T, 1 ≤ i ≤ r :

[
±θj1(p)± θj2(p)

2π

]
= 0

}
= O

(
(Ω(T ))r

(
log p

log T

))
.

Remark 6.2.4. From above corollary, we can derive similar result like Corollary

6.1.5.

In order to prove Theorem 6.2.1, we first need the following result.

Proposition 6.2.5. For m ≥ 1, 1 ≤ i ≤ r ≤ Ω(T ), 0 < k < 11
155

and η > 43
620

,∣∣∣∣∣∣
r∏

j=1

Ω(T )∑
i=1

cosmθji(p)− Ω(T )rCm

∣∣∣∣∣∣
� (T 2−kpmη)r,

where the implied constant depends only on η.

Proof. The following result is a special case of [24], Lemma 4.1:

For any positive integer m, let cm be the Weyl limits of the family{
±θi(p)
2π

, 1 ≤ i ≤ Ω(T )

}
.

Then the Weyl limits cm are given by

cm =


1 if m = 0(

1

p
m
2
− 1

p
m−2

2

)
if m is even

0 otherwise.

(6.5)
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Moreover, for m ≥ 1,∣∣∣∣∣∣
Ω(T )∑
i=1

2 cosmθi − cmΩ(T )

∣∣∣∣∣∣� T 2−kpmη.

Lau and Wang [24] proved the above result using Kuznetsov trace for-

mula. Now proceeding as in the proof of Propositions 6.1.6, the result

follows.

Proof. From Sarnak’s theorem (see [36, Theorem 1.2]), we can conclude

that the family
{

±θi(p)
2π

, 1 ≤ i ≤ r
}

is equidistributed in [−1
2
, 1
2
] with respect

to Fp(x)dx.

Now proceeding just like proof of Theorems 6.1.1 and choosing M =

c log p
log T

, we have Theorem 6.2.1.
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Chapter 7

Distinguishing Hecke eigenforms

The content of this chapter is joint work with M. Ram Murty (see [30]).

This work is independent of the previous chapters. In this chapter, we

will follow closely the presentation of [30].

7.1 Introduction

Let E = {(X, Y ) : Y 2 = X3 + AX + B,A,B ∈ Z} be an elliptic curve. For

any prime p, let |E(Fp)| be the number of solutions of

Y 2 = X3 + AX +B (mod p)

together with the point at ∞.

Definition 7.1.1. A set of primes P is said to have positive upper density if

lim sup
x→∞

#{p ∈ P : p ≤ x}
#{p ≤ x}

> 0.

Recently, using Galois theory, Kulkarni, Patankar and Rajan [23] proved

that if E1 and E2 are two elliptic curves defined over a number field K

with at least one of them not of CM type such that

#E1(Fp) = #E2(Fp),
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for a set of primes of positive lower density, then E1 and E2 become isoge-

nous after base change. Given two normalized Hecke eigenforms f1 and

f2 of weights k1, k2 and levels N1, N2 respectively, let

fi(z) =
∞∑
n=1

an(fi)n
(ki−1)/2qn, q = e2πiz, i = 1, 2, (7.1)

be the Fourier expansions at infinity. By the work of Deligne [14], we can

write

an(fi) = 2 cos θ(i)n , θ
(i)
n ∈ [0, π].

Definition 7.1.2. A Dirichlet character is a group homomorphism from (Z/nZ)∗

to C∗, where (Z/nZ)∗ is the group of units of (Z/nZ) and C∗ is the set of non

zero complex numbers.

Definition 7.1.3. An eigenform f is said to be of CM type if there exists an

imaginary quadratic field K/Q such that ap(f) = 0 whenever p is inert in K.

In this chapter our goal is to prove the following theorem:

Theorem 7.1.4. Suppose that at least one of f1, f2 is not of CM type. If

lim sup
x→∞

#{p ≤ x : ap(f1) = ap(f2)}
x/ log x

> 0,

then f1 = f2 ⊗ χ for some Dirichlet character χ.

Using the celebrated work on the modularity of elliptic curves over Q due

to Wiles [53], Breuil, Conrad, F. Diamond and Taylor [7], we get the result

of Kulkarni, Patankar and Rajan [23] for elliptic curves over Q.

7.2 Preliminaries

In this section, we collect the relevant facts that will be needed in various

stages of our proof.
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Proposition 7.2.1. If f1, f2 are normalized Hecke eigenforms, with at least one

not of CM type, such that f1 6= f2 ⊗ χ for some Dirichlet character χ, then for

any two positive integers m,n,

∑
p≤x

sin(m+ 1)θ
(1)
p

sin θ
(1)
p

sin(n+ 1)θ
(2)
p

sin θ
(2)
p

= o(x/ log x),

as x tends to infinity. Here the summation is over primes.

Proof. This is essentially Theorem 2.4 of [17] combined with the standard

Tauberian theorem. However, for the sake of completeness, we give a

proof in section 7.3.

Proposition 7.2.2. Let 0 < δ < π. Let fδ(x) be the “tent” function defined on

[−π, π] be given by

fδ(x) =

{
1− |x|/δ if |x| ≤ δ,
0 if |x| > δ.

Then, for any M ≥ 1, we have

fδ(x) =
δ

2π
+ 2

M∑
n=1

1− cosnδ

πn2δ
cosnx+O

(
1

Mδ

)
,

where the implied constant is absolute.

Proof. To prove the above proposition, let us compute the Fourier expan-

sions of fδ(x). The Fourier expansions of fδ(x) is given by

δ

2π
+ 2

∞∑
n=1

1− cosnδ

πn2δ
cosnx.

For any n 6= 0,

f̂δ(n) =
1

2π

∫ δ

−δ

(
1− |x|

δ
e−inx

)
dx
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=
1

2π

∫ 0

−δ

(
1 +

x

δ

)
e−inxdx+

1

2π

∫ δ

0

(
1− x

δ

)
e−inxdx.

Replacing x by −x in the first integral, the above equals

1

2π

∫ δ

0

(
1− x

δ

)
(2 cosnx)dx =

sinnδ

πn
− 1

πδ

(
δ
sinnδ

n
+

cosnδ

n2
− cosn0

n2

)
(7.2)

=

(
1− cosnδ

n2πδ

)
.

Now
∞∑

n=−∞

(
f̂(n)einx + f̂(−n)e−inx

)
=

δ

2π

∞∑
n=1

(
1− cosnδ

n2πδ
2 cosnx

)
.

Note that the above sum equals:

∞∑
n=1

(
2 cosnx

n2πδ
− cosnδ 2 cosnx

n2πδ

)
=

∞∑
n=1

2 cosnx

n2πδ
−

∞∑
n=1

cosnδ 2 cosnx

n2πδ
.

(7.3)

Let us estimate the truncation of the first sum on the right-hand side of

(7.3) at M, namely
∞∑

n=M+1

2 cosnx

n2πδ
.

Since, cosnx ≤ 1, the above sum is less than or equal to

∞∑
n=M+1

2

n2δ
.

We will use Euler Maclaurin summation formula (see [27, Theorem 2.1.9])

to estimate the above sum. Choosing f(x) = 1
δx2 in the Euler Maclaurin

summation formula, we have

∞∑
n=M+1

2

n2πδ
=

∫ ∞

M+1

1

δx2
=

2

δ(M + 1)
.
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Hence ∞∑
n=M+1

2 cosnx

n2πδ
= O

(
1

Mδ

)
.

Similarly, the second sum also will be O
(

1
Mδ

)
after truncating at M . So we

can conclude that the tail terms will be O
(

1
Mδ

)
and we get the required

result.

Proof of Theorem 7.1.4 Let us assume that f1 6= χ⊗ f2 for any character χ.

Let π > δ > 0 and take fδ(x) as in Proposition 7.2.2. Note that if θ(1)p = θ
(2)
p ,

then

fδ(θ
(1)
p − θ(2)p ) = 1.

Hence,

#{p ≤ x : θ(1)p = θ(2)p } ≤
∑
p≤x

fδ(θ
(1)
p − θ(2)p ) + fδ(θ

(1)
p + θ(2)p ).

By Proposition 7.2.2, the right hand side is equal to

δπ(x)

π
+ 4

M∑
n=1

1− cosnδ

πn2δ

∑
p≤x

cosnθ(1)p cosnθ(2)p +O

(
π(x)

Mδ

)
upon using the trigonometric identity

cos(A+B) + cos(A−B) = 2 cosA cosB.

The inner sum corresponding to n = 1 is∑
p≤x

cos θ(1)p cos θ(2)p .

In [26, Lemma 5], Murty has showed that if fi, i = 1, 2 is defined as in (7.1)

and N1 = N2 = 1, then there there exists a v such that h = xθ, v < θ < 1,∑
x≤p≤x+h

ap(f1)ap(f2) = o(h).
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In particular, writing ap(fi) = 2 cos θ
(i)
p , we have∑

p≤x

cos θ(1)p cos θ(2)p = o(x).

To treat n ≥ 2, we use the identity

2 cosnθ =
sin(n+ 1)θ

sin θ
− sin(n− 1)θ

sin θ
, (7.4)

so that we can rewrite our sum as

M∑
n=2

1− cosnδ

πn2δ

×
∑
p≤x

(
sin(n+ 1)θ

(1)
p

sin θ
(1)
p

− sin(n− 1)θ
(1)
p

sin θ
(1)
p

)(
sin(n+ 1)θ

(2)
p

sin θ
(2)
p

− sin(n− 1)θ
(2)
p

sin θ
(2)
p

)
.

Dividing by π(x) and taking lim sup as x tends to infinity, we obtain upon

applying Proposition 7.2.1, that the inner sums go to zero. Thus, we obtain

lim sup
x→∞

#{p ≤ x : θ
(1)
p = θ

(2)
p }

π(x)
≤ δ

π
+O

(
1

δM

)
.

Letting M tend to infinity, we see that this density can be made arbitrarily

small since δ is arbitrary. This contradicts our hypothesis and completes

the proof.

7.3 Joint Sato-Tate distribution for two Hecke eigen-
forms

For the sake of completeness, let us review the Sato-Tate conjecture. For

detail see Section 2.8.

Conjecture: If f(p) is a pth normalized Hecke eigenvalue then the family
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{f(p)} is equidistributed in [−2, 2] as p → ∞ with respect to the Sato-Tate

measure

dµ∞ =
1

2π

√
4− x2dx.

There are already several readable expositions of the proof of the Sato-Tate

conjecture deduced from the potential automorphy of symmetric powerL-

functions (i.e the symmetric power L-function will be automorphic after

a suitable change of the base field) (see for example, [17] and section 6 of

Chapter 12 of [29]). What has not been explicitly presented in the literature

is that the joint Sato-Tate distribution holds for two Hecke eigenforms,

provided that one is not the Dirichlet twist of the other. In this section we

prove the following theorem:

Theorem 7.3.1. For any rectangle I ⊂ [−2, 2]2,

lim
x→∞

1

π(x)
#{p ≤ x : (f1(p), f2(p)) ∈ I where f1(p) is not a character multiple of f2(p)}

=

∫
I

dµ× dµ,

where dµ is the Sato-Tate measure.

Assume that f1(p) is not a character multiple of f2(p) and fi(p) = 2 cos θi(p),

θi(p) ∈ [0, π]. By a change of variable, the above theorem is equivalent to

the following:

For any rectangle I ⊂ [0, π]2,

lim
x→∞

1

π(x)
#{p ≤ x : (θ1(p), θ2(p)) ∈ I}

=

∫
I

dν × dν,

where ν = 2
π
sin2 θ. Note that if θi(p) is in the family then −θi(p) is in the

family. Now to prove the above theorem, we will compute the Weyl limits
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of the family {(±θ1(p),±θ2(p))} and that is for any two positive integer m

and n,

lim
x→∞

1

π(x)

∑
p≤x

e(±mθ1(p)± nθ2(p)) = lim
x→∞

1

π(x)

∑
p≤x

2 cosmθ1(p)2 cosnθ2(p).

Using (7.4), the above equals

=
∑
p≤x

(
sin(m+ 1)θ

(1)
p

sin θ
(1)
p

− sin(m− 1)θ
(1)
p

sin θ
(1)
p

)(
sin(n+ 1)θ

(2)
p

sin θ
(2)
p

− sin(n− 1)θ
(2)
p

sin θ
(2)
p

)
.

From the above discussion, it is clear that to prove Theorem 7.3.1 it is suf-

ficient to prove Proposition 7.2.1. To do so, according to our need, let us

review some basic representation theory. Let G be a finite group and V be

a complex vector space. For details, the reader may consult [8] and [41].

Definition 7.3.2. A group homomorphism π of G to GL(V ) is said to be a rep-

resentation (π, V ) of G, where GL(V ) is the group of isomorphisms of V on to

itself.

Definition 7.3.3. A character χ associated to a representation (π, V ) of G is

defined by

χπ(g) = TrV (π(g)).

Let W be a subspace of V. The subspace W is said to be G-invariant if

π(g)W ⊂ W for all g ∈ G.

Definition 7.3.4. A representation of G on W, πW : G→ GL(W ) is said to be a

subrepresentation of (π, V ) if

πW (g) = π(g)|W for all g ∈ G.

Definition 7.3.5. Any representation (π, V ) of G is said to be an irreducible

representation if the only G-invariant subspaces of G are {0} and V.
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Definition 7.3.6. Any character of an irreducible representation is called irre-

ducible character.

A linear combination of characters is known as a generalised character. A

group G is said to be an elementary group if it is a direct product of cyclic

groups and groups whose order is a power of a prime.

Definition 7.3.7. Let G be a topological group and V be an Hilbert space. A

unitary representation of G is an isometric action of G on V so that the action

map G× V → V is continuous.

To define automorphic representations, we will closely follow [8, page 92]

Let F be a number field and A = AF be the adele ring of F. Let ZA be the

group of scalar matrices with entries in the group A∗, where A∗ be the set

of units of A. The group GLn(F ) is a discrete subgroup of GLn(A) and the

quotient GLn(F )/GLn(A), and the quotient ZAGLn(F )/GLn(A) has finite

volume. Let w be a unitary character of A∗/F ∗ i.e |w(z)| = 1 for all z ∈
A∗. Let L2 (GLn(F )/GLn(A), w) be the space of measurable functions f on

GLn(A) such that

f



z

.
.
.
z

 g

 = w(z)f(g) for z ∈ A∗,

and such that ∫
ZAGLn(F )/GLn(A)

|f(g)|2dg <∞,

where dg is the Haar measure.

Definition 7.3.8. A representation (π, V ) is said to be an automorphic repre-

sentation if π is an irreducible unitary representation of GLn(A) that occurs in

L2 (GLn(F )/GLn(A), w) .
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Theorem 7.3.9 (Brauer). LetG be a finite group, and let χ be a generalized char-

acter. Then, there exist elementary subgroups E1, E2, ... and irreducible charac-

ters ψ1, ψ2, ... of the Ei and integers ai ∈ Z such that

χ =
∑

aiχ
G
i .

Let (π, V ) and (σ, V
′
) be two representations of the group G. Let us denote

the set of G-invariant maps from V to V ′ as HomG(π, σ).

Theorem 7.3.10 (Frobenius reciprocity law). Let H be a subgroup of a finite

group G and σ be a representation of H . Let π be a representation of G. Then

HomG

(
π, IndGH(σ)

)
≡ HomH (π|H , σ) ,

and

HomG

(
IndGH(σ), π

)
≡ HomH (σ, π|H) ,

where IndGH is the induced representation of H on G.

The following theorem can be found in [27] or [49]:

Theorem 7.3.11. [Tauberian theorem] Let F (s) =
∑∞

n=0
an
ns be a Dirichlet series

with non negative real coefficients an such that

(a)F (s) is absolutely convergent for Re(s) > 1.

(b) F (s) can be extends meromorphically to the region Re(s) ≥ 1 with a possible

pole at s = 1 with residue R.

(c)
∑

n≤x an = O(x). Then ∑
n≤x

an = Rx+ o(x).
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we now need to understand the `-adic Galois representation attached to a

cusp form of levelN and weight k. Let ` be a prime. K be a finite extension

of Ql. Let V be finite-dimensional K vector space.

Definition 7.3.12. A continuous representation ρ : Gal(Q̄/Q) → GLK(V ) is

said to be a `-adic representation of Gal(Q̄/Q).

Definition 7.3.13. The normal subgroup Ip = Q̄/Qp(ζm : p - m) defined by

any intermediate extensions of Qp ⊂ Qp(ζm : p - m) ⊂ Q̄ is called the inertia

subgroup.

Definition 7.3.14. An `-adic representation is said to be unramified at p if the

restriction to the inertia group is trivial.

Definition 7.3.15. Let f(z) =
∑

n ane
2πinz be a normalized Hecke eigenform of

level N and weight k. A 2-dimensional `-adic representation V over K is said to

be associated to f if, for every p - N`, V is unramified at p and

Tr(φp : V ) = ap(f),

where φp ∈ Gal(Q̄/Q),

φp(a) = ap.

Let f =
∑

n
an
ns is an Hecke eigenform. Then by the famous work of

Deligne [14], for any prime p,

a(p) = α(p) + β(p) and |α(p)| = |β(p)| = |α(p)β(p)| = 1.

Now we will define the corresponding Symmetric m-th power (symm) L-

function attached to f.
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Definition 7.3.16. For any positive integer m, the m-th Symmetric power L-

function attached to f is defined as

L(s, Symmf) :=
∏
p

m∑
i=0

(
1− α(p)iβ(p)m−i

ps

)−1

for Re(s) > 1.

Definition 7.3.17. For two positive integers m,n, the Rankin-Selberg convo-

lution of L-functions attached to Symm and Symn is defined as

L(s, Symmf × Symnf) :=
∏
p

m∏
i=0

n∏
j=0

(
1− α(p)iβ(p)m−iα(p)jβ(p)n−j

ps

)−1

for Re(s) > 1.

The following theorem can be found in [12, Proposition 5.1];

Theorem 7.3.18. [Cogdel-Michel] Let f1 and f2 be two holomorphic primitive

forms of even weight k = 2l and trivial nebentypus, one of them, say f1, not of

CM type. Suppose that, for some given m ≥ 1,

Lp(s, Sym
mf1) = Lp(s, Sym

nf2)

for every prime p outside a set of density 0. Then there exists a character of order

at most 2 such that f2 = f1 ⊗ χ. (If l is odd, then χ is trivial.)

Remark 7.3.19. In case of non-trivial Nebentypus, Rajan (see [34, Corollary

5.1]) proved the above result.

In 1981, Shahidi [42] proved the following non-vanishing theorem for Rankin-

Selberg L-function.

Theorem 7.3.20. [Shahidi] The Rankin-Selberg L-function L(s, f1 × f2) does

not vanish on R(s) = 1.
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Proof of Proposition 7.3.1 Let ρ1 and ρ2 be the associated (`-adic) Galois

representations of f1, f2 respectively. Let F/F1 be solvable. Then there is

a chain of fields F ⊃ Fm ⊃ Fm−1 ⊃ · · · ⊃ F1 such that F/Fm and Fj/Fj−1

for 2 ≤ j ≤ m are all cyclic of prime degree. By [1], the automorphic

induction map exists from F to Fm and successively from Fj to Fj−1 for

2 ≤ j ≤ m which at the final stage is F1. Here most important thing for

us is that both the Galois and automorphic representations obtained by

descent are Galois invariant at every step (see for example, the comment

at the bottom of [9, page 11]). By the work of [3], both Symn(ρ1) and

Symm(ρ2) are potentially automorphic over a totally real Galois extension

F over Q. By the Arthur-Clozel theory of base change [1], we see that for

any sub field F1 of F with F/F1 solvable, both Symm(ρ1)|F1 and Symn(ρ2)|F1

are also automorphic over F1. Let G = Gal(F/Q). By Brauer induction, we

can write

1 =
∑
i

aiInd
G
Hi
ψi,

where the ai’s are integers andψi’s are one-dimensional characters of nilpo-

tent subgroups Hi of G. Thus,

L(s, (Symm(ρ1)⊗Symn(ρ2))⊗1) =
∏
i

L(s, (Symmρ1⊗Symnρ2)⊗IndG
Hi
ψi)

ai .

By Frobenius reciprocity,

(Symmρ1⊗Symnρ2)⊗IndG
Hi
ψi = IndG

Hi
(((Symmρ1)⊗(Symnρ2))|LHi⊗ψi)Gal(Q̄/Q).

Since (Symmρ1)|LHi and (Symnρ2)|LHi are both automorphic over LHi , and

ψi is a Hecke character of LHi by Artin reciprocity, we can form the Rankin-

Selberg convolution:

L(s, (Symm(ρ1))|LHi ⊗ (Symn(ρ2))|LHi ⊗ ψi). (7.5)
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By theorems of Cogdel-Michel (see Theorem 7.3.18) and Rajan (see Remark

7.3.19) which says that the m-th symmetric powers of the Galois represen-

tations associated with f1 and f2 are equal then f1 is a Dirichlet character

twist of f2. Thus, if f1 6= χ⊗ f2 for any Dirichlet character χ, we have

π1 := (Symm(ρ1))|FHi and π2 := (Symn(ρ2))|FHi ⊗ ψi

are such that π2 � π ⊗ |det|it for any real number t.

By our hypothesis, f1 and f2 are analytic and non-vanishing for Re(s) ≥ 1.

By standard Rankin-Selberg theory (see [11, page 69 or 225]) and Shahidi’s

result (see Theorem 7.3.20), theL-function (7.5) is analytic and non-vanishing

in the region Re(s) ≥ 1.

Thus,

L(s, (Symmρ1)⊗ Symnρ2)

extends to an analytic function to Re(s) ≥ 1 and is non-vanishing there.

By the standard Tauberian theorem (see Theorem 7.3.11) applied to the

logarithmic derivative of this L-function, we deduce Proposition 7.2.1.

Remark 7.3.21. Our argument extends easily to imply a corresponding result

for any two modular forms f1 and f2 over a totally real field since the results of

[3] apply in this context also.
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