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Abstract

This thesis proposes a study on the relationship between credit cycles and
sectoral risks in the Indian context. The research will use a novel credit
cycle index and a novel sectoral risk indicator based on firm-level data to
provide more accurate and dynamic indicators of credit and market risks.
Natural language processing (NLP) methods will also be applied to create
a firm-specific sentiment index related to credit risk.
The primary objective of this research is to develop a novel sectoral risk
indicator for eleven sectors, to investigate the relationship between credit
cycle index and sectoral risks, and to develop investment strategies based
on these studies. In addition to shedding light on the impact of macropru-
dential regulations and other credit risk mitigating variables, the study
also aims to develop an NLP-based firm-specific sentiment index for credit
risk.
The outcomes of this study may give investors and regulators with vital
information for making educated investment choices.
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Introduction

This section offers a quick overview of the study subject. The writer also addresses
the issue, the objective of the research, and the topics covered. In order to provide
the reader with a summary, we finish the chapter by discussing the disposition of the
study.

1.1 Background of the Study

Credit cycle is expressed as credit growth rate or credit-to-GDP ratio in an economy.
It measures total volume/quantity of credit available, predominantly seen in terms of
short-term capital flows, in the economy. Policymakers use credit cycles to address
macroeconomic situations such as loosening (or tightening) of capital flow. If such
flows are not well managed, they may compound unwarranted currency appreciation
and asset price increases, which forces policymakers to make choices to reverse capital
flows, resulting in abrupt currency depreciation and production reduction owing to
capital limitations.

As an early warning system, credit cycle metrics play a crucial role in anticipating
financial crises. The aftermath of the global financial crisis of 2008 refocused attention
on the credit view argument of Minsky, Kindleberger, and other academics who con-
tend that financial crises are the result of a failed credit boom. During expansionary
times, banks get too enthusiastic about the creditworthiness of borrowers and aggres-
sively offer additional loans. This paves the way for an increase in credit risk, which
may induce systemic risk and culminate in a financial crisis in the wake of an economic
shock. A growing corpus of research has proven a link between credit expansion and
the incidence of financial crises. For instance, Aikman et al. [1] and Schularick and
Taylor [2] discovered a two-year lag between rapid credit growth and financial crises.
Based on the “reckless lending” thesis and actual evidence, policymakers think that
restricting credit expansion may prevent crises. As a result, regulatory programs in-
tended to avert crises often use credit cycle quantity metrics as the intermediate goal
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variable to evaluate their efficacy.

However, it might have unique repercussions for economic agents operating in dif-
ferent sectors. For example, a cyclical credit flow shall affect the firms in banking,
financial services, and insurance (BFSI) sector differently than the ones in automo-
biles or IT services sector, for each player might have different credit requirements
and strategies. The table 1.1 provides an overview of the short and long-term credit
requirements of India’s various industries.

Table 1.1: Short and Long Term Credit requirements in different Indian Sectors

Sector Short-Term
Credit Requirement

Long-Term
Credit Requirement

Energy Low to Medium High
Materials Medium High
Industrials Medium High
Consumer Discretionary Medium High
Health Care Low to Medium High
Financials High Medium to High
Information Technology Low to Medium High
Communication Services Low to Medium High
Utilities Low to Medium High
Real Estate Medium Medium to High

Looking at another vertical, in recent years, there has been a rising interest in
using alternate data sources to get a deeper comprehension of financial markets and
credit risk. The business press, which is often regarded as a barometer for market
sentiment, is one such data source. The purpose of using business press text to
generate alternative data is to capture the collective opinion and sentiment of market
players about certain businesses, industries, or economic situations. This is especially
pertinent in the context of credit risk, since sentiment research may give information
into how creditworthy borrowers are regarded to be.

A wealth of information is a fundamental benefit of employing business press text
as an alternate data source. There is an abundance of business press sources, such
as newspapers, journals, blogs, and social media, from which sentiment indices may
be derived. Furthermore, these sources give quick and current information, which is
essential in the context of credit risk, since shifts in sentiment may have instantaneous
effects on credit risk. The impacts of media sentiment on financial analysis for such
as stock return, volatility and credit risk have been studied but are still in the early
phase of a growing literature; for example, Grob Klubmann et al. [3], Qui et al. [4],
Sun et al. [5], Dunham et al. [6], Gavaldon [7].
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1.2 Problem Statement

The proposed study aims to assess the relationship between a unique credit cycle
indicator and sectoral risks in 11 BSE-listed Indian industries. The project aims to
provide a more precise and dynamic indicator of credit cycles than macroeconomic
indicators by developing a credit cycle index using firm-specific data, such as proba-
bility of default(PD) generated by Duan et al. [8]. The whole project has a vertical
structure, with the one of the vertical focusing on different Indian sectors classified by
Bloomberg classification and exploring the relationship between the interrelationships
between the novel credit cycle and Market risk at the sector level individually. In ad-
dition, the project intends to develop a dynamic panel model to examine the impact
of macroprudential policies and other credit risk mitigating variables in the Indian
context across all Indian sectors. By highlighting the interrelationships between the
credit cycle index and sectoral risks, we also hope to contribute through the findings
of our research to develop certain investment strategies based on the predictability of
the credit cycle risks across varying time horizons. And for our last vertical structure
aimed at the firm level, we aimed to produce a firm-specific sentiment index connected
to credit risk, which would eventually assist investors and regulators in making more
informed choices.

1.3 Research Objectives

We can divide the whole study thematically in two parts one being deploying the
econometrics tools to study the problem for the first four verticals and for the last
vertical we’ll be using various state of the art tools from Natural Language Processing
(NLP) to address the issue.

Following are the functional research objectives of the study:

1. Constructing the novel credit cycle index for 11 different sectors from probability
of default values obtained from Credit Research Initiative, NUS in contrary to
frequently used aggregate economy-based measures like Credit to GDP ratio.

2. Generating a sectoral risk indicator utilising a firm-level risk measure and ag-
gregated for all the firms within the sample sector. Since market risk is additive,
such an aggregate (or weighted average) measure of risk will denote the required
Sectoral Risk Indicator.

3. To empirically examine the relationship between the novel credit cycle index
and sectoral risks separately, to highlight the credit risk movement(s) in the
various Indian sectors, and to obtain specific investment strategies based on
the predictability of the credit cycle risks across varying time horizons.
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4. Examine the influence of macro-prudential policies, Repo Rate, GDP growth
and other Credit Risk factors on minimizing India’s sectoral credit risk across
all sectors by using a dynamic panel model.

5. Provide a framework for generating firm level credit risk sentiment index from
publicly accessible business news and corporate filings using cutting-edge NLP
techniques.

1.4 Disposition

Chapter one of the thesis gives an introduction and context of our study. It con-
cludes by articulating the study’s goals and the required procedures to achieve those
objectives. In addition, the introduction includes a summary of the study’s academic
and industrial value.

Chapter two comprises the literature review. Throughout the literature review,
the study’s underlying econometric models are presented and defined. We utilize the
literature review as a foundation for identifying theories, definitions, and key ideas,
as well as past research conducted on the subject of the study. We also briefly high-
lighted the new research direction of using NLP to analyze Credit Risk, as well as
some preliminary efforts in this subject.

Chapter three describes the technique used in our investigation and explains the
reasons behind the selected strategy. This section concentrates mostly on the con-
ventional econometric models and approaches we used for the first two verticals of
our study. In addition, it presents some critical discussions on the methods used for
the research.

Chapter four gives crucial insights into the sometimes ignored methods of data
collection and construction. It also has a section titled Alternative Data that describes
how we gathered and analysed newspaper data using cutting edge NLP techniques
for the final research vertical. In addition, it briefly outlines the important NLP ideas
used in our research.

Chapter five offers the study’s results as well as our analysis and interpretation.
The primary purpose of this chapter is to ultimately give insight into the research
challenges described in the introduction.

Chapter six concludes the study. We provide an overview of the study’s key
results. In addition, the chapter gives recommendations and proposals for practical
and scholarly ramifications.
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2

Literature Review

In the literature review, we discuss the design of the Credit Cycle Index and the
Sectoral Risk Indicator, as well as previous research on pertinent topics and the ad-
vantages and disadvantages of the methodology used in this study. In addition, the
writers describe the ideas, models, and terminology used in the research. Lastly, we
presented a short summary of a few seminal works on the use of NLP techniques to
financial studies, along with an explanation of how they inspired and informed our
research.

2.1 Understanding the Credit Cycle: Definition,
Phases, and Impact on Financial Stability &
Macroprudential Policies

The credit cycle has become an area of renewed interest and attention for both pol-
icymakers and academic researchers following the 2008 financial crisis. Unlike the
business cycle, the credit cycle has no unified definition or measure. In contemporary
market economies, the credit cycle is the cyclical pattern of credit expansion followed
by credit contraction and economic stagnation, and is typically measured using credit
quantity-related parameters such as the credit to GDP ratio or credit growth rate.
The credit cycle consists of four phases:

1. Downturn

2. Repair

3. Recovery

4. Expansion
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During the expansion phase, lenient lending practices and relaxed financial health
checks may lead to reckless lending, increasing credit risk and the likelihood of bor-
rower default. This, in turn, leads to the downturn phase, during which lenders
become cautious, access to credit contracts, and credit growth slows down. The
repair and recovery phases see companies improving their financial health, lending
gradually increasing, and economic growth.

The emphasis of research on the credit quantity cycle has been on detecting and
defining the cycle, analyzing its causes, and investigating its interaction with the
business cycle and other macroeconomic variables. Drehmann et al. [9], Mouatt [10],
Kiyotaki and Moore [11].

One key area of research in the study of the credit cycle is the identification and
measurement of the cycle itself. Some researchers have argued that the credit cycle is
driven by financial frictions that lead to fluctuations in the availability of credit, while
others have suggested that changes in lending standards or regulatory policy may be
responsible for the cycle. One influential paper in this area is the work of Drehmann
and Juselius [9], who use a structural vector autoregression (SVAR) framework to
identify the credit cycle and analyze its interactions with the business cycle. They
find that the credit cycle has an independent effect on output, and that credit growth
tends to lead output growth by several quarters.

The connection between the credit cycle and financial stability is an additional
significant topic of study. Aikman et al.[1] have evaluated the association between
credit growth and the probability of banking crises and discovered that rapid credit
expansion is highly connected with an elevated risk of crisis two years lag. Fast
credit growth is highly correlated with a greater likelihood of financial crises, and
the “Minsky moment” hypothesis [12] suggests that rapid credit growth can create
a self-reinforcing cycle of asset price increases, speculative behavior, and eventual
collapse. Several studies have also explored the relationship between the credit cycle
and financial stability, like the work of Schularick and Taylor [2], who contend that
credit booms may lead to an increase in systemic risk and the probability of financial
catastrophes.

A macroprudential policy is a method for financial regulation that seeks to reduce
the frequency and severity of financial crises. Typically, the effectiveness of this
program is determined by its potential to achieve its ultimate goal. Using cross-
country panel regressions, scholars such as Fendoglu [13] and Cerutti et al. [14] have
produced indices of the macroprudential policy stance for widely used instruments and
assessed their efficiency in restricting credit quantity/growth. Their results indicate
that macroprudential policy exerts substantial moderating effects on lending volume.
While it is often believed that macroprudential policy is effective at controlling loan
amount and, thus, has a moderating effect on an economy’s credit risk cycle, this
transitivity theory presents some issues.

According to Barrell et al. [15], not all credit-to-GDP amplifications are inevitably
“credit booms gone wrong” caused by irresponsible lending. In certain instances, fi-
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nancial intermediation distributes loans for productivity increases as opposed to risky
lending. In such situations, macroprudential devices may reduce market efficiency
and heighten the risk level. In addition to the quantity channel, macroprudential
instruments may impact credit risk through various transmission mechanisms. For
example, with severe credit limits, banks may be pushed to explore riskier initiatives
to maintain profitability and competitiveness. These channels may work in the same
or opposite direction as the quantity channel, resulting in increased or reduced policy
effects. Hence, not only may credit quantity impact future risk, but risk perception
may also encourage self-adjustment in credit quantity through market hazards.

In the aftermath of the global financial crisis of 2008, macroprudential policies
have been progressively implemented to enhance financial stability by addressing
credit risk, a significant contributor to financial instability. These strategies aim
to address both the cross-sectional and temporal elements of credit risk. This is
strongly connected to the credit cycle, which refers to the gradual buildup of risk
in the financial system. The objective of macroprudential policies is to lessen the
pro-cyclicality of the financial system by amassing buffers during times of economic
prosperity that may be used during times of economic stress.

It has been proposed that the credit-to-GDP ratio and credit growth are reliable
predictors of financial crises. The Basel Committee on Banking Supervision has ap-
proved the credit-to-GDP ratio as a guidance for national regulators on countercycli-
cal capital cushions. Yet, a number of studies have shown that not all financial crises
are related with excessive growth and that high credit expansion does not inevitably
result in financial instability. Thus, it is possible that these metrics may not reliably
foresee financial crises and are insufficient to promote financial stability.

Traditional credit risk proxies, such as default rates, firm failure rates, and non-
performing loans, are ex-post result measurements that are incapable of serving as
early warning indicators for coming crises. In addition, they may not be best for
random occurrences, such as corporate defaults, if the sample size is small since they
may be quite noisy.

Yet, these assessments may exclude crucial data on the allocation and riskiness
of the credit system, which are essential for financial stability. In addition, it is
impossible to determine in real time where the economy is in its cycle and when to
intervene to prevent a financial disaster. As a consequence, it is preferable to focus on
direct credit risk indicators while implementing macroprudential tools and assessing
their efficacy.

Unfortunately, much studies have not been done in these contexts, though Duan
et al. [8] sheds light on the aforementioned difficulties by establishing a unique credit
cycle indicator that reflects the movement of credit risk. The credit cycle typically
has a standard effect on the overall economy, changes in the availability of credit can
influence the performance of firms in different sectors in different ways. For instance,
firms in the automobile sector may react differently than firms in the construction
industry. Finally, the Indian context remains understudied, and research is needed
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to explore the impact of market risks on the credit cycle at sector levels.

The proposed new credit cycle indicator derives on the probabilities of default (PDs)
measure created by the Credit Research Initiative (CRI) at National University of
Singapore. It has been proven that these indices are autoregressive and indicative of
well-known events that impact the outlook for credit risk. In addition, the credit risk
cycle has a separate cyclical pattern from the quantity cycle, as measured by the ratio
of credit to GDP. Cross-Country Panel research by Cerutti et al. [14] and Duan et al.
[8] revealed that whereas macroprudential policy has considerable moderating impacts
on credit growth and the growth is definitely linked with greater risks with a two-
year lag, the policy has not itself mitigated credit risk. This shows that people may
have neglected alternative transmission routes that relate the use of macroprudential
devices to an increase in credit risk. The entire analysis reveals that the credit risk
for 52 nations increased between 2000 and 2013. In our study, we collected sector-
level data for eleven distinct industries in the Indian setting and analyzed their credit
cycle. We also found some similar trends and results to Duan et al. [8] with few
other narratives to ponder upon. At the country level, Duan contends that even if
macroprudential policy’s influence on credit quantity has been considerably reduced,
its ineffectiveness on credit risk and the correlation between credit quantity and risk
continue.

2.2 Beyond Credit Quantity: The Need for a Risk-
Based Credit Cycle Index

Widespread implementation of macroprudential measures has reduced the incidence
and severity of financial crises. Often, these policies are evaluated based on their
capacity to attain this final objective. Concerns exist, however, about the efficacy of
macroprudential interventions in managing credit risk cycles. Although it has been
established that such measures may have a substantial moderating influence on loan
volume, the transitivity argument relating credit volume and credit risk cycles is
questionable. Not all increases in the credit-to-GDP ratio are connected with “failed
credit booms” and “reckless lending.” [2] In certain instances, financial intermediation
distributes loans for productivity enhancements as opposed to hazardous lending.
Taxing such situations using macroprudential instruments may reduce market effi-
ciency and increase risk.

In addition, macroprudential policies may influence credit risk via pathways out-
side credit quantity. To protect profitability and competitiveness, strict lending con-
straints may incentivize banks to undertake more risky projects, while other channels
may operate in a similar or reverse direction as the quantity channel, resulting in
policy impacts that are either strengthened or reduced. Hence, judging the efficacy
of macroprudential policies based purely on credit quantity metrics may not be ade-
quate, and the development of a risk-based credit cycle index is required.
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Year Credit Event Description

1997-98 Asian Financial Crisis
The financial crisis affecting many Asian countries, leading to a sharp depreciation
of the Indian rupee. Both CCI and CCI Bank remained very high
slowly coming down around 2000

2001-02 Dot-com Bubble and Economic Slowdown

The bursting of the dot-com bubble and economic
slowdown led to a decline in credit growth and rising NPAs.
This was originated from the USA and India affected a little later.
But we can clearly see rising trend in both CCI and CCI Bank from mid-2000.

2008 Global Financial Crisis/ Sub Prime Crisis

Global financial crisis triggered by the collapse
of Lehman Brothers, leading to a slowdown in credit growth.
This is similar to dotcom bubble originated in USA and later affects India.
This case has been discussed earlier.

2013 Indian Rupee Depreciation and Current Account Deficit
Depreciation of the Indian rupee and high current account deficit
led to concerns about the country’s finances. This can be seen
with a sudden but slight increase in CCI Bank from end of 2012.

2015 Kingfisher Airlines Loan Default
Kingfisher Airlines defaulted on loans, leading to a rise in NPAs and
concerns about the banking sector. A clear upward trend can be seen in CCI
from the end of 2014.

2016 Asset Quality Review of Banks by RBI
RBI conducted an asset quality review of banks, leading to increased NPAs
and concerns about bank stability. This too fueled the massive increase in CCI
from the end of 2014

2020-2021 COVID-19 Pandemic and Lockdowns
The pandemic and lockdowns led to a decline in economic activity, affecting
credit growth and NPAs. The CCI Bank shows a clearly upward trend from the
beginning of 2020, whereas the Credit-to-GDP accounted for in late 2020 and 2021.

Table 2.1: India’s Significant Credit Events and CCI’s Performance During Them

Duan et al. [8] has developed a novel credit cycle index, which has been proven
reliable in US markets. Credit events, such as the 2008 subprime crisis, have been
re-evaluated in light of these newly developed indicators. Credit Cycle Index data
was received from CRI-NUS, Credit and GDP quarterly data for India was got from
Fred, and a Credit-to-GDP index was developed. Based only on the Credit-to-GDP
index, it was determined that credit amount follows a cycle with a period of around
12 to 13 years, which is consistent with the financial/credit cycle described in prior
research [9], [1]. The Credit Cycle Index (abbreviated CCI) represents the credit risk
cycle.

Figure 2.1: India CCI versus Credit-to-GDP cycle

The innovative Credit Cycle Index functions as an early warning signal. From
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picture 2.1 we can observe, at the beginning of 2007, both CCI India and CCI Indian
Bank have risen slowly, indicating a major credit event. This is made much evident by
examining the credit-to-GDP ratio and CCI Indian bank during the subprime crisis,
when the crisis occurred when the credit quantity was at its lowest point, yet CCI
and CCI bank provided early warnings. The Credit Cycle Index is a valid instrument
for assessing the credit risk cycle because it takes into account variables other than
credit amount that might have a major influence on credit risk. Table 2.1 illuminates
India’s significant credit events and the performance of CCI and CCI Bank during
those time in brief. With the exception of the dot-com bubble, which started mostly
in the United States, and the shock of the U.S. economic downturn, which reached
India in a later phase, the CCI has signaled all significant credit events in advance.

2.3 The VaR Controversy: Lessons Learned from
the Subprime Mortgage Crisis

Market risk is the risk of incurring losses as a result of fluctuations in market factors
such as stock price or volatility. As market risk is evaluated using stock market data,
our research examines how the CCI values/credit cycle effects the market parameters
of enterprises belonging to various industries.

Of all market risk measures, Value at Risk(VaR) and Conditional Value at Risk
(CVaR) are of greatest relevance to us. VaR is a statistical method used to estimate,
with a specified degree of confidence, the potential losses that an investment portfolio
or trading position may incur within a certain time period. Conditional Value at
Risk, also known as Expected Shortfall (ES), is a risk metric that computes the
anticipated loss in the distribution’s tail beyond the Value at Risk (VaR). CVaR is a
companion measure to VaR, which estimates the greatest loss that may occur with
a given probability. CVaR, on the other hand, calculates the average loss that may
occur over the VaR threshold when a portfolio or trading position is subjected to
extreme market circumstances.

From its introduction, VaR in particular has been heavily criticized since it only
analyzes the frequency of significant losses (β near to 1) and not their severity. ES
handles the key “what-if” question more well. Nevertheless, VaR is not a subadditive
risk measure in general. that is, given two places C1 and C2, it is feasible that,

VaRβ (C1 + C2) > VaRβ (C1) + VaRβ (C2) for some 0 < β < 1.

This complicates the case for risk aggregation and diversification. In contrast,
CVaR is always sub-additive as specified in Definition 9 in Chapter 4. These factors
contributed to the subprime mortgage crisis of 2007–2009 (for pertinent debates and
for in-depth study please refer Donnelly Embrechts [16], McNeil et al. [17]. Even
if industry in the mid-1990s did not heed early warnings about the VaR problem in
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abnormal markets, the negative concerns underpinning VaR-based regulation are now
clearly obvious.

2.4 Beyond Financial Data: The Role of News Me-
dia in Credit Risk Assessment

Natural Language Processing (NLP) techniques offer a means of analyzing unstruc-
tured data sources, such as social media posts, news articles, and customer reviews
etc. Topic modeling can assist in identifying patterns and themes in news articles,
which in turn can inform Credit Risk assessment. NLP techniques can also enhance
Credit Risk modeling accuracy and efficiency. For instance, text classification can cat-
egorize loan applications into different risk categories, while named entity recognition
can identify essential entities, including borrowers’ addresses and names.

In the business world, textual information from sources such as formal filings and
analyst reports has played a crucial role in decision-making for decades. With the
digitalization of text-based material, these sources are now suitable for machine-based
analysis. However, text streams are unstructured and present greater complexity than
numerical data. Research into the effects of media sentiment on variables such as stock
return, volatility, and credit risk are still nascent, but the potential for utilizing these
text streams for decision-making is vast. This study emphasizes the extraction of
topic-focused and entity-specific media sentiments at the article level, as opposed to
generic sentiments about companies.

Aziz et al. [18] present a unique method for assessing credit risk utilizing topic mod-
eling approaches. They believe that conventional credit risk models, which depend
primarily on financial and accounting data, may not be enough in today’s information-
rich world, when a large amount of information is accessible in the form of unstruc-
tured data, such as news articles and social media postings. To enhance credit risk
assessment, they suggest a hybrid technique that blends standard financial data with
unstructured data sources. In particular, they employ Latent Dirichlet Allocation
(LDA) and Non-negative Matrix Factorization (NMF) to a corpus of financial news
articles and stock prices data in order to extract latent themes from the text data,
and then utilize these topics as features to forecast stock price changes. The authors
show that topic modeling may be used to discover pertinent aspects and give insight
into the credit risk drivers, investment strategies and decision-making in finance.

In order to represent the credit-centric nature of the research, Duan et al. [19]
designed a method for determining an article’s relevance to credit risk and then use
it to weight the views stated about all businesses featured in the article. Naturally,
the sentiment stated about businesses are conveyed at the sentence level, but the
it has aggregated at the article level. As a result, entity-specific sentiment ratings
might change based on the sentiments expressed about various companies in the same
article. Business press has been chosen over social media because the perspectives
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stated by professional journalists are arguably more perceptive and impartial, and the
editorial control aids in ensuring quality and consistency. This research relies on the
daily business press rather than other forms of texts since they provide as systematic
and timely information sources.

In this study, a three-class categorical outcome variable was developed to predict
default risk, with values of 0, 1, or 2 representing survival, default, or other exit,
respectively. However, establishing the degree of an article’s relevance to credit risk
is challenging due to the broad nature of credit risk as a topic. To tackle this problem,
a current sentence-based alternative called targeted aspect-based sentiment analysis
(TABSA-BERT) was employed, which involves grouping the target (corporate name)
and aspect (topic) to create an auxiliary sentence to supplement the original sentence
and link it to the expressed sentence-based sentiment. However, as credit risk cannot
be conveyed through a single word or sentence, it should be evaluated holistically,
similar to how people do. They used Source-LDA of Wood [20] to extract article-level
topics from a corpus of around 1.7 million English articles. We choose Source-LDA
over LDA of Blei et al. [21] due to the necessity to assist the extraction of credit risk
this incremental transformation really helped the algorithm to sensibly extract topics
related to credit risk.

I got the opportunity to work with the NLP team of AIDF NUS. Using Duan et al.
[19] paper as a foundation, I contributed to the extraction of other themes pertaining
to greenness, gold, and commodities, among others. In addition to English and
Chinese, we built language models for Vietnamese, Bahasa, Indonesian, and Malay,
which allowed us detect news at a more regional level. And last, we created a website
that accesses 30 or more major RSS feeds from across the world and generates hourly
firm-specific credit risk and greenness sentiments from news stories. I discussed more
about this in the end of the chapter 5.
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3

Methodology

In this chapter, the We explain how the research was conducted. The fundamental
principles and ideas behind the approach adopted for the investigation are outlined.
Explanation and presentation of the data material and its organization utilized in the
research. The chapter concludes with a review of the study’s reliability and validity,
followed by criticism of the methodology used and the study’s shortcomings.

3.1 Methodological Approach

The choice of methodological approach for the research relies on the description of the
issue and the objective of the investigation. Our objective is to use existing theories to
produce results rather than create new ones, which necessitates the use of numerous
econometrics methods such as Panel Models, Vector Auto-regressive Methods (VAR),
Impulse Response Functions, Forecasting and the Granger Causality Test, among
others. In this whole chapter, we’ll examine several underling theories in terms of the
methodologies they’re acquainted with, and then we’ll get into data collecting and
compilation in next chapter, a tedious but frequently disregarded procedure.

Given that the investigated phenomena are portrayed statistically and not in nar-
rative form, we have opted to use a quantitative methodology. The quantitative
research is comprised of monthly and annual measurements of eleven industries col-
lected between 2000 and 2020. We utilised both monthly and annual data depending
on the necessity. By utilizing monthly data, it is possible to see greater variety in
the time series. Due to the fact that some financial indicators (such as GDP Rate
and Policy Rate) are only accessible quarterly (or when RBI modifies them), miss-
ing values are occasionally created using linear extrapolation. In case of long time
series data, both eras of severe economic contraction and expansion are included. Ini-
tially, we followed the benchmark regression by [14] with the inclusion of the market
risk indicator (CVaR) as a predictor variable; after doing further study on the issue
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statement, we occasionally incorporated few other predictor variables also.

During the research, we paid special attention to small-cap stocks because the
market risk indicator construction demonstrates that corporate actions or defaults
occur more frequently in small-cap companies and these stocks are inherently more
volatile. Small-cap equities expose investors to a higher credit risk than other-cap
stocks.

India is one of the fastest-growing emerging countries and has the fifth-largest
GDP, yet the Bombay Stock Exchange has not been studied much for credit risk,
particularly at the sector level. The US financial crisis that extended to India is a
good example of how markets are interconnected through globalization. The Indian
market is quite dynamic and fascinating to analyze. In addition, we see a substantial
amount of volatility in GDP growth and the RBI Repo Rate over the study period.

3.2 Methodological Theories

3.2.1 Stationarity, Autoregression and Heteroskedasticity

Before starting with this section this is to be noted that these all four concepts can
be used in both time-series and panel settings. Because of the page constraints we’ll
be elaborating on using these techniques on panel data settings mainly as those are
little more mathematically involved, once one has a proper understanding of these
concepts in panel settings intuitively it is quite easy to understand applying these
techniques in time-series settings. The name of the tests can be different but one can
intuitively figure out that panel data is combination of cross section and time series
data so time component is inherently there.

Definition 1 (Stationarity). A time series Xt is considered weak stationary if and
only if the following requirements are satisfied,

� Mean-stationarity: The mean of the series remains constant with respect to
time, i.e.,E(Xt) = µ for all t

� Covariance-stationarity: The covariance of the series is constant over time,
i.e., Cov(Xt, Xt+k) = σ2 for all t and k, where σ2 is the variance of Xt.

Panel data approaches, including fixed effects and random effects models, require
stationary variables. Panel data sets containing non-stationary variables may yield
skewed and inconsistent estimates, making variable relationships difficult to deter-
mine. Panel data unit root tests establish if a panel data collection contains unit
roots. Non-stationary time series that return to their mean after oscillations have
unit roots. Panel data with unit roots can complicate econometric analysis by mak-
ing it harder to model variables and draw conclusions. Panel data unit root tests look
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for unit roots in each time series and their relationships. The LevinLin–Chu [22], Har-
ris–Tzavalis, Breitung, Im–Pesaran–Shin, and Fisher-type test are some well-known
tests for stationarity Choi test. Due to the asymptotic condition of the LLC test, we
will focus mostly on the most well-known test, the LevinLin–Chu test.The assump-
tion that N is constant as T → ∞ is standard in macroeconomic studies like mine.
In order to pass the LLC test, T must rise faster than N , so that N/T → 0.

Definition 2 (Levin–Lin–Chu Test). LLC test is used to determine whether a panel
data set contains unit roots or is stationary,

� H0: All of the individual time series in the panel data set have a unit root, i.e.,
the series are non-stationary.

� Ha: Atleast one of the individual time series in the panel data set is stationary,
i.e., the series is stationary.

Let us begin with a simple panel-data model with a first-order autoregressive term,

xit = αixi,t−1 + y′
itδi + εit (3.1)

where i = 1, . . . , N indexes panels t = 1, . . . , Ti indexes time; xit is the variable being
tested; and εit is a stationary error term. Testing circumstances might specify that
xit is the means across all panels, means across all panels plus a temporal trend, or
nothing at all. By default, yit = 1, so that the term y′itδi represents panel-specific
means (fixed effects). Panel unit-root tests are used to test the null hypothesis H0 :
αi = 1 for all i versus the alternative Ha : αi < 1. Depending on the test, Ha may
hold, for one i, a fraction of all i or all i; the output of the respective test precisely
states the alternative hypothesis. Equation (3.1) is often written as

∆xit = βixi,t−1 + y′itδi + εit

so that the null hypothesis is then H0 : βi = 0 for all i versus the alternative Ha :
βi < 0. While conducting an LLC test, it is assumed for simplicity’s sake that all
panels have the same autoregressive value so that αi = α for all i.

Definition 3 (Heteroskedasticity). Let A be the dependent variable in a linear re-
gression model and B the vector of independent variables. Model representation is,

A = α0 + α1B1 + α2B2 + ...+ αkBk + ε

where α0, α1, α2, ..., αk are the coefficients of the independent variables and ε is the
error term. Heteroskedasticity arises when the variance of the error term ε, indicated
by V ar(ε), varies across data. Heteroskedasticity may be expressed mathematically
as:

V ar(ε) = σ2
i = σ2(B)

where σ2
i is the conditional variance of the error term for the ith observation, and

σ2(B) is a function of the independent variables B.
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Heteroskedasticity influences the characteristics of the ordinary least squares (OLS)
estimators and the standard errors of the coefficients, potentially making the OLS es-
timators inefficient and the standard errors inaccurate. For this reason, we’ve to
rely on several robust standard error panel data approaches when we found out het-
eroskedasticity is indeed there in our data. There is a special methodology to assess
heteroskedasticity in stata, which uses the General Least Square method (GLS) in
panel settings and the Likelihood-ratio (LR) test after estimation, using the null hy-
pothesis that the parameter vector of a statistical model meets a smooth constraint.
Since iterative GLS with just heteroskedasticity yields maximum-likelihood parameter
values, an LR test is straightforward to do. The steps are as follows,

1. Fit the model with heteroskedasticity at the panel level and preserve the like-
lihood.

2. Conform the data to the model without heteroskedasticity.

3. When fitting nested models, lrtest normally infers the number of constraints
based on the number of estimated parameters. However, with GLS, panel-level
variances are calculated as nuisance parameters, and their count is omitted
from the estimated parameters. Therefore, we will need to inform lrtest of the
number of constraints we have suggested.

4. Then we may do the lrtest, with assumptions nested inside heteroscedastic
relationships. If the p-value is less than 0.05, we may thus reject the null
hypothesis and infer that heteroskedasticity is actually present in the panel.

Definition 4 (Autoregression). The mathematical definition of autoregression is a
regression model in which the dependent variable is described as a linear combination
of its own previous values plus an error component. This is the mathematical equation
for an autoregressive model of order m,

At = µ+ α1At−1 + α2At−2 + ...+ αmAt−m + εt

where,

� At is the value of the time series at time t.

� µ is a constant term.

� α1, α2, ..., αm are coefficients of the lagged values.

� At−1, At−2, ..., At−m are the lagged values of the time series.

� εt encapsulates the unexpected and random elements of a series

� m represents the order of the autoregression model, which indicates the number
of lagged data utilized by the model.
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In this model, each value of At is reliant on its previous values, with the coefficients
α1, α2, ..., αm capturing the intensity and direction of this dependency. Typically, it
is assumed that the error term εt is i.i.d. with mean 0 and constant variance. Duan
[8] have previously discovered that the developed Credit Cycle Index has a robust
autoregressive characteristic. Therefore, we must use dynamic panel models for
our research. Duan [8] also verified that the CCI is stationarity.

As shown in the next section, our panel data are definitely heteroskedastic, and
there is a significant autoregressive relationship in our dependent variable. We in-
vestigated many panel models, but ultimately settled on dynamic panel models in
which the error structure is assumed to be heteroskedastic, corrects the coefficients
for standard errors and is applicable for Small N and Large T or Small N and Small
T circumstances, also addressing the heteroskedasticity issue.

3.2.2 Panel Data

Panel data or longitudinal data are repeated measurements throughout time on the
same particular unit, such as a company, state, industry, or nation. Then, regres-
sions may capture both variation across units and variation over time, analogous to
regression on cross-sectional data. Cross-sectional data approaches are more sophis-
ticated than panel data methods. The standard errors of estimators of panel data
must be updated since each subsequent data period is not independent of preceding
ones. Panel data demands far more complex models and estimating techniques. Panel
data, like time series data, are a set of sequential observations gathered at predeter-
mined intervals and in chronological sequence. Panel data, like cross-sectional data,
are collected observations from a large sample of people.

There are several benefits to panel data,

1. Individual heterogeneity may be explicitly accounted for in panel data (where
“individual” refers to micro-units).

2. By combining data in two dimensions, panel data give larger data variance,
reduced collinearity, and more degrees of freedom.

3. Panel data are superior than cross-sectional data for examining the dynamics
of change. For example, it is useful for comprehending transitional behaviour,
such as firm bankruptcy or credit risk events.

4. Panel data enables the analysis of more complex behavioral models, such as the
effects of technological progress and economic cycles.

5. Panel data may lessen the effects of aggregation bias when large groups of firms
are pooled.
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Drawing from Zellner’s seemingly unrelated regression models [23], panel data mod-
els denote the dependent and explanatory variables with two (or more) subscripts
that indicate the variable’s characteristics typically individual and time, but possibly
location, group, etc. Fixed effects models and random effects models are particu-
lar instances of the conventional linear regression model and the extended regression
model, respectively. If all cross-sectional units have the same number of time series
observations, the panel is balanced; otherwise, it is imbalanced. A simplest example
of balanced panel will be,

yit = x′itγ + φi + εit, i = 1, . . . , N ; t = 1, . . . , T (3.2)

where dependent variable yit satisfies a linear model with an intercept that is specific
to individual i. When using matrix notation for the data set, the Kronecker product
notation is helpful. In contrast, clustered or grouped data models often presume
the number of observations per group i might vary between groups, which in this
notation would substitute the common number of “time periods” T with a groups-
specific number Ti of individuals. Typically, for panel data models, observations are
stacked in the reverse order of subscripts, i.e., first collecting the observations over
time for each individual as,

yi
(T×1)

= Xi
(T×K)

γ + φiηT + εi (3.3)

for i = 1, . . . , N , where yj and εj are T -vectors and Xi is a T ×K matrix,

yi
(T×1)

=

 yi1
yi2
. . .
yiT

 , εi
(T×1)

=

 εi1
εi2
. . .
εiT

 , Xi
(T×K)

=

 x′
i1

x′
i2

. . .
x′
iT

 ,

and ηT is a T -dimensional column vector of ones. Then, stacking the entire data
set by individuals,

y
(NT×1)

=

 y1

y2

. . .
yN

 , ε
(NT×1)

=

 ε1
ε2
. . .
εN

 , x
(NT×K)

=

 x1

x2

· · ·
xN


and defining

φ
(N×1)

=

 φ1

φ2

· · ·
φN


the data may be represented by the single (very simple) equation,

y = Xγ +Aφ+ ε
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when,
A

(NT×N)
≡ IN ⊗ ηT

In panel data models, the “individual intercept” φ is intended to adjust for the impact
of unobservable regressors that are particular to individual i so as to account for the
influence of unobservable regressor so that,

φi = w′
iλ

Different theories about the connection between both the observable regressors xit

and the intercept term φi and consequently the non-observable regressors wi, provide
versions of the conventional and GR models. With this nomenclature, it is evident
that the matrix X lacks a single column vector of ones, since a linear combination of
the matrix A of individual-specific “dummy variables” would result in such a vector,

A · ηN = (IN ⊗ ηT ) (ηN ⊗ 1)

= (IN · ηN ⊗ ηT · 1)
= ηNT ,

such that the combined regressor matrix [X,A] does not have full column rank.

3.2.2.1 Fixed Effect Model

Definition 5 (Fixed Effect). If the individual intercepts, represented as φi, are viewed
as fixed constants that may be randomly correlated with the regression vectors xit, the
resulting model is known as the fixed-effects model. This model is a particular instance
of the linear model that is predicated on certain assumptions, such as X being non-
arbitrary, [X,A] having complete column rank, and E(ε) = 0, and V(ε) = σ2INT .

In conventional OLS “residual regression” computations, the standard least-squares
estimator for the sub-vector γ of regression coefficients is obtained through a specific
approach,

γ̂FE =
(
X

′
X
)−1

X
′
y

where y ≡
(
INK −A (A′A)−1A′)y are the residuals of a regression. Because of the

distinctive structure of the matrix A, it is simple to show that the sub vector of y
corresponding to each i may indeed be expressed as,

yi =
(
IT − ηT (η′TηT )

−1
η′T

)
yi

= yi − yi.ηT

where yi. is the average value of yit over t
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yi. ≡
η′Tyi

η′TηT
=

1

T

T∑
t=1

yit

from the original structural equation,

yit = x′
itγ + φi + εit (3.4)

hence,

yi. = x′
iγ + φi + εi. (3.5)

and subtracting 3.4 from 3.5 gives,

yit − yi· = (xit − xi)
′ γ + (φi − φi) + (εit − εi.)

= (xit − xi)
′ γ + (εit − εi·)

By subtracting the respective time-averages of yit and xit from their individual
values, the constant effect φi is eliminated from the structural equation. This is
similar to the way that intercept factor is removed from a conventional regression
model by considering deviations from means. Another approach to estimate the fixed
effect, γ̂FE, involves calculating the first-differences across time instead of variances
from time-averages in order to remove the fixed effect φi:

∆yit ≡ yit − yi,t−1

= ∆x′itγ +∆φi +∆εit

= ∆x′
itγ +∆εit,

For i = 1, . . . , N and t = 2, . . . , T , the outputs of the least-squares regression of
∆yit on ∆xit for balanced panels are equivalent to those of yit − yi. on xit − xi.
Regardless of the case, it is apparent that regression coefficients on elements of xit

that remain constant over time (xit ≡ xis) are unidentifiable since that component of
either ∆xit or xit − xi. will be zero. Only variations in the regressors over time for a
given individual allow identification of the appropriate coefficient with respect to the
individual-specific, time-invariant intercept φi. If the error terms εit are independently
and identically distributed (i.i.d) and normally distributed with a mean of zero and
variance σ2, then the maximum likelihood (ML) estimate of γ̂FE is also the ML
estimator of γ, and the ML estimator of σ2 is determined,

σ̂2
ML =

1

NT

N∑
i=1

T∑
t=1

(
yit − yi. (xit − xi·)

′ γ̂FE

)2
.

This estimator is biased, and if N → ∞ for a given T the ML estimator of σ2 is also
inconsistent, with

σ̂2
ML

p→ (T − 1)

T
σ2
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This discrepancy of the ML estimator of σ2 is a typical illustration of Neyman and
Scott’s [24] pernicious “incidental parameters issue.” Since as N rises, the number N
of intercept terms φi increases to infinity, as does the related ML estimator,

φ̂i ≡yi· − x′
i, γ̂FE

p→ φi + εi

is inconsistent for φi, and this inconsistency leads to the ML estimator σ̂2
ML being

unreliable. Thankfully, this does not result inconsistency of β̂FE, which is an accurate
and consistent estimator.

s2ML =
1

N(T − 1)−K

N∑
i=1

T∑
t=1

(
yit − yi· − (xit − xi·)

′ β̂FE

)2
of σ2 is easily accessible. It should be noted that the term “fixed effect” does not
imply that the regressors xit or intercept terms φi must be considered as non-random
or fixed in a quantitative sense. Instead, they can be seen as random and jointly
distributed as long as the criteria on εit are satisfied based on the realizations of X
and ε. A “fixed effect” model is distinguished by the lack of imposed structure on the
relationship between φi and xit.

Regressors in fixed-effects models may be linked with individual-level effects, mak-
ing it necessary to eliminate or account for the fixed effects in order to reliably es-
timate regression parameters. For our study we’ll looking at the fixed effect models
specifically as with large T and small N in case of monthly there is likely to be little
difference, so FE is preferable as it is easier to compute which will be clear after the
definition of both of these.

3.2.2.2 Random Effect Model

One drawback of the fixed-effect model is that it cannot identify the γ coefficients
that relate to the regressors that remain constant for an individual over time. To
obtain such coefficients, more stringent conditions must be imposed on the connection
between the individual-specific intercept φi and the regressors xit.

Definition 6 (Random Effect). This model relies on a strong assumption that the
intercept φi is an unrelated r.v to xit and εit, in order to simplify the relationship
between them,

E (φi) = φ,Var (φi) = σ2
φ, and Cov (φi, εit) = 0

all assumed independent of xit. Relabeling the variance of sit as Var (sit) ≡ σ2
e , the

original panel data model can be rewritten as,

yit = x′
itγ + φ+ vit (3.6)

where
vit ≡ (φi − φ) + εit
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has
E (vit) = 0,

Var (vit) = σ2
φ + σ2

ε ,

Cov (vit, uin) = σ2
φ, and

Cov (uit, ujs) = 0 if i 6= j.

Hence, the model may be expressed in matrix form as,

y = Xγ + φηNT + v (3.7)

where
E(v) = 0

V(v) = σ2
φAA′ + σ2

εINT

≡ σ2
εΩ

with
Ω ≡ INT +

σ2
φ

σ2
ε

AA′

= INT +
σ2
φ

σ2
ε

(IN ⊗ ηTη
′
T )

In the unlikely event that the ratio π ≡ σ2
φ/σ

2
ε were known - hence, Ω did not include

any unknown parameters; Aitken’s GLS estimator of γ and φ and would have the
conventional form of, (

γ̂GLS

φ̂GLS

)
=
(
Z′Ω−1Z

)−1
Z′Ω−1y

where Z ≡ [X, ηNT ]. Similar to the fixed effects estimator, the GLS estimator β̂GLS

of the slope coefficients has many algebraically equivalent forms. y∗it on x∗it may be
interpreted using the coefficients of a Least Squares regression where,

y∗it ≡ yit − yi· + ω · (yi· − y..)

x∗
it ≡ xit − xi· + ω · (xi· − x..)

for

y.. ≡ 1

NT

N∑
i=1

T∑
t=1

yit

x.. ≡ 1

NT

N∑
i=1

T∑
t=1

xit

and

ω ≡
√

σ2
ε

Tσ2
ε + σ2

φ

≡
√

1

Tπ + 1
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where as above π ≡ σ2
φ/σ

2
ε . As the variability of the random effect σ2

φ declines to zero
for σ2

ε fixed, ω → 1, and the GLS estimator reduces to the usual LS regression of
the deviations yit − y. on the associated deviations in the regressor variable from its
mean value xit − x.. in regressors. Applying this conclusion, the GLS estimator may
be interpreted as a matrix-weighted average,

γ̂GLS = Dγ̂FE + (I−D)γ̂B

of the fixed effect estimator γ̂FE defined above and the “between estimator” (The
form D ≡ D(θ) is taken from [25] )

γ̂B ≡

[
N∑
i=t

(xi. − x..) (xi,−x..)
′

]−1 N∑
i=t

(xi,−x..) (yi. − y..)

of γ can be obtained from the LS regression of the time-averages yi. on xi, and a
constant. When the variances σ2

γ and σ2
ε are unknown, an estimator of θ ≡ σ2

γ/σ
2
ε

or ω ≡ (1 + Tπ)−1/2 is required to build a Feasible GLS estimator. The unbiased
estimator s2FE of σ2

ε based on the fixed-effect estimator γ̂FE will indeed be consistent;
for constant T , the variance estimate for the “between” estimator will also be accurate.

s2B ≡ 1

N −K − 1

N∑
i=1

(
(yi.− y..)− (xi. − x..)

′ γ̂B

)2
will be unbiased and consistent for Var (εi) = σ2

φ + (σ2
ε/T ). Hence

ω̂ ≡ s2FE

Ts2B

p→ ω,

and may be substituted for ω when constructing a Feasible GLS estimator. Observe
that the matching estimator of σ2

φ

s2φ ≡ s2B −
(
s2FE/T

)
cannot be certain to be positive.

3.2.2.3 Robust Covariance Estimation

Errors showing heteroskedasticity or serial correlation are particularly problematic in
the statistical analysis of panel data, as they are in other applications of generalized
least squares (GLS) methods. Model

yit = w′
itµ+ vit (3.8)

where w′
it contains the row vector of regressors x′it and the appropriate row of the

matrices A and R of dummy variables for the fixed effect, we may assume that the
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errors vit are uncorrelated across individuals i and have arbitrary variance-covariance
patterns across time t for each individual i. Now say,

E (vit) = 0

Cov (vit, vis) = σi,ts,

Cov (vit, vjs) = 0 if i 6= j.

arranging the observations in the conventional matrix format,

y = Wµ+ v (3.9)

which readily follows,

V(v) ≡ β =

 β1 0 . . . 0
0 β2 . . . . . .
. . . . . . . . . 0
0 . . . 0 βN


for

βj ≡ [σj,ts]

(T × T )

It might be fair to employ the traditional LS estimator in the lack of a parametric
form for βj,

µ̂LS = (W′W)
−1

W′y

of the µ coefficients (i.e., the slope coefficients γ and any individual or time fixed
effects), should be stable and follow a normal distribution under certain conditions
on the v, allowing for reliable statistical inference. The goal of this GLS application
is the same as that of previous ones: to get a reliable estimate for,

plim
1

N
V (µ̂LS) = plim

(
1

N
W′W

)−1(
1

N
W′βW

)(
1

N
W′W

)−1

,

the asymptotic covariance matrix of the LS estimator. The middle matrix is the most
difficult because,

1

N
W′βW ≡ 1

N

N∑
i=1

T∑
t=1

T∑
n=1

σi,tnwitw
′
in,

using the same logic that lead to the Huber-Eicker-White robust covariance matrix
estimator gives,

1

N
W′β̂W ≡ 1

N

N∑
i=1

T∑
t=1

T∑
n=1

v̂itv̂inwitw
′
is

as a consistent estimator of the middle matrix of plim 1
N
V (µ̂LS), where v̂it are the

LS residuals
v̂it ≡ yit −w′

itµ̂LS

Applying the same constraints as the Huber-Eicker-White which is resistant to het-
eroskedasticity covariance estimate, this estimator will also be reliable as N → ∞
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. This resilient covariance matrix estimator conveniently extends to clustered data
problems where the number of “time periods” or “group members” Ti is dependent
on the group index i the previous formulations are generalized by swapping T for Ti

across.

3.2.2.4 Nickell Bias

Individual-specific effects are treated as fixed parameters in a fixed effects model.
This method may correct for unobserved time-invariant heterogeneity that changes
among individuals, however employing a lagged dependent variable as a regressor
might result in bias. The bias caused by employing fixed effects with a lagged de-
pendent variable is referred to as the Nickell bias [26], named after the economist
who originally found it, Stephen Nickell. The Nickell bias occurs when the lagged de-
pendent variable is linked with the individual-specific effects, which may occur when
the lagged dependent variable is endogenous or serially correlated. And because we
have previously demonstrated that the CCI has an autoregressive character, we are
compelled to use the dynamic panel models.

In a dynamic panel data model, the time demeaning operation of fixed effects,

yit = αi + βyit−1 + εit

which takes us to a modified regression model

yit − yi. = β (yit−1 − yi·−1) + (εit − εi.)

where dots indicate time averages. Here, error terms (εit − εi .) and regressors
(yit−1 − yi·−1) are correlated even as N → ∞, where N is the number of units in
the panel. This can be shown formally, but essentially follows from the observation
that yi.� contains future yit which are generated by past yit which, in turn, are gener-
ated by past εit which are contained in εi. Hence, even as N → ∞, the FE estimator
will not consistently estimate β. Nickell Shows the inconsistency to be approximately
equal to,

− 1+β
T−1

(3.10)

Now for T → ∞ this bias tends to zero and because our monthly scenario has T
is quite large, we may use any traditional FE estimators with a lagged dependent
variable as regressors. In this instance, we used the DK [27] estimator, which permits
robust estimations that meet our needs.

For annual cases in which T is quite small and things become borderline. Here
we can expect the Nickell bias is likely to persist. To address these situations, we
employed an estimator that explicitly corrects for the bias introduced by Kripfganz et
al. [28]. In the next two parts, we provided a quick overview of the concepts behind
the two estimators we would use in our investigation.
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3.2.2.5 Panel models with Driscoll and Kraay standard errors

This estimator was used particularly for monthly cases for which we have data from
2006 to 2020 and which are, in essence, several time series. I performed the study
using the Stata program -xtscc, which computes Driscoll-Kraay standard errors and
permits any correlation across cross-section and general serial correlation throughout
time, as well as robust inference, which we describe in the previous part. Additionally,
when T is big and N is small, we may incorporate the lag dependent variable directly
in the panel configuration, since the Nickell bias introduced by utilizing fixed effects
with a lag dependent variable is negligible when T is large as shown in the last
section. As described in section 3.2.2.4, it is necessary to use a dynamic panel model
as our dependent variable CCI having autoretrogressive structure. Duan et al.[8] used
traditional Arellano-Bond GMM estimator which is consistent with when N > T but
in our case T > N in both cases where in monthly case we have a large T and that’s
why as shown in the last chapter the Nickell Bias for this case will tends to zero and
in case of annual data, we have small T we need to use some bias corrected dynamic
models to account for the nickell bias.

Our discussion will be limited to linear regression, however Driscoll and Kraay’s
[29] covariance matrix estimator may be used with any kind of model.

Driscoll and Kraay standard errors for pooled OLS estimation

Following Driscoll and Kraay [29] and Daniel Hoechle [27] we focus on the below
linear model,

yit = x′
itµ+ εit, i = 1, . . . , N, t = 1, . . . , T (3.11)

here the dependent variable yit is a scalar, xit is a (K + 1) × 1 vector of indepen-
dent variables which starts with 1, and µ is a (K + 1) × 1 vector whose coefficients
is not known. Here i represents cross-sectional individuals and t represents time.
Commonly, observations are arranged as follows:

y = [ y1t11 . . . y1T1 y2t21 . . . yNTN ]
′

and
X = [ x1t11 . . . x1T1 x2t21 . . . xNTN ]

′

This approach enables an unbalanced panel, since only a subset for each individual
i is picked and ti1, . . . , Ti with 1 ≤ ti1 ≤ Ti ≤ T of all T observations are potentially
accessible. For all values of s, t, it is considered that now the regressors xit have no
association with the scalar disturbance component εis (suggesting robust exogeneity,
which is necessary for our situation). However, it is permissible for the disturbances
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to be autocorrelated, heteroscedastic, and cross-sectionally dependent. According to
these assumptions, µ may be reliably predicted via OLS regression, which produces,

µ̂ = (X′X)
−1

X′y

As the square roots of the diagonal components of the asymptotic (robust) covari-
ance matrix, the DK standard errors for the coefficient estimations are subsequently
computed as,

V (µ̂) = (X′X)
−1

ŜT (X′X)
−1

where ŜT is from Newey and West [30]:

ŜT = Ω̂0 +
∑m(T )

j=1 w(j,m)
[
Ω̂j + Ω̂′

j

]
(3.12)

In the (3.12), m(T ) denotes the lag length up to which the residuals may be autocor-
related and the modified Bartlett weights,

w(j,m) = 1− j/{m(T ) + 1}

We need to make sure semi-definiteness of ŜT is positive and smoothen the sample
autocovariance function such that higher order lags get less weight. The (K + 1) ×
(K + 1) matrix Ω̂j is defined as,

Ω̂j =
∑T

t=j+1 ht(µ̂)ht−j(µ̂)
′ with ht(µ̂) =

∑N(t)
i=1 hit(µ̂) (3.13)

Note that in (3.13), the sum of the time t moment conditions hit(µ̂) ranges from 1
to N(t), where N is permitted to vary with t. This little modification to the original
estimator developed by Driscoll and Kraay [29] is sufficient to make their estimate
suitable for use with imbalanced panels. Individual orthogonality criteria hit(µ̂) in
(3.13) are the (K + 1) × 1 dimensional moment conditions of the linear regression
model in the case of pooled OLS estimation, i.e.,

hit(µ̂) = xitε̂it = xit (yit − x′
itµ̂)

The covariance matrix estimator of DK is equivalent to the heteroscedasticity and
autocorrelation consistent covariance matrix estimator of Newey and West applied
to the time series of cross-sectional averages of the hit(γ̂). Using cross-sectional
averages, this method estimates standard errors that are constant regardless of the
cross-sectional size of the panel N . Driscoll and Kraay [27] demonstrate that this
consistency finding remains true even when N → ∞. In addition, using this method
to estimate the covariance matrix gives standard errors that are resilient to extremely
broad kinds of cross-sectional and temporal dependence.

Fixed-effects regression with Driscoll and Kraay standard errors

For our study, we are primarily interested in estimating fixed-effects (within) regres-
sion models with Driscoll and Kraay standard errors; nonetheless, knowing OLS with
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DK standard errors is essential for laying the groundwork for understanding Fixed
effect regression with DK standard error. In two phases, the relevant fixed-effects
estimator is built. In the first stage, all model variables zit ∈ {yit,xit} are within
transformed as follows:

z̃it = zit − z̄i + z̄, where z̄i = T−1
i

Ti∑
t=ti1

zit and z̄ =
(∑

Ti

)−1∑
i

∑
t

zit

Knowing that the within-estimator relates to the OLS estimator of,

ỹit = x̃′
itµ+ ε̃it (3.14)

next phase involves estimating the modified regression model in (3.14), as described in
the preceding section, using pooled OLS estimation with Driscoll and Kraay standard
errors.

3.2.2.6 Bias-corrected estimation of linear dynamic panel data models

As noted in section 3.2.2.4, our design of the problem statement for annual data does
not meet the N > T (and T is fairly tiny in this instance) criterion for Arellano and
Bond estimator to operate consistently hence we can’t follow the methodology in [8]
of using Arellano and Bond GMM [31] estimator. As we discussed already classical
FE or RE estimator with a presence of lagged dependent term will be biased in the
presence of unobserved group-specific heterogeneity [26]. The only way to reduce
this bias when Time horizon is quite large as like our monthly case. Thus, these
estimators may not be particularly trustworthy. In any event, you should not use the
two-step version of these estimators, since finding the best weighting matrix for the
second step with such a tiny N is futile. Given extremely persistent macro data, one
can anticipate that the Nickell bias will persist. If all factors other than the lagged
dependent variable are absolutely exogenous, an estimate that explicitly corrects for
bias may be preferable to a GMM estimator.

Kripfganz et al. [28] introduced a novel bias-corrected (BC) estimator with desir-
able finite-sample features and developed a programme xtdpdbc in Stata. It has certain
desirable qualities, which we will attempt to describe shortly. Firstly, as the analyt-
ical form of the bias is known, the BC estimator may immediately rectify it at the
source by modifying the momentary circumstances. The slight variance between FE
and RE estimators is maintained. We can accommodate higher order autoregressive
models using this. This BC estimator follows a known asymptotic distribution, and it
is an estimate based on the technique of moments. This allows for the determination
of standard errors. There is a way to make standard errors resistant to cross-sectional
dependency. This BC estimator’s FE counterpart, the adjusted profile likelihood esti-
mator of Dhaene and Jochmans [32], is mathematically equivalent. Since there is just
one lag of the predictor variables, it is also equivalent to the iterative BC estimator
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proposed by Bun and Carree [33]. Unlike Kiviet’s [34] bias estimate, which need a
prior consistent estimator, this BC estimator may be used without one.

Yit =
∑m

k=1 αkYi,t−k +X′
itθ + φi + vit︸ ︷︷ ︸

=eit

, i = 1, 2, . . . , N, t = 1, 2, . . . , T (3.15)

Some basic model assumptions are as follows,

1. Higher-order autoregressive model with p lags of the dependent variable and
minimum initial observations regularity criteria.

2. Purely exogenous regressors Xit with regard to the idiosyncratic error term:
E [Xitvis] = 0 for all t and s.

3. Unobserved group-specific “fixed effects”, E [Xitφi] 6= 0, or “random effects”,
E [Xitφi] = 0.

4. There will be no serially uncorrelated idiosyncratic errors as E [vitvis] = 0 for
all t and s, but it could be heteroskedastic, E [v2it] = σ2

i .

Let us now focus on the Bias-corrected method of moments estimator. For demon-
stration purpose let consider m = 1 and define Ω = (α1, θ

′)′. We’ll be focusing FE
estimator for our case, This FE-BC estimator solves for,

Ω̂ = argmin
Ω

(
N∑
i=1

Mi(Ω)

)′( N∑
i=1

Mi(Ω)

)

with moment functions

Mi(Ω) =
1

T

T∑
t=1

[(
Yi,t−1 − Ȳ−1,i

Xit − X̄i

)
−
(

T
T−1

b (α1) (eit − ēi)
0

)]
eit

where X̄i =
1

T

T∑
t=1

Xit and b (α1) = − 1

T 2

T−2∑
t=0

t∑
s=0

αs
1,

such that E [Mi(Ω)] = 0.

Though we’ll be applying FE-BC estimator for our case, but let us briefly familiarise
with the other side of the coin of FE-BC estimator which is RE-BC estimator and
let’s just glance over a bit.

The RE-BC estimator solves for,

Ω̂(k) = argmin
Ω

(
N∑
i=1

Mi(Ω)

)′

F

(
N∑
i=1

Mi(Ω)

)
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with moment functions

Mi(Ω) =
1

T

T∑
t=1

[

 Yi,t−1 − Ȳ−1,i

Xit − X̄i

Xit


︸ ︷︷ ︸

=zit

−

 T
T−1

b (α1) (eit − ēi)
0
0

]eit

and weighting matrix F =
(

1
NT

∑N
i=1

∑T
t=1 zitz

′
it

)−1

for the 1-step estimator Ω̂(1), or

F =

(
1
N

∑N
i=1 Mi

(
Ω̂(1)

)
Mi

(
Ω̂(1)

)′)−1

for the 2-step estimator Ω̂(2).

This section was intended to provide an understanding of the concept behind the
use of BC estimators using Stata’s -xtdpdbc command. For further specifics, readers
might turn to Kripfganz et al. [28].

3.2.3 Vector Autoregression

A stationary time-series variable at may typically be treated as dependent on its own
lagged values in a univariate autoregression,

at = µ0 + µ1at−1 + µ2at−2 + · · ·+ µkat−k + εt

The vector autoregression (VAR) model is a natural extension of the autoregressive
model for the analysis of multiple time series; in this model, each variable in the
vector is depicted as depending on its own lag and on the lags of all other variables
in the vector. A two-variable VAR with one lag appears as follows,

at = µ0 + µ1at−1 + µ2bt−1 + ε1t

bt = ρ0 + ρ1at−1 + ρ2bt−1 + ε2t

Models of this kind are used by applied macroeconomists to characterize macroeco-
nomic data, draw causal inference, and give policy recommendations. There are two
primary model-selection choices that must be taken while developing a VAR model.
The research topic and theoretical framework inform these choices. Those are as
follows,

1. Choosing which variables to include into the VAR model is the first major choice
to be made. Researchers often choose variables that are both theoretically
grounded and relevant to their research subject.

2. The selection of the lag duration is the second option to be made. It’s possible
to use a heuristic model, such include a year of delays, or more rigorous lag-
length selection criteria to make this choice. The number of previous periods
utilized to make predictions about the present period is determined by the lag
duration. The VAR model’s accuracy and its ability to predict the future are
very sensitive to the lag duration that is chosen.
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After settling on the variables and lag time, the next step is to estimate the VAR
model’s parameters. Methods of estimation might vary according on the nature of the
study’s inquiry and the information at hand. Post-estimation checks on the model fit
may be conducted with the help of the model’s parameters.

Estimation and Stability

Let’s begin with a model we’ll be using in our case with annual data of Credit Cycle,
Sector Risk (CVaR) and Repo Rate. The order of the variables in the VAR model is
quite important which we’ve discussed later in this section.

[ Reporatet
∆CCIt

∆CVaRt

]
= b0 +B1

[ Reporatet−1

∆CCIt−1

∆CVaRt−1

]
+ · · ·+Bk

[ Reporatet−k

∆CCIt−k

∆CVaRt−k

]
+

[
ε1,t
ε2,t
ε3,t

]

b0is a vector of intercept terms and each of B1 to Bk is a 3 × 3 matrix of coeffi-
cients. The next step is to determine an appropriate lag duration. For all estimates
and tests, we will use Stata Software and its “var” package. After establishing the
model, it is necessary to determine whether or not the variables are stationary. It may
be examined using any standard unit root test, such as the Augmented Dickey–Fuller
or Phillips–Perron tests. In case any variables found non-stationary we can use stan-
dard first difference techniques or Log transform techniques. Then, diagnostics for
proper lag-order selection must be tested. The “varsoc” command displays the out-
comes of many lag-order selection experiments. The likelihood ratio test and Akaike’s
information requirements will be discussed, as well as the proposed lag order. Two
objects must be estimated when variables and lag length are available: the coefficient
matrices and the error term covariance matrix. Using least squares, coefficients may
be calculated equation by equation. With a sample covariance matrix of residuals,
one may derive the covariance matrix of errors. var command does both jobs and
presents the coefficients by default; an estimate of the error terms’ covariance may
be determined from the output e(σ). The results of var are organized by equation,
where each “equation” corresponds to its dependent variable; hence, there are Repo
Rate equations, CCI equations, and CVaR equations. e(σ) represents the covariance
matrix of the calculated VAR residuals, which can be accessed easily from Stata’s
output. Note that residuals are connected across equations. Not including the con-
stant terms, a VAR with n variables and k lags will have kn2 coefficients; so it might
get tricky to interpret all the results from the output. So, it is common practice to
exclude the var output table and instead provide more meaningful post-estimation in-
formation. Granger causality tests and impulse–response functions are two prominent
post-estimation statistics that are used to evaluate VAR output.

Before proceeding with post-estimation statistics and theories, we must ensure that
our VAR models are stable. Stata’s “varstable” command will execute the required
stability assessment for the var model with the optimum lag duration. And last, we
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must verify that there is no auto-correlation at the given lag length using the Lagrange
multiplier test and the “varlmar” function in Stata. Before moving on to the next
part, we will briefly present the definitions and hypotheses of three test statistics:
the Augmented Dickey Fuller Test, the Stability Check for the VAR model, and the
Lagrange-multiplier test for the VAR model.

Definition 7 (Augmented Dickey–Fuller (ADF) test). A non-stationary time series
is characterized by its unit root. The ADF test is included in the unit root test.
Technically speaking, a unit root in a time series is declared to exist when µ equals 1.

Xt = µXt−1 + θAe + ε

when Xt is value of the time series at time t and Ae is an exogenous variable. A
non-stationary time series is indicated by the existence of a unit root.

The Dickey-Fuller test is a unit root test that examines the null hypothesis that µ
equals to 1 for the following model equation. The coefficient of the first lag on x is
denoted by µ.

xt = c+ θt+ µxt−1 + φ∆Xt−1 + εt

with the hypothesis,
H0 : µequals to1.

The aforementioned equation is utilized in the Augmented Dickey Fuller Test, which
is a popular Unit Root test. The ADF test incorporates high-order regressive processes
into the original Dickey Fuller test equation.

xt = c+ θt+ µxt−1 + φ1∆Xt−1 + φ2∆Xt−2..+ φm∆Xt−m + εt

The Dickey Fuller test does not affect the status quo, however.

Because µ = 1 under the null hypothesis, the p-value must be less than the signif-
icance threshold (say, 0.05 or 0.01) before the null hypothesis may be rejected. The
series must be stationary because of this.

Definition 8 (VAR Stability). It is essential to have covariance stationary variables
for inference after var. In xt, variables with a constant covariance are ones whose
first two moments do not change with time. The condition under which a variable xt

is considered covariance stationary is as follows:

1. E[xt] is finite and independent of t.

2. V ar[xt] is finite and independent of t.

3. Cov[xt, xm] is a finite function of |t−m| but not of t or m alone.

Yet, a more stringent stability requirement is required for making sense of VAR
models. If a VAR is stable, it may be inverted and its representation as a vector mov-
ing average has infinite order. The meanings of interpretations of impulse–response
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functions and forecast-error variance decomposition are known if the VAR is stable.
The calculated VAR is stable if the modulus of each eigenvalue of the matrix B < 1,
as shown by [35]. The companion matrix B is represented as below,

B =


B1 B2 . . . Bm−1 Bm

I 0 . . . 0 0
0 I . . . 0 0
... ... . . . ... ...
0 0 . . . I 0


and gets its eigenvalues using the eigenvalues of the matrix.

√
a2 + b2 is the modulus

of the complex eigenvalue a+ bi. As shown by [35], the VAR is stable if the modulus
of each eigenvalue of B < 1.

Definition 9 (Lagrange Multiplier (LM) test for VAR). Most VAR post-estimation
studies assume that disturbances are not autocorrelated. The LM test is conducted at
lags i = 1, ..., p. The null hypothesis of the test is that there is no autocorrelation at
lag i for each individual i. The formula for the LM test statistic at lag i is,

LMm = (M − a− 0.5) ln

 |∆̂|∣∣∣∆̃m

∣∣∣


where M is the number of observations in the VAR; ∆ is the maximum likelihood
estimate of ∆, the variance–covariance matrix of the disturbances from the VAR; and
∆m is the maximum likelihood estimate of ∆ from the following augmented VAR.

Evaluating the output of a VAR: Granger causality tests

In the econometric study of time series, causal relationships are often founded on the
idea of predictability and are demonstrated by testing for Granger causality [36], [37].
Granger causality is popular because it is detected using reduced-form VAR models
that may be applied to a group of potentially jointly driven variables. This is to
be noted that same concept we can apply in panel settings too concept introduced
by Lopez et al. [38]. Granger causality is a prediction-based statistical notion of
causation. Each system variable is described as a linear mixture of its own past
values and the past values of all other system variables in a VAR model. The Granger
causality test is used to examine if the past values of one system variable aid to predict
the future values of another system variable.

Definition 10 (Granger causality). Granger causality states that if a signal A “Granger-
causes” a signal B, then previous values of A should include information that helps
forecast B in addition to the information contained in past values of B alone.

H0 : A does not Granger Cause B

H1 : A Granger Causes B
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Rule of decision, if p value is,

� < 0.05 = A Granger causes B at the 5% significance level.

� > 0.05 = A does not Granger cause B at the 5% significance level.

The vargranger post-estimation command does several Granger causality tests.

Evaluating the output of a VAR: Impulse responses

The second set of data often used to assess a VAR consists of modeling system shocks
and tracking their effects on endogenous variables. When the error components are
connected across equations and the shocks are linked across equations. One method
to approach this problem is to suppose that there are underlying structural shocks vt
which are not correlated while these stresses are linked to the reduced-form shocks
according to the following relationship:

εt = Bvt

E (vtv
′
t) = I

If we denote the covariance matrix of the error terms by ∆, then the B matrix is
linked to ∆ via,

∆ = E (εtε
′
t)

= E (Bvtv
′
tB

′)

= BE (vtv
′
t)B

′

= BB′

Because we have estimated ∆̂, the problem is to construct B̂ from,

∆̂ = B̂B̂′ (3.16)

Many B matrices fulfill (3.16). Assuming that B is lower-triangular is one technique
to reduce the number of potential choices; B may then be uniquely identified using
a Cholesky decomposition of ∆. The imposition of a lower-triangular structure on
matrix B in a VAR model implies a certain sequence in the variables under con-
sideration, and different arrangements of variables can lead to distinct B matrices.
The economic implications of this structure are that a shock to a given equation will
instantaneously affect variables in the lower sequences, while variables in higher se-
quences will remain unaffected. In this analysis, we will adhere to the same sequence
as that in which the VAR equations are presented.

Impulse response function (IRF) analysis is affected by the ordering of the variables
in a VAR model. This is due to the fact that the IRF demonstrates how a change in
one variable influences the other variables in the system, and this is dependent on the
ordering of the variables. There is no universally “best” ordering for the variables in
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a VAR model, since the optimum ordering is dependent on the research topic and the
economic theory driving the connections among the variables. According to one alter-
native explanation, the Repo rate influences both the credit cycle index and sectoral
risk, but the credit cycle index has a more immediate and direct impact on sectoral
risk. In this situation, it may be reasonable to arrange the variables as follows: Repo
rate, credit cycle index, sectoral risk (CVaR). The Credit Channel Theory [39] and
Minsky’s Financial Instability theory [12], which were briefly mentioned in Chapter
6, are the two major theories we utilized to organize our variables in this manner.
These topics are discussed in further detail in Chapter 5.

With B, we may produce shocks which are not correlated between equations and
determine their effect on the VAR variables. We may generate impulse–response
functions using the irf create command and then graph the output using the irf graph
command. On the impulse–response graph, each row represents an impulse and each
column represents a response variable. The horizontal axis of each graph corresponds
to the temporal units in which our VAR is computed, in this instance month/year.
In this scenario, all variables are measured in percentage points, hence all vertical
units are % changes. The horizontal axis represents the passage of time period.
All findings are contingent on the B matrix or the parameter ordering in the VAR.
Diverse orderings will yield various B matrices, resulting in diverse impulse responses.
When we suspect that the variables in our VAR model may show contemporaneous
effect, we should often apply Orthogonalized IRFs. Nevertheless, OIRFs may not be
appropriate if we are only concerned about the short-term effects of shocks, as they
typically emphasize the model’s longer-term behavior as we are looking into 5years
of impact we’ll be adopting OIRF.
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4

Classical Data and Alternative
Data

In this chapter, we discuss how different data for the study were gathered and anal-
ysed, and built. This chapter also introduces a new study path in which the power
of Natural Learning Processing will be used to explore Credit Risk.

4.1 Classical Data

In this section we’ll be focusing on the how country and sector specific different
econometric data has been collected, computed and the rationale behind it.

4.1.1 The Credit Cycle Index

The CRI PD is the likelihood that a debtor will be unable to fulfill its financial obli-
gations. It is derived from the forward intensity model by Duan et al. [40] of the
CRI, which includes 17 common and firm-specific risk variables. Prediction horizons,
or “term structures”, range from one month to sixty months. The PD and AS are
accessible for over 800,000 publicly traded companies worldwide. The current ac-
tively traded companies, including a few from India, have their valuations updated
daily. The Credit Cycle Index will be constructed from several sectors, with indus-
try categorization based on the Bloomberg Industry Classification Standard (BICS)
2020. Using CRI PD, Aggregate PD and Actuarial Spread(AS) were calculated. The
aggregate PD and AS indicate the creditworthiness of an area, economy, or industry.
They are derived as the median value of each firm’s PDs and ASes within the selected
group. This will be used to construct our Sectoral Credit Cycle Index.
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Figure 4.1: Monthly CCI of Indian Banking
Sector Figure 4.2: Term Structure

Figure 4.3: Distribution of Defaults Figure 4.4: No. of Companies

Duan and Zhu showed [8] credit cycle index, denoted by CCIhi,t reflects the aggre-
gate credit risk of an entity i for a horizon of h months at time t. The entity might be
a country, a region, or a particular sector. Hence, this new credit cycle index is more
properly a family of indices constructed in the same manner as widely-referenced
stock market indices, where component businesses and weightings are picked to fulfill
a predefined objective. This index is unique in the world of credit risk management
since it may concentrate on a specific or a range of prediction horizons. As an illus-
tration, sector i’s CCI is calculated as the median PD of all firms that domiciled in
sector i. That is,

CCIhi,t := median
1≤j≤n,j∈ domiciled in i

(
PDh

j,t

)
(4.1)

where PDh
j,t is the h-month probability of default for firm j at time t. In case of picture

4.1 the graph denotes the CCI of Indian Banking sector with forecast horizon(h) is
12 months.

For our investigation, we set h to 12 months for all intents and purposes.

4.1.2 Sectoral Risk Indicator

Conditional Value at Risk (CVaR) was used to generate our Sectoral Risk compo-
nent. CVaR is also known as Expected Shortfall in many literatures. In order to
comprehend the notion of CVaR, we must first define Value-at-Risk (VaR), which
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is closely connected. VaR is a common market risk metric that is even acknowledged
by the Basel Market Risk Framework.

Following [41] we get the first element is a portfolio H of financial holdings each
with a well-defined value at given moment t. At time t the value of the portfolio is vt
. The value of the portfolio one time period into the future, viewed from the present,
is a random variable denoted by Vt+1. In risk management, one is interested in the
(positive) tail of the so-called profit-and-loss (PnL) distribution function (df) of the
random variable,

Lt+1 = − (Vt+1 − vt) (4.2)

Definition 11 (Value at Risk). Suppose L as given above and let 0 < β < 1, then,

VaRβ(L) = inf {x ∈ R : FL(x) ≥ β} (4.3)

[i.e., VaRβ(L) is the 100β% quantile of FL ].

Definition 12 (Conditional Value at Risk). The conditional value at risk or expected
shortfall of L at confidence level β is given by,

CVaRβ(L) =
1

1− β

∫ 1

β

VaRu(L)du. (4.4)

For FL continuous, the definition of ES is equivalent to,

CVaRβ(L) = E [L | L > VaRβ(L)] (4.5)

VaR is not a coherent measure of risk and specifically doesn’t follow the most
desired property of sub-additivity for the purpose of our study as discussed in
chapter 2. In field of Financial Economics a coherent risk measure is a function that
satisfies properties of monotonicity, sub-additivity, and homogeneity.

Figure 4.5: CVaR for general loss distribution

Before jumping to step by step processes of construction of the indicator let us
familiarise with the three process of computation of CVaR.
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1. Parametric Approach

2. Simulation Approach

3. Historical Approach

The simulation method (sometimes called the Monte Carlo simulation method) cre-
ates a random walk by drawing random samples from a particular distribution in
order to anticipate future rates and revenues but combining all stocks from a sector,
let alone all sectors, was physically impossible and would have been computationally
costly. The parametric technique (also known as the variance-covariance approach)
assumes normalcy which is not always true in real market scenario The CVaR was
calculated using the Historical Method under this supposition.

4.1.2.1 Construction of the Indicator

Figure 4.6: Sectoral Distribution of Nifty Bank

1. To begin, we acquired all Index Constituent data for a certain sector from the
(see figure 4.6) BSE Sectoral Indices Website.

2. Weights of each stock that have been utilized to indicate how much % they
contribute in each sector (as seen in figure 4.6), that data will also be used
to calculate CVaR. The weight percentage of each stock may be determined
by dividing the stock’s free float market capitalization by the total free float
market capitalization of all companies in the sector.

3. It is not expected that all the stocks are listed in the market at same time,
therefore we used a dynamic method to account for the weight of each stock.
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Let’s understand this using an example, in the figure 4.6 we can see there’s a
stock name AU Small Finance bank which has been listed in the market on
14th July 2017. Hence, it was not included in our computation prior to its
listing, and after it has been added, its market capitalization will be accounted
for, along with the rest of the stocks.

4. Following that, daily closing price data for these stocks were obtained from the
BSE between the years 2000 and 2020. Then, for each stock, the daily percent
change in closing price or the daily return was determined. The formula used
to create a daily price change portfolio is,

Portfoliodr =
n∑

i=1

wivi

where, wi = weight of ith stock and vi = daily return of ith stock and n = num-
ber of stocks in the sector .If we assemble every single day’s weighted averaged
percent change of close price data, we will get the daily return of closing price
data for that sector.

5. Finally, we can aggregate the sector’s daily percent change in closing price data
on a monthly or annual basis and use the CVaR function to get the sector’s
monthly or yearly CVaR. For our purposes, we’ll look at monthly/annual CVaR
depending on cases.

6. In this manner, we may also develop a country-specific risk indicator for speci-
fied time horizon. For example, using the same reasoning as previously, we can
collect the daily closing price data of the SP & BSE 500 index, which consists
of 500 stocks and is a very excellent reflection of the Indian market, and then
calculate monthly/annual CVaR using the same processes.

4.1.3 Macroprudential Index Data

We’ve mainly used two macroprudential index data one is monthly and another is
yearly and each of those data has been compiled in little different format and we’ll be
introducing those in detail manner. First, we’ll look into the MPI index for monthly
frequency and then we’ll be looking towards the yearly frequency.

For the monthly instance, we used the IMF’s iMaPP database (International Mon-
etary Fund). The IMF’s iMaPP database is an Excel file including (1) dummy-type
indications of tightening and easing actions of various macroprudential policy instru-
ments, (2) a unique numerical indicator of regulatory constraints on the loan-to-value
ratio, and (3) a description of each policy action. Alam et al. [42] compiled data
from five existing databases and the IMF’s Macroprudential Policy Survey to create
the iMaPP database. National sources, IMF official publications, and the websites
of the Bank for International Settlements (BIS) and the Financial Stability Board
also contribute to the iMaPP database (FSB). This database has a great amount of
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information, however we are mostly interested in MaPP indicators. This is a policy
activity indicator for each instrument. Each instance of tightening is categorized as
a plus one, each instance of loosening as a minus one, and neutral or no action as a
zero. SUM 17 is the sum of the policy action indicator values for all 17 instruments.
Comprehensive discussion of each policy instrument examined for the MPI Index is
beyond the scope of this thesis; nevertheless, one may consult Alam et al. [42]. Lim-
itations on loan-to-value ratios (LTV), counter-cyclical capital buffer (CCB), capital
conservation buffer, Tax, Liquidity, Loan-to-Deposit, etc. are a few prominent de-
vices. This database contains monthly MaPP statistics for several nations, including
India. We collected these data from the iMaPP database and filtered them for India
before using them in our research.

For annual cases, we derive the index from Cerutti et al. [14], whose data comes
from the Global Macroprudential Policy Instruments (GMPI) research conducted by
the IMF’s Monetary and Capital Department. The survey covers the years 2000 to
2017 and a total of 18 separate policy instruments, of which 12 are included in the
MPI. Readers may consult Cerutti et al. [14] for further information on the survey
questionnaire (2017). The total MPI is calculated by summing the 12 binary readings
for each instrument.

For both cases we choose lag of the MPI as the regressor variable since such pre-
cautionary strategies often need further time to take effect at least a year so in case of
monthly it was taken around 12 lags and for yearly one/two lags. This also mitigates
the notion of reverse causality, when policymakers decide to enact such policies after
seeing credit growth.

4.1.4 Control Variables

We’ve used few control variables for panel data regression and we’ll be discussing
about those in this section. First, there is the GDP growth rate, which indicates
the demand drive. For the yearly regression example, we used Bloomberg’s data on
the annual GDP growth rate. Normally, India discloses the quarterly GDP growth
rate; hence, in the case of monthly data gaps, we employ interpolation to assure
heterogeneity.

Our next variable is systemic risk (srisk) for India, developed by Brownlees et al.
[43] from the Volatility and Risk Institute (V-Lab) at NYU Stern School of Business
and this data is obtained from V-Lab’s official website. Srisk measures the possible
effect of a distressed financial institution on the whole financial system. It calculates
the amount of capital a financial institution would need to raise in order to retain
its present level of risk and avoid distress, taking into account the possible losses it
may cause for the financial system. Srisk is based on a network model of the financial
system that accounts for the interconnection of financial institutions and the spread
of distress across the system. It is derived using publicly accessible data on the
balance sheets and market positions of financial firms. The same network model of
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the financial system is used to determine country-specific srisk as is used to calculate
global srisk. The model focuses on financial institutions and their relationships inside
a particular country, as opposed to the global economic system as a whole. The
intricate details of computation are out of the scope of this thesis one can refer to
[43].

While macroprudential devices are typically employed in tandem with monetary
tools, the policy rate is a crucial variable to regulate. In the instance of yearly
regression, we used annual repo rate data from the RBI website. Similar to the GDP
Growth Rate, RBI does not modify the repo rate every month (sometime even yearly
too); hence, we interpolated the missing value for heterogeneity in the data.

The CPI is the Consumer Price Index. It represents the average change in prices
paid by consumers for a basket of goods and services across time. The CPI is used
to quantify inflation in an economy, and central banks and governments often use it
to direct monetary policy and adjust economic indicators for inflation. The CPI is
determined by calculating the weighted average of the prices of goods and services
in a representative basket of commodities and services routinely bought by families,
such as food, housing, transportation, and medical care. This data we only able to
obtain for annual frequency from FRED.

Finally, Market Crash is a binary indicator that captures the presence of a market
crash over a specified time frame. A market crash is a significant decline in India’s
two major stock indices, NSE and BSE. These crash dates are readily accessible from
the Bloomberg, and we create the indicator so that it is either one when crash occurs
else zero.

Similar to the MPI index, for both situations of regression we choose the ideal lag
of all the control variables. The rationale for this is that it will take time for the
impacts of altering each variable to manifest in CCI or market risk.

4.2 Alternate Data

As introduced the key motivation of this kind of study in chapter 2, I’ll introduce
the key steps we follow to retrieve this alternative data. Here we’ll presenting a
novel method for extracting media sentiments that are precisely focused on themes
and entities at the article level, as opposed to conveying generic sentiments about
firms following Xuan and Duan [19] developed by NLP-Team AIDF, NUS where I got
an opportunity of interning for last 6month. Given the credit-centric nature of our
research, [19] have established a novel way to identify an article’s relevance to credit
risk by weighing the views stated on all companies featured in the article. Despite the
fact that the views stated about businesses are sentence based, we aggregate them at
the article level.
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4.2.1 Data Collection

We primarily web-crawled over seventy or more business journals from 1998 to the
present, as well as in multiple languages. Even though the majority of collected news
is in English and we concentrated primarily on collecting business-related news, the
majority of collected news is in English. The frequency of news articles per year in
the early years is significantly lower than it is currently.

Three NLP components are crucial to the extraction of sentiments from the business
media corpus. After collecting sentiments, it is required to aggregate them across
articles, business publications, and a changing time range. The goal is to provide
alternative data time series of credit-focused, entity-specific media sentiments at the
article level.

4.2.2 Named Entity Recognition (NER)

Identifying corporate and other names in the business media corpus is essential for
this project. To build a general credit risk topic distribution that can be applied to all
companies, we needed to exclude such names, and we did so. Afterwards, we match
corporate names inserted back into articles with those in the NUS-CRI database,
enabling us to aggregate media sentiments for publicly traded companies. We detect
corporate and other names using the Named Entity Recognition (NER) approach of
natural language processing. Coreference Resolution of Stanza by Qi et al.[44] is used
to combine several forms of the same corporation (HDFC and Housing Development
Finance Corporation Limited) and associate pronouns with the appropriate company.
We construct similarity scores to map such ambiguous elements in articles to com-
panies in the NUS-CRI database, and then use numerous rule-based pre-processing
procedures to increase precision and efficiency.

4.2.3 Source Latent Dirichlet Allocation

Source-LDA, a variant of LDA, is used to extract the word distribution of the credit
risk topic from a business media corpus. LDA is a bag-of-words approach introduced
by Blei et al. [21] which represents each article as a combination of topics weighted
by article-specific probabilities, where each topic is defined by a common word dis-
tribution across all articles. LDA finds a best representation of articles in a corpus
by MCMC utilizing a collapsed Gibbs sampler. To generate the credit risk topic, a
strong prior word distribution is applied. For our purpose, we only set two topics one
credit-risk and another one is greenness. In upcoming future AIDF-NLP team
is focusing on extracting more credit and market centric topics. The probability of
an article on the credit risk topic is determined by the weight attributed by Source-
LDA. To implement Source-LDA, company and other names are removed by NER,
and only nouns and verbs are kept by POS tagging. Additionally, bigrams forming
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a specific meaning in discussions of credit risk are identified, and stopwords and sen-
timent words are removed. According to Wood [20], the LDA model converges after
1,000 iterations.

4.2.4 Sentiment analysis by TABSA-BERT

In recent years, the Devlin et al. [45] BERT (Bidirectional Encoder Representations
from Transformers) model has gained prominence due to its performance in sentiment
analysis. BERT is a pretrained language model that use a transformer architecture to
facilitate text-based supervised learning tasks. Its adaptable architecture facilitates
the execution of downstream NLP tasks, like as classification, by fine-tuning the
parameters of a pre-trained model and an additional layer of a supervised learning
neural network.

Figure 4.7: Sentence-pair fine-tuning with BERT

BERT accepts either a single sentence or a pair of sentences as input text. BERT-
base and BERT-large encode tokens with vector lengths of 768 and 1024 bytes,
respectively. We applied RoBERTa-large, an enhanced version of Liu et al. [46].
RoBERTa-encoding large’s represents word, segment, and position embedding, with
various encoding for the same word to reflect its individual meaning inside a phrase.
Two distinct tags, [CLS] and [SEP], serve as sentence embedding and sentence sepa-
rator, respectively.

A sentence-pair strategy has been employed for sentiment analysis, in which a
pseudo-sentence is constructed for a target to couple with the real phrase. The method
generates a pair of sentences for each target-specific sentiment. In our example, the
targets are corporate names, but their job does not specify a particular element, since
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relevance to credit risk should be evaluated holistically at the article level. Figure 4.7
depicts the whole architecture and process of BERT for sentence-pair refinement.

The sentiment labels have an ordinal five-point scale from -2 to 2, they perform
ordinal classification instead of categorical classification. RoBERTa-large turns a
phrase pair into 1024 features, with “C” serving as the input vector for the add-on
layer of the classification neural network. The ordinal classification network includes
one hidden layer with four nodes, and after averaging the node values, the logistic
function has been inverted and four cut-off values have been used in order to get the
five probabilities corresponding to the five ordinal classes.

A sentence extracted from a newspaper:
Credit rating agency Fitch Ratings has compared two major Indian telecom compa-
nies, Bharti Airtel and Vodafone Idea, and concluded that while both face intense
competition and regulatory hurdles, Vodafone Idea’s high debt levels make it more
vulnerable to financial stress than Bharti Airtel.

The Processed Sentence:
Credit rating agency Fitch Ratings has compared two major Indian telecom compa-
nies, Target1 and Target2, and concluded that while both face intense competition
and regulatory hurdles, Target2 high debt levels make it more vulnerable to financial
stress than Target1

Sentence-pair 1 tagged by a label of +1 (moderately positive)
1.1: The processed sentence
1.2: Target1

Sentence-pair 1 tagged by a label of -2 (strongly negative)
2.1: The processed sentence
2.2: Target2

An example of TABSA-BERT task

4.2.5 Sentiment aggregation

First article level sentiment has been aggregated to entity level sentiments. Each
article’s credit risk subject weight may be added to each article’s sentiment to gen-
erate credit-focused, entity-specific sentiment at the article level. The credit-focused,
entity-specific sentiment at the article level is calculated by multiplying the entity-
specific sentiment obtained from TABSA-BERT at the article level by the article’s
credit risk subject weight obtained from Source-LDA. On any given day, a business
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publication may publish many articles on the same firm. We thus average the credit-
focused, entity-specific sentiment ratings at the article level from the same media
source. A further average with similar weighting is given to the commercial presses.
There may not be news coverage on successive days, yet news may have lasting ef-
fects. Thus, we establish a seven-day moving window and calculate the seven-day
moving average for credit-focused, entity-specific sentiments to provide daily time se-
ries for each media-covered organization. The absence of sentiment scores will not be
replaced. In the seven-day time-frame, the moving average will represent the number
of non-missing sentiment ratings.

Figure 4.8 below summarizes all the procedures from news collection to generating
an entity-specific daily sentiment for Indian Case.

Figure 4.8: Full Methodology for Generating Entity-Specific Daily Credit Sentiment for Indian Case

47



48



5

Analysis and Discussion

This chapter describes the panel models and VAR models that were used, as well as
the outcomes and conclusions. Using a handful of case examples, we also discuss the
outcomes of our investigation into Credit Risk utilizing NLP tools. The discussion
culminates in a consensus regarding the answer to the research objectives of the study.

5.1 Introduction

In this chapter, using the methodology described in chapter 3, we set up the panel
models and VAR models and analyze the dataset described in chapter 4 for our first
study vertical. A handful of case studies were also used to briefly convey the NLP
study outcomes. The findings are presented, examined, and debated.

5.2 Panel Data

In this part, we will concentrate on the fourth research aim indicated in section [1.3]
of the first chapter, which is the establishment of two distinct panel models for two
distinct data frequencies (annual and monthly data, respectively) for eleven distinct
Indian sectors. There are few variables that can be collected for yearly data, such as
the CPI, however it was difficult to get for monthly instance. In monthly instance,
we may anticipate better granularity and more comprehensive outcomes. In general,
though, we discovered a comparable structure for both cases.
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5.2.1 Annual Case

VARIABLES Observations mean std min max
Dependent variable
∆CCI 187 -0.0001499 0.0021204 -0.011409 0.009705
Independent variables
∆CVaR 187 0.0028954 0.0185447 -0.0607887 0.0545179
MPI 187 2.235294 1.115981 1 4
Repo Rate 187 6.936765 .948121 5.125 8.75
GDP Growth 187 6.767318 1.630778 3.0867 8.4976
Market Crash 187 0.1117647 0.4934742 0 1
Systematic Risk 187 34.02941 25.67347 2 75
CPI 187 100.2779 29.87907 62.01716 151.9678

Table 5.1: Summary Statistics for Annual Case. Time-period: 2000-2017

The descriptive statistics for all of our variables from 2000 to 2017 are shown in Table
5.1 The average change in the CCI over the last 12 months is -1.49 bps, indicating
that the credit risks of the eleven distinct sectors have reduced throughout the study
period. We see that the average sectoral risk is positive, indicating that the sectoral
tail risk has grown throughout this time period. The macroprudential policy index,
which spans from 1 to 4 with a mean of 2.23 and a standard deviation of 1.12, does
not display significant variance. Throughout the years, the RBI has maintained a
modest degree of monetary policy tightening, with considerable variance based on
economic circumstances and policy goals. On an average 11% times in the sample
period, we observed a market crash. Consumer Price Index (CPI) indicates that the
CPI in the nation has had various variations throughout the years, with periods of
considerable inflation as shown by the maximum value of 150, but has, on average,
stayed reasonably steady. The systematic risk indicates that the country’s financial
system has been exposed to a moderate level of systemic risk over the years, with
a moderate probability of widespread financial distress, such as a market crash or a
credit crunch, caused by the failure of one or more financial institutions, and signif-
icant variation in the risk level over time. The baseline regression has been adopted
from Cerutti et al. [14] which is,
Yi,t = Yi,t−1α +MPI ′i,t−1β +GDP ′

i,t−1γ +BankCrisis′i,t−1δ + Policy′i,t−1θ + µi + εi,t
(5.1)

Where Yi,t is the dependent variable here which is ∆CCI and rest are independent
variables described in detail in the Chapter 4.
Based on the baseline regression we added few more explanatory variables such as
Systematic Risk(SRISK), CPI, Market Crash etc (For detailed description see Chapter
4)

Yi,t = Yi,t−1α + CV aR′
i,t−1λ+MPI ′i,t−1β +GDP ′

i,t−1γ +Reporate′i,t−1θ

+ SRISK ′
i,t−1δ +MarketCrash′

i,t−1φ+ CPI ′i,t−1τ + µi + εi,t
(5.2)

For such a dynamic panel model with fixed effects, degrading the equation or choosing
the first difference would always cause an endogeneity problem, resulting in skewed
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estimates from widely used estimators. In addition, we have an instance where T
narrowly surpasses N . To handle such a scenario, we used the BC estimator [28]. We
consider CVaR and all control variables MPI, GDP growth, Market Crisis dummy
variable, Repo Rate, and SRISK to be endogenous. Table 5.2 is a compilation of our
panel regression results for the yearly case.

Table 5.2: The lag structure of Sectoral risk wrt to Credit Cycle
(1) (2) (3) (4)

VARIABLES ∆CCI ∆CCI ∆CCI ∆CCI

L1.∆CCI -0.286*** -0.289*** -0.232** -0.189***
(0.0649) (0.0574) (0.0921) (0.0551)

∆CVaR 0.0100**
(0.00489)

L1.MPI 1.32e-3*** 1.16e-3*** 1.03e-3*** 0.00122***
(4.01e-4) (2.81e-4) (2.48e-4) (2.85e-4)

L1.GDPRate 0.000117** 6.71e-05 1.90e-05 -6.05e-05
(5.24e-05) (4.50e-05) (7.89e-05) (4.36e-05)

L1.RepoRate 5.80e-4*** 5.69e-4* 1.45e-4 2.62e-4**
(2.17e-4) (3.36e-4) (1.81e-4) (1.31e-4)

L1.MarketCrash -9.06e-4*** -7.05e-4 -4.8e-4** -7.85e-4**
(3.38e-4) (4.66e-4) (2.31e-4) (3.09e-4)

L1.CPI -1.01e-4 -7.85e-05 -1.23e-4 -0.1.73e-4*
(8.07e-05) (1.33e-4) (1.28e-4) (9.59e-05)

L1.SystematicRisk -2.81e-05* -2.29e-05* -6.62e-06 -1.77e-05
(1.70e-05) (1.28e-05) (1.48e-05) (1.11e-05)

L1.∆CVaR 3.96e-3
(1.78e-2)

L2.∆CVaR 0.0153
(9.95e-3)

L3.∆CVaR -0.0176***
(5.18e-3)

Constant -5.99e-3 -5.58e-3 -2.58e-3 -2.27e-3
(2.04e-3) (2.98e-3) (2.13e-3) (1.61e-3)

Observations 176 176 165 154
Number of SectorID 11 11 11 11

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 5.2 reveals that our primary variable of interest, Sectoral Risk (∆CVaR), is
positive and highly significant in almost all lags up to the third lag, demonstrating
that a rise in sectoral risk is connected with an increase in credit risk. Nevertheless, in
the third lag, the sign of Sectoral Risk has reversed, indicating that the link between
sectoral risk and credit risk is positive in the short term but negative in the long term.
One potential economic explanation for this trend is that, in the near term, a rise in
sectoral risk may result in a rise in credit risk owing to increased default probability
and worse recovery rates in that industry. Long-term, however, the rise in sectoral
risk may result in a tightening of credit standards and a decrease in lending, which
might lead to a drop in total credit risk. This trend may also be affected by changes
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in macroeconomic circumstances, such as Macroprudential policy or the Repo Rate’s
reactions to sectoral concerns. This is very consistent with the Aikman et al. [1] and
Schularick and Taylor [2] arguments that credit growth is substantially related with
credit crises with a two-year lag.
In all other respects, the impact of MPI is comparable to the findings of Duan et al.
[8]. MPI is positive in each of the four scenarios, demonstrating that a tightening of
macroprudential policy is associated with an increase in credit risk. This indicates
that the greater use of macroprudential policy tools has not decreased credit risk.
Due to the restricted availability of loans, the credit risk may grow. Models couldn’t
find any link between GDP growth rate and credit risk. Though it is significant
and positive in model (1) and follows the reckless lending argument, which states
that during “good times” when real economic growth is strong, firms and financial
institutions tend to be overly optimistic and make riskier investments, leading to a
higher credit risk in an emerging country like India.
We also tested for Granger causality in a panel setting using Dumitrescu et al. [47]
idea of GC Test in a panel setting. This conclusion may imply, from an economic
standpoint, that sectoral risk is a leading indication of credit risk. This may be due
to the fact that changes in the amount of sectoral risk may impact the capacity of
borrowers in that industry to repay their loans, hence impacting the overall degree
of credit risk. We find out similar relation in monthly cases too hence we’ll not be
adding those results exclusively.

Dumitrescu and Hurlin Granger causality test results for annual case
Optimal Number of lags (AIC): 2 (lags tested 1 to 3).
W-bar = 6.1899
Z-bar = 6.8156 (p-value = 0.0000)
Z-bar tilde = 3.7896 (p-value = 0.0002)
H0: CVaR doesn’t Granger-cause ∆CCI
H1: CVaR does Granger-cause ∆CCI for atleast one panel (Sector).

We find out CCI doesn’t granger cause Sectoral risk but Sectoral Risk does granger
cause Sectoral Risk.

5.2.2 Monthly Case
The baseline regression for monthly case is,

Yi,t = Yi,t−1α + CV aR′
i,t−1λ+MPI ′i,t−1β +GDP ′

i,t−1γ

+Reporate′i,t−1θ +MarketCrash′
i,t−1φ+ µi + εi,t

(5.3)
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Variables Observations mean std min max
dependent variable
ΔCCI 1,969 6.16e-06 0.0093905 -0.1739582 0.1414304
independent variables
CVaR 1,969 0.0279058 0.0189983 -0.2438909 0.0006619
MPI 1,969 0.1117318 0.7392244 -3 2
GDP Growth 1,969 1.710071 4.293956 -23.0582 21.39841
Repo Rate 1,969 6.629888 0 .975837 4 9
Market Crash 1,969 0.1005587 0.3008198 0 1

Table 5.3: Summary Statistics for Monthly case. Time-period: 2006-2020

Table 5.3 displays the descriptive statistics for all of our variables from 2006 to 2020.
As this is a monthly instance, we may go more deeply into the specifics of numerous
factors. The average change in the CCI over the last year has been 0.06 basis points,
showing that the credit risks of the eleven separate industries have grown somewhat
throughout the research period. Similar to the annual example, the sectoral risk stays
positive, suggesting a rise in risk. The macroprudential policy index, which ranges
from -3 to 2 and has a mean of 0.11 and a standard deviation of 0.73, has a large
range of values. The Repo rate is comparable to what we’ve witnessed annually. GDP
Growth Rate has a wide range from -23% to 21%, with a mean of 1.71%, indicating
that India expanded well throughout this era. On an average we see 10% of times
that market has been crashed.
In case of monthly data we too use a dynamic panel model with fixed effects and
similarly degrading the equation or choosing the first difference would always cause
an endogeneity problem, resulting in skewed estimates from widely used estimators.
But here, we have an instance where T is quite large than N . In such case we
can directly use the lagged dependent variable as an independent variable as when
T → ∞ the Nickell bias doesn’t affect and hence we’ll use the Driscoll Krayy
estimator [29]. This has been already discussed in Chapter 3.

Table 5.4 demonstrated a striking match with our major Yearly Case data. Our pri-
mary variable of interest, Sectoral Risk (∆CVaR), is positive and statistically signifi-
cant at the 1% level. This shows that increased sectoral risk correlates with increased
credit risk. This makes economic sense, since sectoral risk may directly affect the
creditworthiness of borrowers in these areas. For instance, if a sector undergoes a
recession or crisis, the creditworthiness of borrowers in that area may decline, hence
increasing the credit risk for lenders.
As we discovered in the yearly example, MPI’s one-year lag demonstrates that it has
failed to reduce Credit risk.
The statistical significance of market collapse implies that market crashes are con-
nected with greater credit risk. This is due to the fact that market collapses may
directly affect the value of collateral, the availability of financing, and the creditwor-
thiness of borrowers, hence increasing the credit risk for lenders. In addition, market
collapses might be an indication of a larger economic downturn, which can raise credit
risk.

Table 5.4: Sectoral Risk and Credit Cycle Interplay Including the Crisis Period
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(1)
VARIABLES ∆CCI

L1.∆CCI -0.4687**
(0.0964)

CVaR 0.1519**
(3.9e-3)

L12.MPI 6.63e-04***
(6.62e-05)

L14.GDPRate -2.26e-04
(6.69e-05)

L11.RepoRate -5.37e-04**
(7.38e-05)

L11.MarketCrash 2.35e-03***
(1.86e-4)

Constant 8.00e-4
(5.26e-4)

Observations 1,815
Number of groups 11
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Post Crisis

The descriptive statistics for all of our variables for the post-crisis period from 2009
to 2020 are shown in Table 5.4. We see an increase in credit and sectoral risk over
the last year, as measured by the average change in the CCI and Sectoral Risk,
respectively. The macroprudential policy index, which varies from -2 to 2 and has a
mean of 0.06, decreased from the previous example, but the huge variance raises the
issue of efficacy. The Repo rate and GDP growth rate stay almost the same, but the
maximum repo rate decreases from 9% to 8%, indicating RBI’s gradual reduction of
the Repo rate.

Variables Observations mean std min max
dependent variables
ΔCCI 1,584 0.0000221 0.0074648 -0.1739582 0.1414304
independent variables
CVaR 1,584 0.0252867 0.0158324 -0.16947 -0.0024512
MPI 1,584 0.0694444 0.6838823 -2 2
GDP Growth 1,584 1.683036 4.760279 -23.0582 21.39841
Repo Rate 1,584 6.434028 0.948885 4 8
Market Crash 1,584 0.0486111 0.2151216 0 1

Table 5.5: Summary Statistics for after crisis Monthly case. Time-period: 2009-2020

Table 5.6 is a compilation of our panel regression results for the monthly case exclud-
ing the Subprime Crisis era.
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Table 5.6: Sectoral Risk and Credit Cycle Interplay excluding the Crisis Period
(1)

VARIABLES ∆CCI

L.∆CCI -0.395***
(0.0933)

CVaR 0.111***
(0.0330)

L18.MPI 2.52e-4
(1.66e-4)

L16.GDPRate 2.37e-4
(1.27e-4)

L9.PolicyRate 2.38e-4**
(1.92e-4)

L13.MarketCrash -9.80e-4**
(3.92e-4)

Constant 1.51e-3
(0.00130)

Observations 1,386
Number of groups 11
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

MPI and Sectoral Risk continue to be positive in the post-crisis period, but the
impact of Sectoral Risk on Credit Risk has decreased by around 26%, leading us to
infer that MPI and policy tools are effective in reducing Credit Risk, although more
improvement is necessary. An intriguing observation in the post-crisis age is that the
Market Crash has no beneficial effect on Credit Risk.

5.3 VAR Results
As briefly introduced in chapter 3 we’ll diving deep into the details of our VAR model.
Below we’ll be introducing our 3-lag VAR model for annual data.
Variables: Repo Rate (RR), Credit Cycle Index (CCI), Sectoral Risk (CVaR).
Lags(3)

∆RRt = a1 +
k=3∑
k=1

b11∆RRt−k +
m=3∑
m=1

b12∆CCIt−m +
n=3∑
n=1

b13∆CV aRt−n + ut

∆CCIt = a2 +
k=3∑
k=1

b21∆RRt−k +
m=3∑
m=1

b22∆CCIt−m +
n=3∑
n=1

b23∆CV aRt−n + vt

∆CV aRt = a3 +
k=3∑
k=1

b31∆RRt−k +
m=3∑
m=1

b32∆CCIt−m +
n=3∑
n=1

b33∆CV aRt−n + wt

55



Matrix Representation,[
∆RRt

∆CCIt
∆CV aRt

]
=

[
a1
a2
a3

]
+

[
b11 b12 b13
b21 b22 b23
b31 b32 b33

][
∆RRt−1

∆CCIt−1

∆CV aRt−1

]
+ . . .+

[
ut

vt
wt

]

First, we’ll dive into some details of identifications tests to verify the stability of the
VAR Models mentioned in chapter 3. Then the above-mentioned Matrix representa-
tion has previously been seen, and we will now go further into Cholesky Decomposition
and Identification techniques for our specific situation. Afterwards, we will discuss
our results. This section’s presentation will be as follows:

1. First, we will provide the impulse response function of three sectors at a time,
followed by the 5-year projection of CCI and Sectoral Risk. Before mentioning
the IRF we’ll provide some test statistics to ensure the different VAR models
for different sectors are stable and doesn’t suffer for autocorrelation. We can
observe all the test statistics follows a similar pattern and don’t suffer from any
stability issues.

2. In addition, we will give the findings of the Granger causality test between the
CCI, Sectoral Risk, and Repo Rate, as well as the results of the Cholesky predic-
tion error variance decomposition for chosen sectors. Refer to the appendix for
results from few more other sectors, since include all findings for each particular
sector would make the chapter & Thesis very lengthy and illegible. Therefore,
we focused on the most important and intriguing results.

Let’s begin by analyzing the Cholesky Decomposition for our situation.[
b11 0 0
b21 b22 0
b31 b32 b33

][
∆RRt−1

∆CCIt−1

∆CV aRt−1

]

As shown by the above matrix, this structure will be applied to all sectors. According
to the ordering, we limit the short and long-term effects of certain factors; in this
situation, the ordering is crucial. Our assumptions for this specific ordering are as
follows:

1. CCI and Sectoral Risk have no short-term influence on Repo Rate, and it will
take Repo Rate to react to changes in CCI and Sectoral Risk. Repo Rate will
respond to changes in CCI and CVaR in a timely manner not in short run.

2. Sectoral Risk has no influence on the CCI in the near term, while Repo Rate
does.

3. Moreover, both the CCI and the Repo Rate have a short-term impact on sectoral
risk.

This link between Repo rate, credit cycle index, and sectoral risk is supported by
the Credit Channel Theory [39]. Changes in monetary policy, such as the Repo
rate, may alter the availability of credit and the cost of borrowing for enterprises
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and consumers, according to this idea. As the Repo rate is decreased, the cost
of borrowing decreases and credit becomes more accessible, which may lead to an
increase in lending and investment activity. This may result in a rise in the credit
cycle index and a reduction in sectoral risk. In contrast, when the Repo rate is
increased, borrowing costs rise and credit becomes less accessible, which may reduce
lending and investment activity and increase sector risk.
The Minsky financial instability hypothesis [12] is a second economic theory that
supports this link. According to Minsky, the credit cycle is comprised of periods
of stability followed by times of instability, with the instability being the result of
the accumulation of financial fragility in the economy. Many variables, including
the availability of credit and fluctuations in the Repo rate, might contribute to the
emergence of financial instability. As the Repo rate is dropped, borrowing costs
fall and credit becomes more accessible, which may contribute to a rise in financial
fragility and sector risk. This might then result in a rise in the credit cycle index. In
contrast, when the Repo rate is increased, borrowing costs rise and credit becomes
less accessible, which may lead to a reduction in financial fragility and sectoral risk,
which may result in a reduction in the credit cycle index. The ordering of the variables
as Repo rate, credit cycle index, and sectoral risk (CVaR) is based on the economic
theory that changes in the Repo rate may impact both the credit cycle index and
sectoral risk, but the credit cycle index has a more immediate and direct effect on
sectoral risk. Two economic theories that support this link between the variables are
the credit channel theory and Minsky’s financial instability hypothesis.

5.3.1 Test Statistics
In this part, we will examine three distinct test statistics to validate the integrity of
our VAR models. The following are,

1. First, we will use the augmented dickey fuller test to check that all variables are
stationary. If this is not the case, we must use error-corrected VECM or ARDL
models. For all variables and sectors, the estimated MacKinnon p-value for
Z(t) = 0.0000 was derived using the Dickey Fuller test statistics; hence, we can
reject the null hypothesis and conclude that the variables are really stationary.

2. Next, we must examine var’s stability state using the “varstable” stata com-
mand. All eigenvalues of a stable VAR will fall inside the unit circle, and the
VAR will satisfy the stability requirement. Our VAR model is inconsistent
without this. We absolutely verified this situation.

3. Finally, we must do the Lagrange multiplier test to ensure that there is no
autocorrelation at the specific lag lengths that have been selected for various
situations. All of our p-values are more than 0.05, thus we cannot reject the
null hypothesis that there is no autocorrelation in lag order.

5.3.2 Impulse Response Function and Forecasting
An IRF assesses the impact of a shock to an endogenous variable on itself or on
another endogenous variable [35] and [48]. Becketti [49] gives a straightforward and
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moderate introduction to IRF analysis. For our study, we will be using Stata to
generate orthogonalized IRFs.
Let’s start by saying that all shocks have a standard deviation of one. All the grey
region represents the standard error, the X-axis represents the future periods (years),
and we constructed five future periods for the OIRF function. The percentage vari-
ation is shown on the Y-axis. All variables are analyzed in yearly frequencies, and
their starting dates are either January 2000, January 2002, or January 2005. And all
concludes in February 2022. In 2022, we only have data for two months.
FEVD estimates the fraction of an endogenous variable’s forecast-error variance that
may be attributable to orthogonalized shocks to itself or another endogenous variable
[35] and [48]. Cholesky FEVD will be used among the various FEVD varieties.
The Variance decomposition reveals the proportion of inaccuracy in predicting a
variable over time attributable to a particular shock.

1. In other words, the proportion of the variability in the dependent variable that
can be attributed to “its own shocks” as opposed to “shocks in the other variables
in the system”.

2. As in the IRF, the Cholesky Decomposition is used for identification reasons in
the variance decomposition.

Sector: Bank, IT and Healthcare

Figure 5.1: Orthogonalized IRF Function for Banking Sector

The image 5.1 depicts the OIRF of three distinct variables for the Banking industry.
We won’t focus mostly on diagonal pictures, which essentially describe the impulse
on its own. All of these variations are explained by “Base Effects”. We are mainly
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concerned with the interactions between cross-diagonal variables.

Equation Excluded Prob > chi2
RepoRate CCI 0.000
RepoRate CVaR 0.069
RepoRate ALL 0.000
CCI RepoRate 0.020
CCI ALL 0.000
CCI CVaR 0.000
CVaR CCI 0.0907
CVaR RepoRate 0.120
CVaR ALL 0.149

Table 5.7: Granger Causality test for Baking Sector

From the table 5.7 we see,

• There’s a bidirectional relationship between CCI and Repo Rate both helps
each other to predict at 5% significance level.

• CCI also helps to predict CVaR at 5% significance level.

The CCI shock on the repo rate shows that the first reduction in the repo rate
may be attributable to the fact that banks are likely to require additional liquidity
from the central bank in the near run to cover their elevated credit risk in short
run. As a consequence, the central bank may react by decreasing the repo rate
in order to make more liquidity accessible to banks. Moreover, as we can see,
the time frame we studied is from January 2002 to February 2022, after covid
the central bank was already lowering the repo rate. But, over time, the central
bank may grow worried about the possible inflationary effects of low interest rates
and their effects on the economy as a whole. In order to preserve price stability
and prevent inflation from reaching unmanageable levels, the central bank may
begin gradually increasing the repo rate over the following two years. Consider-
ing we are presently in 2023, we can see that this is precisely the behaviour we witness.

When we examine the CCI shocks on Sectoral Risk, we see that a rise in credit
risk may result in an increase in the default risk of borrowers in the banking sector.
Thus, investors may become more risk averse and demand more compensation for
keeping riskier assets in the sector, causing an initial rise in the sectoral risk index.
Nevertheless, over time, the central bank may take measures to alleviate the effect
of the credit risk shock, such as providing liquidity assistance to the banking sector,
which may assist in stabilizing the sector risk index. We observe the sharpest decline
in sectoral risk in this industry, particularly beginning in the third year. Though an
increase in the repo rate may have a negative impact on investments in the stock
market, we must also consider that a rise in the repo rate improves the bank’s health
and gives them the opportunity to receive higher interest rates from customers.
As a result, people will be more inclined to invest in the banking sector in this scenario.

We may also observe that the Repo Rate Shock has a negative impact on Sectoral
Risk, since the early rise in Repo Rate will encourage more individuals to invest in
safer choices, such as FDs, which will now offer greater returns.
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Response RR CCI CVaR
Steps(Year) Shocks RR CCI CVaR RR CCI CVaR RR CCI CVaR

1 1 0 0 .011982 .988018 0 .249604 .157993 .592402
2 .505532 .458073 .036396 .031179 .831672 .137149 .20077 .166598 .632632
3 .514351 .451517 .034133 .076724 .755842 .167434 .190173 .248509 .561318
4 .40669 .491542 .101768 .212725 .399533 .387742 .282844 .163055 .554101
5 .473013 .320501 .206486 .25902 .268764 .472216 .283985 .1448 .571215

Table 5.8: Cholesky forecast-error variance decomposition for Banking Sector

Table 5.8 displays the Cholesky variance decomposition for prediction error for the
Banking Sector. In the beginning of this section, explain how FEVD enables us to
see the bigger picture. Due to page limitations, we will only cover the FEVD of the
Banking sector in this section; all other FEVDs may be found in the Appendix.
Many of the table’s observations are as follows:

1. According to Choleskey decomposition, we established short and long-run cri-
teria for the response variables stated before. Hence, the short run influence
of CCI and CVaR on RepoRate is zero, and similarly, the short run effect of
CVaR on CCI is likewise zero. This will be true for all industries.

2. The CCI shock is pushing an increase in the Repo Rate, which will continue
until the fourth year. By the end of 5 years, 47% and 32% of the change
in the Repo Rate may be explained by shocks caused by itself and the CCI,
respectively.

3. We may also note that shock of CVaR increases Credit Risk (CCI) in the Sector
over the long term. By the end of 5 years, shocks in Sector Risk and Repo Rate
may explain 47% and 25% of the change in CCI, respectively.

4. We observe that the Repo Rate Shock affects Sectoral Risk and is capable of
reducing Sectoral Risk until the third year. Similarly, we see that Sector Risk
responds to the CCI shock by growing until the third year and then decreasing
somewhat, leading us to conclude that by the end of the third year, other
economic forces have kicked in and the sector has adapted to its new credit
environment. By the end of the fifth year, the Repo Rate and CCI shocks
explain 28% and 14% of the change in Sector Risk, respectively.

The image 5.2 depicts the OIRF of three distinct variables for the Information
Technology industry. Similar to last case We won’t focus mostly on diagonal pictures,
which essentially describe the impulse on its own. We are mainly concerned with the
interactions between cross-diagonal variables.

The CCI shock on the repo rate shows the initial increase in the repo rate as a
result of the shock to the credit cycle index is consistent with the traditional theory
of monetary policy transmission. A rise in credit risk would increase the cost of
borrowing, compelling the central bank to boost its policy interest rate to maintain
price stability. The subsequent decline in the repo rate in the second year may be
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Figure 5.2: Orthogonalized IRF Function for IT Sector

related to the IT industry’s low need for short-term funding. This suggests that the
impact of the credit cycle shock on the IT sector’s borrowing costs may have been
temporary, leading in a drop in the repo rate the following year. The modest increase
in the repo rate in the third year could be due to the reversal of the temporary effect
from the previous year. In spite of this, the repo rate falls steadily over the next two
years, maybe because the IT sector’s credit risk has steadied and the central bank
has lowered the policy interest rate to stimulate economic growth.
From Credit Cycle Theory we get to know that IT sector Short-Term Credit Require-
ment is quite low than any other industries hence the behavior of the IRF indicates
that the IT sector’s credit demand is relatively insensitive to changes in credit risk
and that the impact of monetary policy on the sector’s borrowing costs is temporary.
CCI shocks on Sectoral Risk reveals that a shock to the credit cycle index results
in an initial increase in the sectoral risk index, indicating an increase in credit risk
and a possible drop in profitability. Successive declines and increases show sector
adaptation and a shifting economic climate. However, based on the x-axis of the
graph of CCI shock on Sectoral Risk, the change in CCI shock on Sectoral Risk is
rather minimal, yet this provides a comprehensive picture. Similarly we can also see
the Repo Rate shock on Sector Risk is also negligible.

The image 5.3 depicts the OIRF of three distinct variables for the Healthcare in-
dustry. The CCI shock on repo rate indicates an increase in credit risk, which may
increase borrower default rates. After the Covid Crisis, healthcare financing is plen-
tiful worldwide. As lenders grow risk-averse and demand higher-quality collateral,
the repo rate may fall temporarily. Yet, as the repo rate rises, risk stabilizes and its
effects slowly diminishes while coming to 5th year. According to Minsky’s financial
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Figure 5.3: Orthogonalized IRF Function for Healthcare Sector

instability hypothesis, healthcare is less sensitive because to consistent demand and
smaller leverage over the long term. CCI’s shock didn’t affect repo rate as much as
other sectors.
As predicted, the repo rate shock on CCI decreases as repo rate climbs, and hence,
credit risk decreases. CCI shock on Sectoral Risk demonstrates that the sectoral risk
rises for the first two years and subsequently falls, indicating that the Repo Rate
impact has already set in and reduced the risk somewhat by that point.
Figure 5.4 depicts CCI and Sectoral Risk projections for the aforementioned
industries for the next five to six years. The fact that the predicted upper and lower
bounds spread with time explains why Time series forecasting methods perform
poorly with time.

For Banking sector CCI momentarily decreases and then begins to rise. It is
corroborated by the fact that banks performed well in 2022, but as we have seen
banks take chances in stable times and as the Repo Rate was lower, they handed out
more number of loans(more number of loans more possibility of being band loans),
which began the process of credit risk accumulation. Looking at the Adani Group
financial problem in 2023 shows that our VAR model accurately forecasted this
increase in CCI. Maybe as a result of Repo Rate, sectoral risk diminishes. Increasing
the repo rate benefits the banking industry, hence reducing sectoral risk.

For Healthcare sector, Both CCI and Sectoral Risk exhibited a cyclical up-and-
down trend around zero. But, if we look carefully, we can observe that sectoral risk
almost replicates the pattern of CCI with a one-year lag. Thus, we can conclude the
market need time to respond to such credit risk news.
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Figure 5.4: CCI & Sectoral Risk Forecasting for Banking, IT & Healthcare sectors

In the Information Technology industry, CCI and sectoral risk decrease in the
short term, but increase in the long run. We may infer that individuals are more
acclimated to working from home after a Covid-19 crisis. This increased the health
of the IT sector, but as time passes, individuals will return to their usual schedules,
resulting in losses for the sector’s participants and a rise in Credit and Sector Risk in
the long term.

Sector: Consumer Discretionary, Financial Services and Utilities

The image 5.5 depicts the OIRF of three distinct variables for the Consumer
Discretionary industry. Technology industry. The CCI shock on Sector Risk shows
an increase in credit risk can reduce credit availability, which reduces investment
and growth in the Consumer Discretionary sector. Hence, market risk may rise,
raising the sectoral risk index. However, the sector may be able to adapt to the
higher credit risk environment by reducing its reliance on external credit and seeking
alternative financing, stabilizing the sectoral risk index. Which implies that credit
risk and sectoral risk for this case are driven by the same underlying factors, such as
macroeconomic conditions, and are therefore co-moving in the short term. Yet, the
influence of these common variables may diminish with time, resulting in a stability
of the sectoral risk index.

Repo Rate Shocks on Sectoral Risk indicates that the relationship between the repo
rate and sectoral risk is temporary and negative. This can be explained from Credit
Channel theory which indicates for this sector is sensitive to interest rate changes
due to high capital costs. A hike in the repo rate could restrict the availability of
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Figure 5.5: Orthogonalized IRF Function for Consumer Discretionary Sector

credit, which could in turn reduce investment and slow the growth of the Consumer
Discretionary sector. Thus, the market risk associated with the sector may decrease,
resulting in a short-term decrease in the sectoral risk index. Over time, however,
the sector may be able to adapt to the higher repo rate environment by exploring
alternative funding sources or by reducing its reliance on external credit, resulting in
an increase in the sectoral risk index in the medium term. Another possible explana-
tion is that the repo rate shock may have an indirect effect on sectoral risk through
changes in other macroeconomic factors, such as inflation or currency rates, which
may affect the industry’s demand and supply conditions.
Image 5.6 illustrates the OIRF for three unique variables within the Financial Services
sector. This segment gave equally comparable outcomes to the banking industry due
to its similar nature. One may thus go to the banking sector’s description of IRF
from previously to grasp the idea.
Image 5.7 illustrates the OIRF for three unique variables within the Utility sector.
The CCI shock on Sector Risk shows rise in CCI implies increase in Credit Risk
which raises borrowing prices. This affects utilities companies’ finances, increasing
sectoral risk. However, over time, the sectoral risk starts to decrease. Utility
companies may have adjusted to the shifting credit climate by reducing debt or
taking other steps to manage financial risk. Business strength reduces sectoral risk.
The overall economic climate may have improved. When the economy recovers,
sectoral risk may decrease if the credit cycle index is rising due to a transitory shock
like a recession or crash/default risk of any big firm of the sector(Adani Situation in
Indian Market(2023)).

Figure 5.8 depicts CCI and Sectoral Risk projections for the aforementioned industries
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Figure 5.6: Orthogonalized IRF Function for Financial Services Sector

Figure 5.7: Orthogonalized IRF Function for Utility Sector

65



Figure 5.8: CCI & Sectoral Risk Forecasting for Consumer Discretionary, Financial Services & Utility sectors

for the next five to six years. We see the spreads are much wider in these cases, as in
these cases we have data only from 2005 it affects the model estimation. Any time
series model performs well if we feed more amount of past data upto a threshold.
For Consumer Discretionary CCI forecast shows decrease in short term and slight
increase in long term. But we see the Sectoral Risk forecast shows gradual increase
in both short and long term.
For Financial Services sector, Both CCI and Sectoral Risk pretty stable around
zero with CCI having an initial dip and Sectoral Risk having a short term increase.
These observations (and later trend of the graph) shows that sectoral risk almost
replicates the pattern of CCI with a one-year lag. Thus, we can conclude the market
need time to respond to such credit risk news.
In the Utility industry, CCI forecast shows short term increase in CCI and this
behaviour can be explained by gradual increase in energy crisis in post covid world
but in long term we see slight decrease in CCI. Similarly we see there is a gradual
increase in both short and long term in the forecast of Sectoral Risk.

Sector: Energy, Commodities and Industrials

Image 5.9 illustrates the OIRF for three unique variables within the Energy sector.
We observe a similar behaviour of the shocks in this sector like Utilities sector. CCI
shock on Sectoral Risk shows in the short term, a higher credit cycle index may lower
credit supply to the energy industry, which might reduce investment and economic
activity. Investors may perceive increased risk, raising the Sectoral Risk Index.
Over time, the industry may react to greater credit risk and obtain other funding
or become more efficient at controlling credit risk. The Sectoral Risk Index may
gradually decrease and stabilize. Post covid the energy crisis actually risen in India
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Figure 5.9: Orthogonalized IRF Function for Energy Sector

which is indicated by the higher value of CCI in the period 2021-2022. Investors may
demand greater risk premiums because credit risk increases energy sector default
risk. Restructuring debt or improving operations may lower the Sectoral Risk Index
as enterprises react to the new risk environment.

Then Repo Rate shock on Sectoral Risk depicts a very interesting story. Energy
corporations may pay more to borrow if the Repo Rate rises. This can reduce sector
investment and economic activity, raising investor risk perception and the Sectoral
Risk Index. Higher borrowing rates raise company default risk and the Sectoral Risk
Index. The Repo Rate increase may decrease consumer demand for energy products
and services, lowering energy sector revenues and profits (Current push towards EV
and alternate energy is big example of this) . The Sectoral Risk Index may rise if
sector valuations fall.

Image 5.10 illustrates the OIRF for three unique variables within the Industrial
sector. Credit risk transmission through the economy explains our CCI shock
on Sectoral Risk. Lenders become more cautious when the CCI rises because it
indicates a higher default risk. This decreases loans to industrial enterprises, lowering
investment and production.

Short-term sectoral risk index grows when companies become more exposed to
external shocks due to lower investment and production faced by covid-19 crisis.
Over time, enterprises respond to the changing economic conditions and strengthen
their risk management techniques, lowering the sectoral risk index.
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Figure 5.10: Orthogonalized IRF Function for Industrial Sector

Regulators and central banks may stabilize the credit market and restore investor
confidence, lowering the sectoral risk index in the medium run. Liquidity injections,
interest rate modifications, and bank capital requirements are examples.

After a credit shock, enterprises adjusted to new economic conditions and regulatory
bodies and central banks stabilized the credit market, lowering the sectoral risk index.
The repo rate rises as the central bank tightens monetary policy, reducing lending
to the economy, notably the industrial sector in this case. The sectoral risk index
drops in the short term as industrial businesses cut investment and production. In
the medium term, industrial enterprises may enhance operational efficiency and
minimize loan reliance. Cost-cutting, asset utilization, and equity or asset-backed
financing may be used.

Industrial investment and output declines can also lower demand for energy, raw
materials, and labor. This can lower input prices, which can boost construction
and transportation enterprises’ profits. Credit cycle index may rise which can be
seen from Repo Rate shock on CCI graph. So, the sectoral risk index may rise in
the medium run as the credit cycle index rises and industrial enterprises improve
their operational efficiency. Yet, as industrial businesses adjust to the new economic
conditions and the economy adjusts to the new monetary policy regime, the sectoral
risk index may settle down.

Figure 5.11 depicts the OIRF for three distinct variables in the Commodities
industry. This sector’s IRF performance closely resembles that of the Industrials
sector, which we reviewed before.
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Figure 5.11: Orthogonalized IRF Function for Commodities Sector

Figure 5.12 depicts CCI and Sectoral Risk projections for the aforementioned
industries for the next five to six years. We see the spreads are much wider in these
cases, as in these cases we have data only from 2005 it affects the model estimation
as we discussed earlier.

The CCI projection for the Energy sector indicates a high growth in the near term
and a minor reduction after three years, but an overall gain from the base level.
Similarly, Sectoral Risk likewise grows over time, but in the short run it drops and
then surges steeply from which we can conclude the market need time to respond to
such credit risk news.

For both Industrials sector and Commodity sector CCI decreases in the short run
but rises substantially in the long run. And overall, sectoral risk rises gradually for
both scenarios.
These projections indicate that these three industries will experience short- and
long-term stress.

Sector: Reality and Telecommunications

Figure 5.13 depicts the OIRF for three distinct variables in the Reality sector. The
sectoral risk index drops in the first year following the CCI shock on Sectoral Risk
because higher credit risk might tighten lending conditions and diminish real estate
investment. When market exposure decreases with lesser investment, the sector’s
risk may diminish. Also, coming from covid-19 crash reality sector in India was
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Figure 5.12: CCI & Sectoral Risk Forecasting for Energy, Industrials & Commodity Sector sectors

Figure 5.13: Orthogonalized IRF Function for Reality Sector
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performing well for various reasons, like: Low Interest Rates, Government massive
infrastructure push, bullish sentiment amongst people sentiment to own house,
growth of IT/ITeS/ E-Commerce Sector and increase in the demand for office spaces
warehouse etc.

The sectoral risk index increased in the second year, suggesting that the real estate
industry is becoming more susceptible to credit cycle concerns. This may imply that
the industry is more subject to economic changes or market sentiment movements
and more likely to undergo significant drops in a downturn. In the third year,
the sectoral risk index decreased, which may suggest market players’ attempts to
minimize credit cycle risks or a change in real estate attitude. Lastly, the sectoral
risk index stabilization in the following years implies that market players have ad-
justed to the new credit cycle normal and that the sector has recovered some stability.

The Repo Rate shock on Sectoral Risk shows the sectoral risk index initially
decreased in the first two years following the repo rate shock because a higher repo
rate might raise real estate sector borrowing costs and tighten lending. This may
reduce real estate demand and investment, lowering risk.

In the next three years, the sectoral risk index gradually increased, suggesting that the
real estate industry is becoming increasingly susceptible to high repo rate concerns.
This suggests that the sector is more susceptible to economic changes and market
mood movements and may fall more sharply in a downturn.
Credit Channel Theory [39] suggests this sector is sensitive to interest rate changes
due to high capital costs. The real estate business is largely dependent on finance,
therefore changes in credit costs or availability can significantly affect its perfor-
mance. As real estate investments are long-term and need large upfront money, the
industry may be more vulnerable to interest rate movements than other industries.
The sectoral risk index’s response to a repo rate shock shows the various economic
dynamics that affect India’s real estate industry.

Figure 5.14 depicts the OIRF for three distinct variables in the Telecommunication
sector. An increase in the credit cycle index first raises the telecommunication
sector’s credit risk. Due to tighter credit, higher default rates or other factors
that increase the likelihood of loan defaults. For this sector Indian Market always
been dominated 3-4 players, and one of them Vodaphone default risk rose quite
significantly in last few years. Hence, the short-term telecommunication sectors risk
index rises. Over time, sector businesses may change their business plans, diversify
their funding sources, or take other measures to reduce credit risk. Even if the credit
cycle index stays high, these efforts might progressively lower the sectoral risk index
and stabilize it. Market dynamics, regulatory laws, and government schemes may
also affect the sectoral risk index.

In 2021, the Indian government approved a rescue package for the debt-ridden telecom
firms in the country and reserved rights to convert interest on them into equity at a
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Figure 5.14: Orthogonalized IRF Function for Telecommunications Sector

later date.
Figure 5.15 depicts CCI and Sectoral Risk projections for the aforementioned
industries for the next five to six years. We see the spreads are much wider in these
cases, as in these cases we have data only from 2005 it affects the model estimation
as we discussed earlier.

The CCI projection for the Reality sector shows that CCI doesn’t increase much
from the baseline but Sectoral Risk forecast shows an upward trend which implies
the Sectoral Risk might rise in long term for this sector.

For Telecommunications sector both CCI and Sectoral Risk projections show an
increasing trend, indicating that this sector will be subject to credit-related pressures,
which will translate into an increase in Sectoral Risk. In the short term, however, the
CCI demonstrates a slight decline, which indicates government intervention and the
approval of a rescue plan for the insolvent telecom companies.
These projections indicate that these three industries will experience short- and long-
term stress.
Reader might difficulties to go through such detailed prediction results, hence we
compile the all forecasting results in a single chart in Chapter 6.

5.4 NLP Results
In this part, we will examine a few of the outcomes of our suggested NLP research
attempt. The whole research was completed when I was an intern at AIDF NUS
Business School, and a substantial portion of my work, such as codes and finished
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Figure 5.15: CCI & Sectoral Risk Forecasting for Reality & Telecommunications Sector sectors

webpages, must be kept private since it was developed in a corporate setup. Nonethe-
less, we will demonstrate some key results, detailed steps on how to extract credit
risk sentiment from user-input articles, a couple of case studies to familiarise ourselves
with how to produce daily entity-specific credit risk sentiments, and we will conclude
the chapter by discussing the AIDF NLP Team’s flagship product, NS Monitor,
which is capable of producing hourly firm-specific sentiments regarding credit risk
and greenness. During my internship at AIDF, I was mostly responsible for setting
up the whole backend of this flagship project. This was my most significant contri-
bution.
In addition, during this time period, we included a new subject, Greenness, along
with Credit Risk, to contribute to the Green Finance research initiative at AIDF,
and we covered practically all ASEAN languages in addition to English and Tradi-
tional Chinese.

5.4.1 Analyzing Credit Risk and Greenness Sentiment: User
Input and Relevance Assessment

Let us first view wordcoulds we got relating to both of the topics in 4 distinct lan-
guages employing Source LDA.
Word clouds assist visualize a text or subject model’s most common and essential
terms. A topic modelling word cloud may determine the most important words related
to a subject or cluster of topics.
Topic modelling uses word frequency and co-occurrence in a corpus to identify sub-
jects. For each subject or cluster of topics, a word cloud may instantly determine the
most important and relevant terms. Word clouds may quickly and intuitively reveal
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Figure 5.16: Word-
cloud for Credit Risk
topic in English

Figure 5.17: Word-
cloud for Credit Risk
topic in Chinese

Figure 5.18: Word-
cloud for Credit Risk
topic in Bahasa

Figure 5.19: Word-
cloud for Credit Risk
topic in Vietnamese

a corpus’s content and organization by displaying the topic’s most common terms.

Figure 5.20: Word-
cloud for Greenness
topic in English

Figure 5.21: Word-
cloud for Greenness
topic in Chinese

Figure 5.22: Word-
cloud for Greenness
topic in Bahasa

Figure 5.23: Word-
cloud for Greenness
topic in Vietnamese

All the above images wordcloud for topic Credit Risk & Greenness in 4 different
languages.

Using the concepts discussed in chapter 4, let’s examine a few examples of how a user
can input their own article and receive the degree of relevance associated with the
input article in terms of Credit Risk and Greenness, as well as the sentiment score
associated with each identified corporate entity within the input article.

Figure 5.24: Input of a user input article regarding Evergrande Group

Figure 5.24 demonstrates how we may copy and paste articles from any source
directly into the user input field. Next, based on the relevance of the article, we have
the choice of selecting between two alternatives, Credit Risk or Greenness.
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Figure 5.25: Entity Specific Sentiment: 1

In figure 5.25 on the left column, we can see the user-entered text as well as the entities
that the NER algorithm was able to recognize. The article’s relevance to Credit Risk
is then shown in the upper-middle portion of the table. The next column displays
the sentiment scores and weighted sentiment for each of the discovered entities. As
stated in Chapter 4, the Sentiment Score is essentially a five-class classification (-
2,-1,0,1,2) utilizing the TABSA-BERT. And sentiment is aggregated using weights
derived from Source LDA and the BERT classification score. For comprehensive
instructions, please refer to Section 4.2.4 and 4.2.5 of Chapter 4.

Figure 5.26: Entity Specific Sentiment: 2

We provide a second illustration in figure 5.26 using an article from The Financial
Express discussing the deteriorating performance of State Bank of India in the Asia-
Pacific region.
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5.4.2 Real-Time Assessment of Credit Risk & Greenness
Sentiment for Corporate Entities

Currently, based on this methodology, we have built AIDF’s flagship product, NS
Monitor, which is capable of hourly firm-specific Credit Risk and Greenness senti-
ment monitoring.
A concise summary of the project is as follows:

1. We automate the crawling of over 40 significant business press RSS feeds, with
each source being crawled every 5 minutes.

2. We process this extracted data in real time using an AIDF-developed algorithm.
Hence, the sentiment ratings for any publicly traded company may be updated
in real time.

3. We also used daily sentiment to develop a sentiment index similar to prominent
stock indices for the vast majority of listed firms.

This project is currently under development, and only developers and paying clients
have access to the website. We will share screenshots of the final demo website and
discuss them as we go along.

Figure 5.27: Overview of the NS Monitor

Figure 5.27 demonstrates that user will be forwarded to this page after logging in.
Here on the left one can see three tabs labelled recent articles, monitored entities,
and RSS Feed. First, let’s examine the tab for the most recent article, which
has five columns labelled Date, Title, Source, Credit Risk, and Greenness. The
articles are ordered in chronological order, with the most recent items appearing
first. One may see the Title and Source of each article, as well as the Credit Risk
and Greenness columns, which indicate the article’s importance to the respective
themes. More it is relevant to the subject, the more prominent the colour will become.
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One may pick the option monitored entities to precisely select a publicly traded
company in the search field and get results similar to figure 5.28 for numerous stocks
simultaneously. Figure 5.28 shows current(when the snap was taken) Credit Risk and
Greenness Sentiment Score of Apple Inc. and Tencent Holdings Ltd.

Figure 5.28: Entity Specific Sentiment

One may be interested in retrieving all articles for a certain company or a particular
topic. We also have that feature. Figure 5.29 displays all of the Meta Inc. articles
presently (at the time of the snapshot) stored in NS Monitor’s database.

Figure 5.29: Entity Specific Articles

And lastly, if a user is interested in checking the historical moving average sentiment
score for a certain entity for a particular topic, we also provide that option. Figure
5.30 depicts how the historical moving average sentiment score for the subject credit
risk for the company Meta Inc. may be seen. As previously said, the structure of
an entity-specific index is remarkably similar to that of stock indexes. And we offer
similar viewing choices for the past 7 days, 1 month, 3 months, and one year. The
current sentiment score is shown by the yellow dot. The left axis represents the range
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of sentiment scores, from -2 to +2. The X-axis denotes indicate the dates, while green
bars represent the daily article counts for the given company.

Figure 5.30: Entity Specific Sentiment Index

Several viewing choices, such as Topic-Specific and Source-Specific, are also available
to meet the needs of the viewer. Now, we are in the process of adding multiple
articles from different sources to improve on the primitive work we shown here. We
really believe that our study will benefit numerous bond investors, rating agencies,
and scholars.

5.4.3 Case Study
In this segment, we will introduce one case study regarding a very recent infamous
instances of credit stress event. This case study will demonstrate briefly how the
Entity specific credit sentiment index developed by the NLP Team of AIDF-NUS
helps to signal these events and how it enhances the model used by CRI-NUS to
calculate the probability of defaults for various entities.

5.4.3.1 Credit Suisse

Credit Suisse, one of Switzerland’s top banks, has suffered controversies and losses
since 2020. The bank’s CEO, Tidjane Thiam, resigned in February 2020 after a
spying controversy. The bank engaged private detectives to follow its former wealth
management boss, Iqbal Khan, who had joined UBS just blocks away. Credit Suisse
planned and executed most of seven espionage activities between 2016 and 2019,
misleading Switzerland’s banking regulator about the scale. Credit Suisse altered a
surveillance invoice to hide organizational issues detected by the regulator.

In March 2021, British financial business Greensill Capital collapsed, forcing Credit
Suisse to terminate four funds with $10 billion invested. The Swiss Financial
Market Supervisory Authority (FINMA) said the bank “gravely disregarded its
supervisory responsibilities” and mandated increased reporting and protections.
Four former Credit Suisse executives faced enforcement procedures. Three weeks
after Greensill, U.S. family office Archegos Capital Management collapsed, costing
Credit Suisse $5.5 billion. Paul Weiss, Rifkind, Wharton Garrisson found a “basic
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Figure 5.31: Events Chronology at Credit Suisse (Source: Morningstar)

failure of management and controls” in the investment bank and prime services busi-
ness, which focused on short-term earnings and failed to rein in Archegos’s risk-taking.

In October 2021, American and British authorities fined Credit Suisse $475 million
for bribery regarding loans to Mozambican state-owned firms. The bank funded the
People’s Republic of Mozambique $1.3 billion for maritime surveillance, fisheries,
and shipyard projects between 2012 and 2016, however bribes were taken. When
the IMF discontinued financing, Mozambique’s hidden Credit Suisse debt caused an
economic disaster. Credit Suisse’s governance, risk management, and compliance
operations are vulnerable after these scandals and losses, requiring major reforms
and cultural changes. After the Archegos and Greensill collapses in 2022, Lloyds
Banking Group’s former CEO Antonio Horta-Osorio became chairman to fix the
bank. After nine months, Horta-Osorio resigned over Covid violations.

In February 2022, Credit Suisse’s Suisse Secrets data breach revealed drug trafficking
and money laundering on 18,000 bank accounts worth over $100 billion. Credit
Suisse denies this. A former Credit Suisse senior banker’s protracted deception cost
Credit Suisse’s local life insurance business $553 million in March. The bank was
fined CHF 2 million ($2.1 million) in June for failing to stop Bulgarian cocaine
traffickers from laundering money. In last October, a new leadership team revealed
intentions to cut 9,000 jobs and raise $4 billion, including 9.9% from Saudi National
Bank. Investment banking would be separated from First Boston’s revitalization.
The bank’s worst yearly loss since the financial crisis was in February 2023 when
client deposits totaled over CHF 110 billion ($119 billion). Results dropped the
bank’s shares 15%.

Due to these events, we can observe that the CRI-NUS PD index for Credit Suisse
is rising slowly but steadily commencing in 2022, crossing and downgrading to BB
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Figure 5.32: PD of Credit Suisse

credit rating equivalent to S&P rating 1 in the middle of the year. And the by the
end of the year it’s almost touching B+ level which is really a critical level. By this
point a lot of major credit rating agencies has downgraded it to lower levels.

In March 2023, Credit Suisse’s “material weaknesses” in financial controls caused
clients to leave and funding prices to rise. Clients left despite a CHF 50 billion
liquidity rescue from the Swiss National Bank. UBS took over Credit Suisse for
CHF 3 billion ($3.23 billion) in equity, absorbing losses of up to CHF 5 billion
($5.4 billion) and erasing low-ranking bonds worth CHF16 billion ($17 billion).
Shareholders received CHF 0.76, 59% less than the previous closure. At this point,
we can see that the Credit Suisse was on the verge of default; consequently, the
CRI-PD jumped abruptly after the main announcement, but it had been signaling a
crisis since early 2022, when the PD was gradually increasing.

Figure 5.33 shows media was constantly showing pessimistic opinion about Credit
Suisse from beginning of 2021. In the case of Credit Suisse, the use of sentiment
analysis appears capable of bridging the information divide and supplementing the
commonly used structural financial variables to enhance early credit warning.
Credit Suisse and other cases of a similar nature (it has already shown by CRI re-
garding a famous case of Wirecard) compel us to seek a more effective method for

1refer appendix for The Probability of Default Implied Rating (PDiR) which supplements the
CRI-PD by providing a convenient and intuitive overview of a company’s credit quality by translating
the CRI PD to letter grades employed by major rating agencies.
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Figure 5.33: Credit Suisse Sentiment Index

detecting increased credit risks in companies that engage in fraudulent accounting and
market manipulation. When analyzing cases involving fraudulent accounting prac-
tice, the current NUS CRI PD model, which relies exclusively on structural financial
variables derived from financial statements and market data, is an inadequate credit
assessment instrument. Financial forgeries, regardless of how deftly they are devised,
may leave traces that arouse suspicion and are caught up by the media. The media
sentiment score offers a glimmer of optimism that a quantitative system such as the
NUS-CRI PD model can be practically enhanced to detect early credit deterioration
that has been purposefully concealed by perpetrators of financial frauds.
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6

Conclusions

The subsequent chapter concludes the investigation and presents the results obtained.
In addition, the results are presented in a comparison table for easy perusal. The
chapter concludes with a discussion of the implications of the thesis’s findings and
suggestions for future research.

6.1 Summary of Panel Regression Study
As previously stated, the objective was to assess the effect of sectoral risk, macro-
prudential policies, market crash, and GDP growth on lowering India’s sectoral credit
risk across all sectors by using a panel model. We followed benchmark regression by
Cerutti et al. [14] periodically adding a few more variables. 2000-2017 was studied for
the Yearly case, and 2006-2020 for the Monthly case. We split the monthly example
into two halves, one of which includes the whole time period specified, while the other
begins in 2009, bypassing the subprime crisis phase. We also find evidence of strong
one directional causality from Sectoral Risk to Credit Cycle. The objective was to
examine the impact of the policy in two distinct time periods. Figure 6.1 below
summarizes our primary results.

6.2 Summary of VAR Study
Credit Channel Theory [39] posits that fluctuations in the availability of credit
may have a substantial effect on the economy and various sectors. According to this
idea, as credit conditions tighten, credit-dependent industries, such as construction
and real estate, may see a sharper fall in economic activity and an increase in credit
risk.
According to the Minsky Financial Instability Hypothesis [12], financial crises
are an inherent characteristic of a capitalist economy, and times of stability may lead
to overconfidence and greater risk-taking. In the context of sectoral credit risk, this
theory indicates that particular industries, including banking and technology, may be
more susceptible to speculative excesses and financial instability. This may enhance
the credit risk in these industries during times of economic duress.
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Figure 6.1: Impact of independent variables on sector-level Credit Risk Containment

Sector Credit Channel Theory Financial Instability Theory

Energy Sensitive to interest rate changes due to high capital costs Vulnerable to financial fragility due to high leverage and risk-taking

Commodities Sensitive to interest rate changes due to high capital costs Vulnerable to financial fragility due to high leverage and risk-taking

Industrials Sensitive to interest rate changes due to high capital costs Vulnerable to financial fragility due to high leverage and risk-taking

Consumer Discretionary Sensitive to interest rate changes due to high capital costs Vulnerable to financial fragility due to high leverage and risk-taking

Health Care Sensitive to interest rate changes due to high capital costs Less vulnerable due to stable demand and lower leverage

Banking Sensitive to interest rate changes due to interest income Prone to instability due to high leverage and interconnectedness

Information Technology Less sensitive to interest rate changes due to high growth Less vulnerable due to high profitability and lower leverage

Telecommunication Less sensitive to interest rate changes due to stable demand Less vulnerable due to stable demand and lower leverage

Utilities Less sensitive to interest rate changes due to stable demand Less vulnerable due to stable demand and lower leverage

Real Estate Sensitive to interest rate changes due to high capital costs Prone to instability due to high leverage and asset price fluctuations

Table 6.1: Credit Channel Theory & Financial Instability Theory explanation of Credit requirements in different
Indian Sectors

Both the credit channel theory and Minsky’s financial instability theory provide in-
sights into how sectoral credit risk may vary. Thus, it is essential to study both
theories in order to comprehend how sectoral credit risk might vary. The credit
channel hypothesis highlights the significance of bank lending in conveying mone-
tary policy shocks to the real economy and implies that particular industries may be
more susceptible to changes in bank lending conditions. In the meanwhile, Minsky’s
theory of financial instability emphasizes the potential for financial fragility to arise
in specific sectors during times of credit growth, which might result in an increase
in credit risk for such sectors. By studying these ideas, analysts may get a deeper
understanding of the dynamics of credit risk in various industries and formulate more
educated risk management methods.
We use the Vector Auto Regression Model with three variables Repo Rate, Credit
Cycle Index, and Sectoral Risk Index to grasp the interrelationships between these
variables, especially the latter two, and to anticipate CCI and Sectoral Risk for the
next 5-6 years. The findings pertaining to sectoral forecasting have been summarized
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Credit Risk Forecast Sectoral Risk Forecast
Sector Short Term Long Term Short Term Long Term

Energy Increase
Slight Decrease
from short term

but increased from
base level

Slight Decrease Increase

Commodity Decrease Increase Increase Increase
Industrials Decrease Increase Increase Increase

Consumer
Discretionary Decrease

Slight Increase
from short term

but overall
stays neutral

Decrease Very Slight
Increase

Financial
Services Neutral Neutral Decrease Slight Increase
Bank Decrease Increase Decrease Increase

Information
Technology Neutral Very Slight

Increase Decrease Increase
Healthcare Decrease Increase Neutral Neutral

Communication
Services Decrease Increase Very Slight

Decrease Increase
Utilities Increase Increase Increase Increase

Real Estate Increase Increase Increase Increase

Table 6.2: Credit Risk and Sectoral Risk Forecast Tab

in Table 6.2 for ease of reading.

6.3 Summary of NLP Study
Main effort of this part was the creation of a real-time assessment instrument of pub-
licly traded companies regarding Credit Risk and greenness sentiment. Using topic
modeling and sentiment analysis techniques, the tool analyzes a corpus of data from
more than 40 RSS feeds of business press. Each publicly traded company’s sentiment
assessment is computed in real time and displayed on a website. The sentiment in-
dex is also calculated using hourly updated sentiment scores. The sentiment score
is derived from a five-class TABSA-BERT classification, and sentiment is aggregated
using weights derived from Source LDA and the BERT classification score. The web-
site for NS Monitor presents the most recent articles, monitored entities, and RSS
feeds. The Credit Risk and Greenness sentiment scores are displayed for each article
& each entities, and users can enter the name of a publicly traded company in the
search field to obtain sentiment scores for a variety of equities. The tool also gives
users the option to retrieve all articles pertaining to a specific company or topic, as
well as view the entity’s historical moving average sentiment score similar to the var-
ious stock indices of publicly traded companies. Overall, the instrument is a valuable
resource for investors and analysts interested in real-time monitoring of Credit Risk
and Greenness sentiment for publicly traded companies.
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6.4 Recommendations for Further Research
By analyzing the interaction between credit risk and sectoral risk, we identified
the methodological limitations of panel data construction. As our yearly scenario
has bias-related difficulties, one may go further into the different estimators and
provide more accurate estimates. Whilst in the monthly example we are not subject
to bias-related issues, it is clear that the majority of the variables included in our
experiments served as controls. To bring greater heterogeneity into a dataset, one
might attempt to include more sector-specific variables.

And sectoral study is not the limit; using the concept of construction of CCI and
Sectoral Risk Index, one can delve into numerous studies, such as between different
market capitalizations, between government-owned firms and private firms, and
between various thematic portfolios; the possibilities are limitless.

By examining the effect of many variables on credit risk and sectoral risk, more
research ideas may improve upon the current body of knowledge. Although specific
variables, such as legislative changes and technical advances, have been researched in
isolation, there is a dearth of study on how the interaction of many factors impacts
credit risk and sectoral risk in diverse industries. The proposed study will thus
investigate the combined influence of legislative changes, technical improvements,
ESG variables, political events, and risk management tactics on credit risk and sector
risk.

The research might examine the effect of regulatory reforms, like as Basel III and
Dodd-Frank, on credit risk and sectoral risk, as well as their interaction with other
variables. Changes in legislation, for instance, may have unanticipated effects on
credit risk and sectoral risk, which may be exacerbated by other variables such as
political events or technology breakthroughs. Similarly, technology advancements
like blockchain and artificial intelligence may have ramifications for credit risk
and sectoral risk, which may be impacted by other variables like ESG concerns or
legislative changes.

Moreover, one may investigate how other variables affect the effect of ESG issues,
such as climate change, labor standards, and board diversity, on credit risk and
sectoral risk. For instance, legislative changes, technical advancements, or political
events may worsen the effect of climate change on credit risk and sectoral risk.

Future study might evaluate the efficacy of various risk management measures,
such as diversification and hedging, in lowering credit risk and sectoral risk in
various industries. By examining the efficacy of various tactics and their interactions
with other elements, the research might provide useful insights into how financial
institutions can manage credit risk and sector risk.

Instead of sector-specific data, we significantly depend on country-specific control
variables for our VAR study (or even panel model study). Several of these data are
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quite difficult to get. While we believe that certain country-specific control factors,
such as the Repo Rate and the GDP Rate, will play a significant role in predicting
Credit Risk and Sector Risk, the addition of more sector-specific data will result in
more robust findings.

The credit-focused, entity-specific sentiment at the article level for enterprises
receiving media attention has much more predictive power than the conven-
tional structured financial indicators. In addition, the emotion score may greatly
improve the predictive capacity for various sorts of corporate defaults and other exits.

These NLP approaches may be relevant to various financial and business challenges,
for which articles in the business press may give further information beyond what
is already present in the regularly used structured variables. To meet the needs of
various users, one may try to include specialized topics such as ESG, Gold, Bonds,
and commodities, among others using the proposed algorithm.
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Appendix A

Additional Reference and Selected
Test Results

A.1 Selected Forecast Error Variance Decomposi-
tion and Granger Causality

(a) Granger Causality (b) FEVD response CVaR (c) FEVD response CCI

Figure A.1: Commodity Sector

(a) Granger Causality (b) FEVD response CVaR (c) FEVD response CCI

Figure A.2: Consumer Discretionary Sector

(a) Granger Causality (b) FEVD response CVaR (c) FEVD response CCI

Figure A.3: Energy Sector
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A.2 Probability Implied Rating

Figure A.4: Mapping 10-day moving average 1-year CRI PD to the S&P experience
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