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Abstract

Since the past century, extensive industrialization, power generation, and increased use of
vehicles running on petroleum have led to a significant increase in greenhouse emissions. The
natural phenomenon of greenhouse gases helps maintain a pleasant temperature suitable for
life on earth due to the remissions absorbed by CO2 and H2O in the atmosphere. However,
a staggering rise in CO2 emissions has realigned the average global temperatures with an
increase of more than 1oC, repercussions of which are being witnessed by several regions
across the globe. In this thesis the CO2 reduction pathways have been investigated on the two
dimensional (2D) TiB2 monolayer. C1 products like formic acid, methanol, CH4 production
is investigated using the Density Functional Theory. The computational approach helps in
predicting the performance of the catalyst in different environmental conditions. Density of
states (DOS), and charge differences are also investigated to gain knowledge regarding the
nature of adsorption at catalytic surface.
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Chapter 1

Introduction

The industrial revolution’s anthropogenic actions are responsible for the greenhouse effect
and subsequent global warming. The unprecedented changes in global atmospheric CO2 level
are alarming signals for mankind and coming generations as it leads to various challenges
and can create serious environmental problems for the coming generation. [27]Settling the
growing energy needs of humans and simultaneously protecting the environment are the
targets that need to be addressed. Climate change is primarily caused by our reliance on
nonrenewable energy sources, particularly fossil fuels. As a result, we need alternative energy
sources more than ever to ensure a viable future. Even though the development of renewable
energy sources has advanced considerably, transporting renewable energy remains difficult
and the source heavily influences the amount of energy generated.[17]

Scientists are developing strategies to mitigate the CO2 level, which is the most impor-
tant contributor to climatic changes such as global temperature and sea level rise.[1] Several
strategies to mitigate the levels of CO2 are discovered so far.[6, 38] Converting the CO2 re-
leased from fossil fuel sources directly to some value-added products can be a sound strategy
to resolve this problem. It can address clean energy generation and simultaneously mitigate
the CO2 level. In the previous decade, technology for carbon dioxide storage (CCS) was
implemented as a strategy to store the atmospheric CO2 artificially under pressure by devel-
oping the required technology. The storage cost and the safety issue caused by high-pressure
storage were the key challenges faced in the CCS method of CO2 capture. Another type of
strategy includes Carbon Capture and Utilisation (CCU).[7, 1, 41] One of the most sought
ways under this strategy is the use of various types of catalysts which can capture the at-
mospheric CO2 emitted from its sources and convert to some value-added products. This
can be the products that act as a precursor in the synthesis of various industrial reactions
as well as an alternate source of fuels.

CO2 reduction pathways to various C1 products like Formic acid (HCOOH), Methanol(CH3OH)
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Figure 1.1: Catalysis and effects on activation energy.This image is taken from https:
//doi.org/10.32657/10356/73265

, Methane CH4, C2 products like Ethanol(C2H5OH) are explored using different catalysts.[25,
27, 38, 32]Formic acid has a wider application in chemical industries and also it can act as a
precursor for producing C2 products like esters, ethanol is also predicted computationally.[24]
There is a real test of the performance and the stability of the catalysts in C2 products path-
ways as the C-C bond formation is a very tough task. Methanol being explored as an
alternative to fossil fuels in vehicles is another value-added product getting attention [22].
The CO2 reduction pathways are shown in Fig 1.2.

1.0.1 Catalysis for CO2RR

In CCU strategy discussed above, catalysis can act as a bridge between the CO2 emitted to
the value-added products. To facilitate the chemical reaction without getting adsorbed is
the role of a catalyst in a chemical reaction. Baron was the person to coin this term way
back in 1835. Depending on the phase of the reactants, Catalysis is classified into two types:
Homogeneous Catalysis and Heterogeneous Catalysis.The diagram 1.1 describes the effect
caused by catalyst in energetics of the reactions. In homogeneous Catalysis, the reactants,
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and the catalyst are in the same phase while in heterogeneous Catalyst the reactants and
the catalyst are present in a different phase. The metal-ligand complexes with metal cen-
ters like Ru, Re, Ir, etc are examples of some of the successful homogeneous catalysts for
CO2RR that are not cost-effective.[23] Usually, when it comes to bulk synthesis of products
in the industry on a large scale heterogeneous catalysis is the preferred way. Photo-catalytic,
thermal reduction, reduction by using radiations, Electrochemical reduction, etc are several
ways which are tested for capturing the CO2[41, 27, 32] In the thermal reduction of CO2,
creating surroundings of high pressure and temperature and thermal stability of catalyst
to withstand the high temperatures were some of the issues witnessed in these methods.
Electrochemical conversion is the most sought option for CO2RR due to the ability to gen-
erate cost-effective catalysts, and the ability to induce many new properties on the electrode
surface which give captivating results in overall catalytic activity. Though many catalysts
successfully demonstrate the CO2RR but the efficiency, productivity, and stability of cata-
lysts are not significant enough to consider these catalysts for industrial purposes on large
scale. One of the major reasons for the challenges is the stability of the CO2 molecule it-
self. It is extremely difficult to break the covalent bond between carbon and oxygen which
increases the energy requirement for its hydrogenation. This creates the situation of high
overpotential for the reactions.[32] Another reason is the competitive reactions that are pos-
sible. To develop a good catalyst for CO2RR it is also important to investigate the ability
of catalysts to suppress the competitive reaction. In this case, it is the Hydrogen Evolution
Reaction.[29, 32]

1.0.2 Electrochemical Reduction of CO2

Electrochemical reduction of CO2 has attracted a lot of attention in recent times. Many
works are being carried out in designing efficient catalysts which increase the adsorption of
CO2 on the catalytic surface. The two-dimensional (2D) materials with metal centers are
being explored in a wide range due to the possibility of better adsorption of CO2 molecule on
the catalytic surface. CO2RR comes with the challenges like high overpotential, competitive
reactions like Hydrogen-Evolution Reaction(HER), lower current efficiency, and many more.
Due to reactions like HER, the presence of active sites on catalysts becomes extremely crucial
which increases the affinity for CO2 reduction compared to HER.[25, 32] In the electrochem-
ical reduction of CO2 usually, CO2 is added at the cathode. The electrode potential has a
significant impact on how the CO2 electro-reduction product is composed. Other significant
variables influencing selectivity include binding species and the thermodynamic potential
difference of intermediates.
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Here, we are trying to reduce the CO2 molecule which is in the gaseous phase on a 2D
catalyst that is solid in nature. So, the electrochemical reduction using an electrocatalyst
is the process of heterogeneous catalyst as our reactants and 2D sheet are in a different
phase. To withstand extreme conditions, heterogeneous catalysis has become a popular tool
in electrochemical conversion reactions. [23] The energy cost required to initiate any reaction
is reduced significantly due to the introduction of a catalyst. Now, let us see some of the
works on designing of electrocatalysts for CO2RR and converting them into value-added
products.

1.0.3 2D Catalyst for CO2RR

2D catalysts were explored on a wide scale to study the CO2RR pathways and demonstrated
the production of various C1 as well as CO2 products some works successfully demonstrated
MoTe2 as a promising catalyst. One of the difficulties with this kind of catalyst is that the
catalytic activity depends on the size of the nanosheets.[12] The inertness of the atoms located
at the basal planes Some works demonstrated the use of Graphene by introducing defects us-
ing metal centers on the surface as a catalytic surface.[4, 15] Introducing defects in graphene
by various metal centers were incorporated to synthesize single-atom catalysts(SACs), etc.
The Boron-nitride (BN) layers which are analogous in structure to Graphene are also ex-
plored for CO2 reduction purposes. Several studies have also been tried to introduce metal
clusters on such 2D surfaces to generate an active site for activating the CO2 molecule.[15]
Still, the thermodynamic stability of the intermediates and overpotential remains the chal-
lenge for these materials also. Many metals like Cu, Au, Ag, Ni, Pt, Rh, Pd, etc have been
investigated as potential electrocatalysts. Among this list, Cu usually has topped the list in
terms of catalytic performance and affinity for adsorption of CO2. But the major concern
regarding Cu is noticed that it also shows the affinity of HER reaction. So, the inability to
suppress the competitive reaction is the major challenge in CO2RR. Transition Metal(TM)
diborides are a class of 2D catalysts which have been reported in various electro-catalyst ap-
plications like Nitrogen Reduction Reaction (NRR). This family includes TiB2, VB2, HfB2

etc.[35] From the above discussion, we noticed the importance of the presence of active cen-
ters on the catalytic surface and due to the presence of metal surface alternate to hexagonal
Boron lattice, we anticipate TM Diborides to show amazing results in CO2RR also. For
this, we have chosen to study the CO22RR on TiB2 monolayer (ML). The synthesis of TM
Diborides are also reported in several studies [11, 37, 36].

We will be studying the CO2 reduction pathways on TiB2 ML. Bulk TiB2 is observed to
have high thermal stability and electrical conductivity. The TiB2 ML can be exfoliated from
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Figure 1.2: Possible Pathways of CO2RR. This image is taken from ref [27].

the Bulk TiB2 structures. TiB2 belongs to the class of Metal Diborides.[35] The metal centers
above the hexagonal metal lattice which are covalently bounded separate the two B-atom
layers. In the case of TiB2 due to presence of Ti atoms containing unpaired d electrons give
rise to some diverse remarkable physical properties. Very high melting points, resistance to
oxidation, corrosion, and hardness were some of the key properties of TiB2. Some works have
also reported the successful synthesis of TiB2 nanoparticles and nanoribbons.[3] Due to the
presence of transition metal centers on TiB2 good charge transfer properties are predicted
in the previous theoretical investigations of the TiB2 monolayer.
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Chapter 2

Theoretical Background and
Computational Details

In our study of exploring CO2RR pathways, we have used the Density Functional theory, a
very popular computational tool, to solve computational chemistry problems. In the past
few decades, DFT is also been widely used in applications of heterogeneous catalysis. It
helps in reducing the problem of solving the Schrodinger equation in 3N coordinates to
equation of three coordinates. It reduces the computational cost significantly. The results
obtained from DFT studies have also shown consistency with the experimental studies’ data.
Various studies can be done by using DFT such as magnetic properties, predicting active
sites on catalysts, electronic band structures, the density of states, etc. We will begin by
understanding the basic many-body Schrodinger equation.

2.1 Many Body Schrödinger Equation
We have a system with N nuclei and n electrons. The Time Independent Schrödinger equation
can be represented as

Ĥψ = Eψ (2.1)

here, Ψ(R, r) is the many body wavefunction. The Hamiltonian of the system is repre-
sented as

Ĥtot = −
N∑
I=1

h̄2

2MI

∇2
I−

n∑
i=1

h̄2

2me

∇2
i+
e2

2

N∑
I=1

N∑
I ̸=J

zIzJ
|RI − RJ |

+
e2

2

n∑
i=1

n∑
i ̸=j

1

|ri − rj|
−e2

N∑
I=1

n∑
i=1

zI
|RI − ri|

,

(2.2)
The ground state energy is time-independent, so it is known as Time Independent Schrödinger
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Equation.[31] Initial two terms in the above many-body equation represent the KE of the nu-
clei and electrons of the system respectively. Coulombic interactions between nuclei-nuclei,
electron-electron, and electron-nuclei are denoted by the third, fourth, and fifth terms of the
above equation. MI and me represent the masses of Ith nuclei and electrons respectively.
The problem arises in solving the 4th and 5th terms of the TISE equation which are non-local
terms.

2.2 Born-Oppenheimer Approximation
The Hamiltonian for the above many-body Schrödinger Equation can be written as

Ĥtot = Tn + Te + Vnn + Vee + Vne (2.3)

we have the terms which denote the electron-electron, internuclear and electron-nuclei inter-
action. and Here, Tn stands for nuclear kinetic energy, Te for electron kinetic energy, and
Vnn, Vee, and Ven for nuclear kinetic energy, electron kinetic energy, and nuclear kinetic
energy, respectively. The mass of the nucleus is nearly 2000 times that of an electron due to
which the speed of nuclear motion is relatively slower we can assume the nuclear motion to be
stationary compared to the electron. This is known as Born-Oppenheimer Approximation.
Thus we can assume Tn and Vn as constant For the fixed value of R. So Hamiltonian of the
system can be denoted as the addition of Ĥe and Ĥn denoting the electronic and nuclear
components.

Htot = Hn +He (2.4)

where
Ĥe = Te + Vne + Vee (2.5)

He has a parametric dependence on the nuclear coordinates and function of electronic coor-
dinates.

Ĥn = Tn + Vnn (2.6)

Hn is only dependent on nuclear coordinates.
Due to this approximation, it is possible to decouple the total wavefunction Ψ(R, r) into

the electronic(ψ (R, r)) and nuclear (Φn (R)) components.

Ψ(R, r) =
∑
n

Φn(R)ψn(R; r) (2.7)
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Thus, the electronic part of the Schrodinger equation becomes

ĤΨe(R, r) = Ee(R, r)ψe(R; r) (2.8)

In the presence of this constant nuclear potential, we can assume the nuclei as being fixed
in space and solve for the electronic wave function. Instead of attempting to solve for the
simultaneous motion of both electrons and nuclei, which would necessitate a far more difficult
computation, this is significantly simpler. After the application of the Born-Oppenheimer
Approximation, still we need to deal with the 3N variable equation and terms like electron-
electron repulsion interaction are present which are non-local in nature hence due to which
its difficult to solve the many-body Schrödinger equation.[13] we need a change in approach
to solve this problem.

2.3 Hohenberg Kohn Theorem
The Hohenberg-Kohn theorems have significant effects on how quickly DFT computations
may be completed. DFT calculations become more computationally effective and enable the
prediction of the electronic structure and characteristics of materials and molecules in larger
and more complex systems by downsizing the challenge of solving for the electronic wave
function to solving for the electron density. 2.1 illustrates the schematic of replacing the
many body system with the density.

ĤtotΨ(R, r) = EtotΨ(R, r) (2.9)

Theorem1- The external potential Vext is a unique functional of n(r) since, in turn Vext

fixes Ĥ we see that the full many particle ground state is a unique functional of n(r)[28]
The first theorem states that there exists a one-to-one mapping between the external poten-
tial and the electron density which means that different values of external potential cannot
give the same value of ground state electron density. There exists unique Vext for ground
state electron density.
Theorem2- The electron density that minimizes the energy of the overall function is the
true electron density corresponding to the full solutions of the Schrödinger equation[28]
According to the 2nd Hohenberg-Kohn theorem, the overall ground-state energy can be at-
tained by the universal functional of the electron density. This functional solely depends
on the electron density and is not reliant on the particular form of the external potential.
As a result, the system’s overall energy can be represented as a function of the electron
density.[13]
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Figure 2.1: Many Body System to Electron Density. This figure is taken from
https://doi.org/10.326572F103562F73265
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Hohenberg Kohn Functional for any external potential Vext can be stated as

EHK [n(r)] = FHK [n(r)] +

∫
Vext(r)n(r)dr, (2.10)

where FHK [n(r)], is the sum of the K.E. of the electrons (T [n(r)]) and the electron-electron
interaction (Eee[n(r)]) terms, can be stated as:

FHK [n] = T [n(r)] + Eee[n(r)]. (2.11)

This universal functional operates only on density. These theorems do not offer a meaningful
(acceptable) mathematical formulation of the universal functional FHK in terms of density.
As a result, it is still challenging to solve the Schrödinger equation.

2.4 Kohn Sham Approach
A method to address the issue of solving the unknown functional was presented in 1965
by Kohn and Sham, allowing one to convert the precise ground state density of an in-
teracting system to the ground state density of a hypothetical system of non-interacting
particles. A collection of independent particle equations that can be solved numerically are
provided by this technique.[14] It is assumed that a hypothetical non-interacting electron
system has a density equal to that of interacting electrons. Finding a hypothetical system of
non-interacting electrons with the same density as the ”real” one with interacting electrons
becomes the difficulty, rather than solving for the universal H-K functional. The Hamilto-
nian operator for the fictitious non-interacting electron system with Vr as the local potential
for each component of the system:

Ĥs = −∇2

2
+ Vr(r) (2.12)

By the KS approach, the universal functional can be written as

FKS[n(r)] = To[n(r)] + EH [n(r)] + EXC [n(r)], (2.13)

To[n(r)], EH [n(r)], EXC [n(r)] represents the KE, Hartree energy, and correlation energy
respectively. Ts[n(r)] is not the same as that of KE of interacting systems.Ts[n(r)] can be
written as

To[n(r)] =
1

2

∑
i

∫
| ∇ψi(r) |2 dr. (2.14)
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Hartree energy EH [n] is written as

EH [n] =
1

2

∫ ∫
n(r)n(r′

)

| r − r′ |
drdr′

, (2.15)

n(r) is the charge density which is written as:

n(r) =
n∑

i=1

| ψi(r) |2 . (2.16)

Finally, the KS Functional is represented as,

EKS[n] = FKS[n] +

∫
n(r)Vr(r)dr. (2.17)

KS potential as a function of charge density is given by

VKS(r) = Vext(r) +
∫

n(r′
)

| r − r′ |
dr′

+ VXC(r), (2.18)

VXC is the functional derivative of the Exchange Correlation energy term.[10] The Final
KS equation reduces to (

− h̄2

2me

∇2 + VKS(r)
)
ψi(r) = ϵiψi(r). (2.19)

2.5 Exchange and Correlation Energy
Different approximations for the exchange-correlation (xc) functional are suggested in or-
der to achieve the desired balance between accuracy and computational cost because the
analytical form of exchange-correlation energy is unknown. Generalized gradient approxi-
mation (GGA), local density approximation, and meta-GGA are three examples of local and
semi-local approximations. Non-local approximations include hybrid functionals and ran-
dom phase approximations. The energy of exchange-correlation turns into a local function
in the limit of a uniform electron gas. The local density approximation is thus the first and
most basic exchange-correlation functional of the Kohn-Sham technique.LDA is represented
as

ELDA
XC =

∫
n(r)ϵhomXC (n(r))d3r (2.20)

It is assumed that density changes gradually with a position in this instance. As a result,
the exchange-correlation energy per electron is exclusively dependent on electron density,
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disregarding its derivatives. From Pauli Exclusion Principle, we know that two electrons
with the same spin cannot acquire the same state hence electrons with similar spins will
repel each other. While applying LDA, we consider homogeneous electron gas in which
this term is approximated.[18] The electrons being negatively charged and their interactions
with each other are responsible for the origin of this term. The difference in kinetic energy
of interacting and non-interacting system mainly contribute to this part. LDA is effective
for systems similar to homogeneous gas, such as metals, but it fails for inhomogeneous
systems, such as atoms and molecules. This can be used to describe the atomic structures,
elastic characteristics, and vibrational properties for a variety of systems. However, reliable
predictions of the energetics of chemical bonds, binding energy, reaction temperatures, and
activation energy barriers are not possible. Both the electronic density and the ∆n(r) at
a given site have been taken into consideration in subsequent efforts to increase exchange-
correlation energy. The generalised gradient approximation (GGA) is the name of this
semi-local approximation.[5]GGA is represented mathematically as

EGGA
XC =

∫
n(r)ϵXC(n(r), | ∇n(r) |)d3r (2.21)

LDA usually performs well when the pace of variation in density is less. But to take account
of inhomogeneity is also taken care of due to the inclusion of the gradient term of the elec-
tron density. Here, we have used the Perdew, Burke, Erzenhof exchange-correlation energy
functional due to its better representation of a many-body system compared to LDA.[21].

2.5.1 Self consistent cycle

2.6 Pseudopotential
The valence electrons which are loosely held are mostly responsible for most of the physical
properties. The core electrons do not show involvement in the bonding. Loosely held valence
electrons oscillate near core region So, can ignore the effect of core electrons by introducing
a ’Pseudopotential’.Pseudopotentials simplify the calculation of the electronic structure by
replacing the full nuclear potential energy with a simpler potential energy that only includes
the effect of the core electrons. [20] There are two types of pseudopotentials: norm-conserving
and ultrasoft. Norm-conserving pseudopotentials are designed to conserve the norm of the
wave function, which ensures that the total number of electrons in the system is conserved.
Ultrasoft pseudopotentials are more flexible and allow for a better description of the valence
electrons.Diagram of the concept is replicated in the fig. 2.3
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Figure 2.2: SCF cycle to arrive at a solution of KS Equations is described in the above
Schematic Diagram

Figure 2.3: Pseudopotential Diagram[19]
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2.7 Plane wave and Basis Sets
Because there are an infinite number of electrons in the system, a wave function must be
computed for each one. Additionally, because each electronic wavefunction covers the entire
solid, an infinite basis set is needed to expand each wavefunction. Calculations on periodic
systems and the application of Bloch’s theorem to the electronic wave function can be used
to solve both of these issues. The electronic wave function is represented as

ψk(r) = ekk.ruk(r) (2.22)

where uk(r) is a basis set function with a periodicity equal to that of the supercell. uk(r)
can be represented as

uk(r) =
1

V

∑
G
Ck,G eik.G (2.23)

(2.24)

where G represents the reciprocal lattice vectors of the system. n and k denote the band
index and wavevector in the first Brillouin zone, respectively. n1, n2, n3 can be any integers.
Therefore, the Kohn-Sham equations can be separately solved for each value of k using
periodicity. The reciprocal space is the space of the k vector (also called momentum space
or k-space). The values of k are chosen to be within the first Brillouin zone, a primitive cell
of the reciprocal lattice (BZ). Different methods of dividing BZ for the k-mesh are possible.
So, instead of computing for an infinite no of plane waves taking account of only plane waves
within the primitive cell will make the computation lot easier and faster. So to get rid of
plane waves with higher values of G we use the Ecut to truncate the basis set to a converged
value at a cutoff value. [20] It solves the problem of solving for infinite basis set Ecut is
denoted by

Ecut =
h̄2 | k+G |2

2m
=
h̄2G2

cut

2m
(2.25)

The challenge of
By incorporating the concept of Ecut the final equation of representing the infinite sum

of plane waves becomes

ψk(r) =
1

V

∑
|k+G|≤Gcut

Ck,G ek(k+G).r (2.26)
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2.7.1 Computational Details

Density functional theory-based first-principles calculations have been performed using by
Quantum ESPRESSO package [8]. The generalized gradient approximation (GGA) is used
to describe the exchange-correlation energy functional parameterized with Perdew, Burke,
and Ernzerhof [21]. The electron-ion interaction are incorporated by using ultrasoft pseu-
dopotentials [30] in which the valence electrons are : Ti 3d2, 4s2, 4p0, B: 2s2, 2p1. C: 2s2, 2p2

, O: 2s2, 2p4 and H: 1s1, We have used 50 Ry for the kinetic energy cutoffs and 480 Ry for the
charge density cutoffs. The Brillouin zone (BZ) integration is performed with (12×12×1)
Monkhorst–Pack [16] k-points grid for the unit cell of TiB2 and (3×3×1) for the supercell
of TiB2. We have incorporated Grimme-D2 corrections in all the calculations to account for
long-range correlation effects between adsorbed species and adsorbent. A vacuum of more
than 12Å is maintained along the z-axis to avoid the interactions between the atomic layers
of the consecutive supercells. We have used Gaussian smearing of 0.005 eV to speed up
convergence.
The adsorption energies (Eads) of CO2 molecules and other intermediates are calculated using
Eqn.

Eads = EI+T iB2 − ET iB2 − EI (2.27)

where EI+T iB2, EI+T iB2 and EI are the total energy of adsorbed intermediates and catalyst
(TiB2 ML), the total energy of catalyst and total energy of intermediates respectively.

The change in Gibbs free energy (∆G) for each CO2 reduction step is calculated using
the computational hydrogen electrode (CHE) model, in which it is assmued that (H+ +e−)
transfers in each elementary step. The (∆G) of each state is obtained by using the eqn. 2.28
at electron potential U = 0 (versus the reversible hydrogen electrode (RHE)).

∆G = ∆E +∆ZPE +

∫
CpdT − T∆S (2.28)

where ∆E is electronic energy taken from DFT calculation, ∆ZPE,
∫
CpdT, and ∆S are

the zero point energy(ZPE) difference, enthalic temperature correction (from 0 to T K)
and the entropy difference between the products and the reactants, which are calculated by
vibrational frequency. The T is the temperature and is set at T = 298.15K. Limiting potential
(UL) is defined as the minimum applied potential after which every step of electrochemical
reaction to being exothermic. The UL is calculated as :

UL = −∆Gmax

e
(2.29)

where ∆Gmax is the free energy change of the potential limiting step (PLS) in reduction
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reaction at 0 V vs RHE
The charge density difference (CDD) is calculated as follows:

∆(ρ) = ρI+T iB2 − ρT iB2 − ρI (2.30)

where ρI+T iB2, ρT iB2, and ρI are the total charge densities of the ML after the intermediate
adsorption, the isolated TiB2 ML, and the isolated intermediates, respectively.
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Chapter 3

Results and Discussion

3.0.1 Crystal structure and electronic properties of TiB2 ML

In bulk TiB2, One Ti atom is coordinated with six B atoms, and one B atom is coordinated
with three Ti atom. 2 B atoms and one Ti atom comprises one unit cell of TiB2. The B
atoms are located in a hexagonal lattice with Ti atoms located in the center as shown in
Fig. 3.1. The B-B bond distance in bulk TiB2 is found to be (1.73Å) and the interplanar
distance between Ti and B layer is (1.575Å). It crystallizes in P6/mmm space group.
We are exploring TiB2 monolayer as a potential 2D material for the application of carbon
dioxide reduction to some value-added products. The TiB2 monolayer can be considered as
a layer exfoliated from bulk TiB2. It has C6v point group symmetry. TiB2 monolayer can
be considered as a single layer exfoliated from the bulk TiB2. Some of the reports have also
reported the successful synthesis of TiB2 nanosheets.[3] As shown in fig.3.1 the unit cell of
TiB2 contains 2 B atoms and one Ti atom. Initially, we performed the spin-polarized relax
calculations to obtain the optimized structure of TiB2. The energy value obtained from
relax calculations ensures in It has a honeycomb-like structure and the lattice parameter
a=b= 3.17Åwhich we obtained from our calculations. The B-B bond length is 1.80 Åand
the interplanar distance between Ti and B or the thickness(h) is 1.20Å. We found that the
thickness(h) in the TiB2 monolayer is less compared to that of Bulk TiB2 which denotes the

Table 3.1: The calculated lattice parameters, bond length, thickness of the MB2 ML.
system lattice parameter B-B

Present work TiB2(bulk) 3.121(3.126) 1.80
Present work TiB2(ML) 3.121(3.126) 1.80
Other work TiB2(bulk) 3.121(3.126)[37] 1.80
Other work TiB2(ML) 3.121(3.126)[37] 1.80
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Figure 3.1: Crystal structure of TiB2 monolayer. The purple and pink spheres represent the
Ti and B atoms respectively.

Figure 3.2: (a)The Electronic Band structure of TiB2 (b) partial density of states (PDOS)
of TiB2 ML. The zero energy is taken as the Fermi level.

stronger interplanar interactions between the Ti atoms and the B atoms. The values obtained
from our calculation are found to be consistent with the previous studies of TiB2[39]. The
electronic band structure and partial density of state (PDOS) of the TiB2 is shown in Fig.
3.2. From band structure calculation, we find that it is metallic in nature. Further, near the
Fermi level primarily the hybridized of Ti-d and B-p orbitals are contributed.

The PDOS plots depict that the states near the Fermi level are due to the contribution
of hybridized Ti-d and B-p electrons which confirms that TiB2 is, metallic in nature. The
crossover of the states between the κ and Γ denotes the Dirac states analogous to that of
Graphene which is due to the Ti d electrons.[39]. Additionally, we have also calculated the
electronic band structure to get insights into the electronic properties. The electronic band
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Figure 3.3: Possible Pathways.[40]

structure also confirms that TiB2 is metallic in nature and is anisotropic mainly due to the
states near the Fermi level. [26]. From structural properties it’s clear that TiB2 monolayer
is a 2D planar surface and electronic properties confirm the presence of states near the
Fermi level which are the main reason for choosing TiB2 as a catalyst for exploring CO2RR
pathways.The following is a flow chart of possible pathways in obtaining HCOOH, CH3OH
and CH4 as our value added products.The schematic of our pathways are shown in the above
diagram 3.3

3.0.2 CO2 adsorption on TiB2

The very first step in CO2 reduction reaction is the capture and activation of CO2 molecule
on the catalyst surface. The ground state of neutral CO2 molecule has linear geometry with
a C-O bond length of 1.17 Å. The bent geometry of CO2 is formed when it is chemisorbed
on the surface with the formation of CO2 anion which is a one-electron reduction process. In
this section, we study the CO2 adsorption on TiB2 ML. Since 2D TMBs exhibit an atomic
structure asymmetric along the z-direction therefore it is imperative to assess and compare
the CO2 adsorption ability on both surfaces like B surface (Bs) and TM surface (TMs), which
settle the active sites for CO2 reduction process. On both surfaces, we have tried various
possible configurations for CO2 adsorption i.e. at top of TM/B, and hollow site (hcp), and
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Figure 3.4: Side view of most stable configurations from the Ti and B side of TiB2 monolayer.
A) is the most stable configuration of CO2 adsorption on TiB2 ML from the Boron atom
layer side and B) represents CO2 adsorption at the hollow site from the Ti side (The distance
in the figure is in Angstroms)

Figure 3.5: (a) The most stable configuration of adsorbed CO2 on TiB2, where bond lengths
and angle are given in Å and (◦). The purple, pink, yellow, and red spheres represent Ti, B,
C, and O atoms. (b) The CDD diagram, where red and green regions represent the electron
accumulation and depletion, respectively. The isosurface value is 0.008 e/Å−3
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Table 3.2: The calculated Eads, bond length (lC−O), bond angle (θ, in degree) and charge
transfer (CT) values of adsorbed CO2 molecule on TiB2 ML. The bond length is given in Å.

ML Eads C-O Ti/B-C Ti/B-O θ(◦) CT
TiB2 (Tis) -2.47 1.36/1.36 2.18 2.20 115.42 1.76
TiB2 (Bs) -0.11 1.17 3.16 3.8 179.106 0.24

the corresponding relaxed geometries are shown in 3.4.
The most stable configurations of adsorbed CO2 on TMBs surfaces are shown in Fig.

3.4 and adsorption energy with related parameters are listed in Table 3.2 for both surfaces.
On TiB2 ML, CO2 molecule physisorbed on Bs with an adsorption energy of -0.11 eV while
on TMs surface CO2 binds with bent geometry where the adsorption energy is -2.47 eV. It
is noted that the adsorption of the CO2 on the TMs is energetically more favorable than
the Bs surface thus, the detailed reaction pathways are systematically investigated only on
the TMs surfaces. n this configuration the C of CO2 binds with the three nearest Ti atoms
of the surface with the bond length of 2.18 Å. The O atoms bind with Ti atoms with two
different bond lengths of 2.18 Å and 2.20Å. The C-O bond length is 1.36 Å and the O-C-O
bond angle is 115.12◦ .

We have plotted charge density difference (CDD) diagrams for adsorbed CO2 as shown
in Fig 3.5. The charge depletion region (red color) on the nearest Ti atoms and charge
accumulation (blue color) on the CO2 indicate that the TMs surface act as a charge donor.
Further, from bader charge [9] analysis we find that net total charge 1.76e is transferred from
surrounding Ti atoms to the CO2 molecule.

3.0.3 CO2 to HCOOH pathways

In this section, the conversion of CO2 to HCOOH(Formic acid) pathways will be explored. It
is a two-electron reduction process that was first performed by Norskov et al [33]. The most
prominent products in two-electron pathways are HCOOH and CO. After the activation of
CO2 on the catalyst surface, there are two types of hydrogenation possible on *CO2. Proton
can be added on either carbon or oxygen atom of adsorbed CO2. The first electron-proton
transfer step performed on *CO2 produces two intermediates *COOH and *HCOO. We as-
sume that the electron and proton transfer occurs simultaneously. Protonation at carbon
atom gives *HCOO and adding hydrogen on oxygen atoms results in *COOH intermediate.
The second electron-proton transfer step performed on the above two intermediates will give
the successive intermediates. Two kinds of substitutions are possible at *COOH. Hydro-
genation at the oxygen atom results in the formation of the *CO with the release of a H2O
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Figure 3.6: HCOOH pathway on TiB2 surface

molecule (*COOH + H+ + e− ↔ *CO + H2O) while protonation at C atom gives rise to
*HCOOH intermediate. Hydrogenation on *HCOO gives only *HCOOH.

To explain the thermodynamics involved in the mechanism of the CO2RR to Formic acid
and CO pathways, we have plotted the relative free energy diagram as shown in Fig 3.6,
where the total energy of pristine TiB2(ML) + CO2 + H2 in the gaseous phase is taken as
reference energy. As shown in Fig. 3.6, the formation of CO from CO2 proceeds along *CO2

−→ *COOH −→ *CO −→ CO. After the CO2 activation the formation of *COOH requires
the ∆G of 0.93eV(endothermic). Then the *CO from *COOH is an exothermic process with
a ∆G=-1.12 eV and further CO desorption is an uphill process with high ∆G(1.5 eV). The
high value of∆G indicates a poor CO generation performance. Further, in this process(*CO2

−→ CO), the stabilization of *CO intermediate makes the desorption process difficult as a
result desorption of CO is the potential determining step (PDS).

In the generation of HCOOH, there are two possible pathways i.e. *CO2 −→ *COOH
−→ *HCOOH −→ HCOOH (COOH pathways) and *CO2 −→ *HCOO −→ *HCOOH −→
HCOOH (HCOO pathways) (Fig. 3.6). After the activation of *CO2, the formation of
*COOH is an uphill process, and further *COOH −→ *HCOOH step is downhill with a ∆G
of -0.13 eV, followed by a high ∆G of 0.56 eV for the HCOOH desorption. As shown in Fig
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3.6, the formation of *HCOO is easier than *COOH with ∆G of -0.56 eV although further
hydrogenation of *COOH is not favorable due to the high value of ∆G 1.56 eV. Hence from
free energy pathways, we find that the formic acid formation process would be favorable
along the COOH pathways where the potential determining step is *CO2 −→ *COOH.

3.0.4 Methanol Pathway

From the above two-electron pathway, we got a clear picture that *CO is very less likely
to get desorbed due to high desorption energy hence, we can reduce it further to products
like methanol and methane. The methanol pathway is a six-electron pathway that is a
continuation of the formic acid pathway. *CHO is possible from both *HCOOH and *CO.
*COH is another possible intermediate by hydrogenation at the oxygen of *CO but this
step is energetically expensive with a large barrier of (2.69eV). To get *CHO from *CO, the
electron-proton transfer step requires an external potential of (0.43eV) which is considerably
lesser compared to *COH. Hence, the formation of *CHO is a more stable intermediate. For
the next step, hydrogenation at C and O of *CHO will give *CH2O and CHOH respectively.
*CHO + (H+ + e)−→ *CH2O requires ∆G of 0.15eV while *CHO + (H+ + e−)−→ *CHOH
requires ∆G of 1.58eV externally.*CH2O is thermodynamically more favourable due to the
presence π∗ orbital of C=O.The interaction between the neighboring Ti atoms and the empty
π∗ orbital makes it a stable intermediate compared to *CHOH. In the 4th step, *CH2OH is
the possible intermediate from *CHOH. *CH3O and *CH2OH are possible by hydrogenation
at H and C of *CH2O respectively. The most stable conformer of *CH2OH is shown in Fig.
3.7. *CH2*O −→ CH2OH is an uphill process with ∆G of 1.11eV. The final electron-proton
step gives *CH3OH from *CH3O and *CH2OH. *CH3O is attached with TiB2 surface from
oxygen end as shown in Fig. 3.7. The external potential of 0.12 eV for (*CH2*OH−→
CH3OH) while for (*CH3*O −→ CH3OH) step 1.71 eV. The desorption energy for obtaining
methanol is 0.32eV. Considering, the barriers associated with each electron-proton transfer
step we can state that *CHO−→ CH2O −→ CH2OH −→ CH3OH is a thermodynamically
most preferable pathway for methanol generation using TiB2 ML as a catalyst. The PDS
for the methanol pathway is CH2O −→ CH2OH step due to the ∆Gmax of 1.11eV.

3.0.5 CH4 Pathways

CH4 is an 8 electron-proton transfer pathway. From, the intermediate *CHOH in previous
methanol pathways the hydrogenation at the oxygen atom of the intermediate will give *CH
with the release of the water molecule. Further, *CH2OH intermediate form from *CHOH
or *CH2O as explained in previous pathways can give *CH2 if hydrogenated at oxygen with
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Figure 3.7: The free energy diagrams of CO2RR to CH3OH and corresponding intermediate
configurations on TiB2 ML.

the release of a water molecule. In a similar fashion *CH3 is formed from *CH3OH. Finally,
*CH4 is formed from *CH3 by doing the final electron-proton transfer step. The distance of
*CH4 is 3.7Åwhich indicates loose interaction of CH4 molecule with TiB2.

From the Free energy diagrams, we derive the UL values for CO, HCOOH, CH3OH,
and CH4. UL values came out to be -2.38, 1.1,1.11, and 1.11 eV respectively. Some of the
previous studies have reported that the initial step involving the adsorption of CO2 is the
most difficult step in CO2RR. In our case, TiB2 is showing excellent CO2 adsorption on TiB2

is showing excellent adsorption with an adsorption energy of -2.47eV. From the UL values
it’s clear that among CO and HCOOH, HCOOH is the more favored product. At last, we
also calculated UL value for HER which turns out to be -0.49ev. The UL value of HER is
more than that of all the CO2RR steps which indicates that HER reaction will occur before
the CO2RR steps. Hence, TiB2 ML is facilitating the HER reaction as well with the CO2RR
pathways.
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Figure 3.8: The free energy diagrams of CO2RR to CH4 and corresponding intermediate
configurations on TiB2 ML.
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Chapter 4

Future Directions

4.0.1 Conclusion

We succesfully studied the three pathways HCOOH, CH3OH and CH4 computationally and
studied the interaction with TiB2 ML. we also found the Ul value for the HER reaction on
TiB2 ML and we got Ul =-0.49eV. After comparing the Ul values we concluded the pristine
surface is unable to suppress the HER reaction whereas it is actually supporting the HER
reaction. We got excellent CO2 adsorption on TiB2 ML as we discussed earlier which is one
of the supporting indicators for CO2RR but at the same time a good catalyst for CO2RR
should suppress the HER which is happening with the combination and conditions used by
us. Although it is a positive indicator to study HER applications as well on TiB2 surface.
This give rise to the various possibilities and schemes which and be implicated on our present
computational model to resolve the issue of successfully the HER which is the prominent
competitive reaction in CO2RR.

4.0.2 Future Directions

Here, TiB2 monolayer was used to study the CO2RR. We got an idea of how the extent of
CO2RR depends on the active site on the catalyst and the contribution of active centers
in better adsorption of the adsorbent(CO2) on the catalyst. In the stipulated time of the
project, we used a simplified model which we studied and there is scope for the inclusion of
several parameters and reaction conditions which will strengthen the results. To be able to
demonstrate the catalyst ready to try out for practical purposes further investigations can
be done on our system.
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4.0.3 Solvent Effect

In a practical situation, for an electrochemical reaction takes place there is a need for a
solvent or an electrolyte. It is possible to create an atmosphere of dielectric around the
surface using the self-consistent continuum solvation (SCCS) model. In our calculations,
we can further take into account the effect of the solvent correction. Including the solvent
corrections can create the hypothetical surrounding of the presence of the specific solvent.[2]
The nature of solvent has the ability to affect the CO2RR cycle considerably and can have
a considerable say in the extent of adsorption of CO2 and on further hydrogenation steps of
CO2.

4.0.4 External Potential

We know that providing external potential facilitates the amount of product formation. We
have not included the effect of external potential in our pathways studies. It’s important to
witness the changes in pathways caused due to external potential. By including the External
potential we can calculate the Gibbs Free Energy by the equation ∆G = -nFE where F is
the Faradaic constant and E is the external potential.[34] Also, in a practical scenario, the
reaction will not happen at pH=0 which we have considered. So, we can include the pH
correction also. ∆G = -kTln[H+] where k is the Boltzmann constant, T is temperature, and
H+ are the hydrogen ions present in the system.

4.0.5 Doping

From the DOS plot of TiB2, we can infer that the hexagonal boron lattice is almost inert
throughout the reaction pathways. Hence, doping replacing the boron atom with appropriate
TM can create the single atom catalyst active site(SACs) which have shown commendable
performance in CO2RR in the previous studies.
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