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Abstract

We study classical and quantum dynamics of delta kicked Duffing oscillator. We look at

the Poincare surface of sections for classical system and Husimi distribution functions for

quantum system to study chaos. Attempt has been made to identify similarities between

classical and quantum dynamics for the same parameter range.
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Introduction

The Simple harmonic oscillator is one of the most extensively studied and modeled system in

physics. It is a linear system and hence the exactly solvable problem of mechanics. Any po-

tential well can be approximated by a simple harmonic oscillator near the stationary points.

Thus, it can be used to describe a wide range of physical phenomena [1]. This simplicity is

lost when small nonlinearity and driving is introduced into the system. Duffing oscillator

potential is obtained after adding quartic nonlinearity to inverted harmonic potential. The

resulting potential is a double well potential.

Duffing oscillator is also being used to model many physical systems [2]. There are plates,

sheets, cables, arched structures with nonlinear stiffness, micromechanical structures, nanome-

chanical resonators, rotors, piezoceramics under strong electric fields and many more systems

which are modeled by Duffing oscillator [3]. Bistability, bifurcation of trajectories in phase

space, chaotic behavior of Duffing oscillator have been exploited in the experiments. For

example, these are used in quantum measurement devices where the transition between the

two dynamical states is used for amplification for readout of the qubit’s states [4]. Because

of nanomechanical resonators, it is possible to study the mentioned properties in quantum

regime [5]. These resonators coupled with heat bath provide a way to look at quantum-

classical transition [6]. In this work, attempt has been made to compare the classical and

quantum dynamics of kicked Duffing oscillator [7]. Classically, this system is chaotic.

In this work, Poincare surface of section is used to study its classical dynamics. Valu-

able information can be obtained by looking at the flow of the trajectories in phase space.

This is however not possible in quantum systems, as phase space trajectories could not be

followed due to the uncertainty principle. Quasiprobability distribution functions defined for

a given quantum system have resemblance to phase space of the corresponding classical sys-
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tem. There are different quasiprobability distribution functions proposed [8]. Here Husimi

distribution is used to study quantum phase space. Other than that, statistical properties

of energy spectrum can be looked at to see a manifestation of chaos in quantum systems.

Kolmogorov-Arnold-Moser(KAM) theory gives highly convergent solutions to the equations

of motion in chaotic regions of phase space. This theory assumes smooth nature of the non-

linearity [9]. Classically chaotic systems which do not obey KAM theory exhibit chaos for

very small values of kicking strength [10]. For the case of Duffing oscillator, maximum length

accessible for motion is a distance between two turning points. If this length is an integer

multiple of wavelength of the kicking field then, KAM theory can be applied (as nonlinearity

is analytic). For fixed wavelength of kicking field, only certain lengths of the potential well

give rise to KAM like behavior. It is interesting to see KAM like and non-KAM like behavior

for the same system for same set of parameters.

Driven systems are easier to realize experimentally [11]. In atomic optics experiments, dilute

sample of ultracold atoms are placed in the periodic standing wave of resonant light [12].

This duplicates quantum delta-kicked rotor system. Similarly, nonlinear nanomechanical

resonators can be subjected to periodic kicks instead of driving [6]. Husimi distributions

have been obtained experimentally for the quantum billiard systems [13]. These are also

studied in different geometries [14]. Similar experiments can be performed for Duffing oscil-

lator system.
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Chapter 1

Preliminaries

1.1 Introduction to Nonlinear Systems

Consider motion of simple pendulum, equation of motion is given by,

Figure 1.1: Schematics of a simple pendulum

ml
d2θ

dt2
= −mg sin θ.

For small oscillations, sin θ ≈ θ. Therefore,

d2θ

dt2
+

g

l
θ = 0 (1.1)
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This is linear differential equation. Systems whose equations of motion are given by linear

differential equations are linear systems. Solution of above differential equation is superposi-

tion of sin(ωt) and cos(ωt), where, ω =
�

g
l
. But, when we consider general problem without

small angle approximation, finding analytical solution becomes extemely hard. There are

many other ways by which physical systems give rise to nonlinearity [2]. Few are listed

below,

1. Nonlinear stiffness

2. Geometrical nonlinearity

3. Nonlinear mechanical isolation

4. Nonlinear cable vibrations

5. Nonlinear electric circuit

6. Large deflections

7. Dampning

8. Forced vibration

In some cases, we might find combination of above to cause nonlinearity in the system.

If nonlinearity in the system is small then it is possible to find perturbative solutions of

equations of motion. For larger nonlinearities, solutions become complex and vary from

solutions of uncoupled equations[15]. If small change in initial condition gives rise to totally

different motion, then the solutions are called chaotic.

1.2 Integrability of the dynamical system

Definition 1.2.1. A Hamiltonian system of n degrees of freedom is said to be an integrable

if we can find n independent integrals of motion, F1, F2, ..., Fn in involution, i.e.

[Fi, Fj]Poisson = 0

∀ i, j ∈ 1, 2, ..., n
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Existance of n such integrals restrict phase space trajectories on n dimensional subman-

ifold of 2n dimensional phase space [16]. Evolution of the trajectory in a 2n dimensional

phase space appears as piercing on the n dimensional subspace. Any m + 1- th piercing

depends on mth, dictated by the Hamiltonian equations. These points form closed curves

[9]. Conversely, existance of closed curves on phase space indicates a constant of motion.

For systems which have fewer integrals of motion, can be studied by setting few variables to

constant value. It is convenient to use action angle variables, beacause surface of sections

contain closed circles indicating conserved quantities. The technique of setting few variables

to study motion on phase space replaces solving equations of motion. This turns out to be

helpful for nonlinear motions.

In the case of Duffing oscillator in one dimension without kicks, energy is constant of the

motion. Thus, this system is completely integrable. Action angle variables for the Duffing

oscillator are in terms of elliptic functions. Brief introduction to elliptic functions is given

in the next section.

1.3 Elliptic Functions

Differential equations describing physical processes are generally not linear. A wide class of

equations can be written as,
d2x

dt2
= F (x) (1.2)

where, F (x) can be any polynomial, rational or even a transcendental function. For polyno-

mial functions,

F (x) = a0 + a1x+ a2x
2 + ...+ anx

n.
�

dt =

�
dx

[2(a0x+ 1
2
a1x2 + ...+ 1

n+1
anxn+1 + E0)]

1
2

. (1.3)

Where, E0, is first integral of the motion [16].
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Jacobi Elliptic Functions

If we restrict F (x) to the cubic polynomial, then resulting differential equation is,

d2x

dt2
= A+Bx+ Cx2 +Dx3. (1.4)

First integral of motion for above equation is,

�
dx

dt

�2

− Ax+
1

2
Bx2 +

1

3
Cx3 +

1

4
Dx4 = I1.

Rewriting as, �
dx

dt

�2

= a+ bx+ cx2 + dx3 + ex4. (1.5)

The above equation can be written in canonical form as, putting, a = 1, b = 0, c = −(k2+1),

d = 0, e = k2, �
dx

dt

�2

= (1− x2)(1− k2x2) (1.6)

Resulting integration, �
dt =

�
dx�

(1− x2)(1− k2x2)
.

Elliptic integral of first kind is defined as,

K(x, k) =

� x

0

dx�
�

(1− x�2)(1− k2x�2)
, k2 < 1. (1.7)

The above equation can be simplified by transformation x� = sin θ�,

K(θ, k) =

� θ

0

dθ��
1− k2 sin2 θ�

. (1.8)

Jacobi elliptic functions are inverses of elliptic integral in Eq. 1.7. Some familiar trigono-

metric functions can be written from these elliptic fuctions. First,

u =

� θ

0

dθ��
1− k2 sin2 θ�

.
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Then, elliptic functions are denoted by sn, cn, dn, am, tn and are defined as follows [16],

sn(u, k) = sin θ, cn(u, k) = cosθ, dn(u, k) =
�

1− k2 sin2 θ.

am(u, k) = θ, tn(u, k) =
sn(u, k)

cn(u, k)
= tanθ

Similarly, elliptic integrals of second kind,

E(x, k) =

� x

0

�
1− k2x�2

1− x�2 dx�, k2 < 1.

Put x� = sin θ�,

E(θ, k) =

� θ

0

�
1− k2 sin2 θ�dθ�. (1.9)

And, elliptic integral of third kind,

Π(x, n, k) =

� x

0

dx�

(1 + nx�2)
�

(1− x�2)(1− k2x�2)

Again, x� = sin θ�,

Π(θ, n, k) =

� θ

0

dθ�

(1 + n sin2 θ�)
�

1− k2 sin2 θ�
(1.10)

We will see later that equations of motion of Duffing oscillator are similar to Eq. 1.4. Thus

we expect to get the solutions in terms of Jacobi elliptic function. There we mainly require

elliptic integrals of first and second kind (Eq.1.8 and Eq. 1.9).

1.4 KAM Theory

Perturbation techniques such as asymptotic series expansion, Taylor expansion fail for non-

resonant tori.

KAM theory applies to the Hamiltonian of the form,

H(J1, ..., JN , θ1, ..., θN) = H0(J1, ..., JN) + �V (J1, ..., JN , θ1, ..., θN) (1.11)
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Where, V can be written as,

V =
��

n1

...
��

nN

Vn1,...nN
(J1, ..., JN)e

i(n1θ1+...+nNθN ).

Also, determinant of the Hessian matrix must be non-zero.

����
∂2H0

∂Ji∂Jj

���� �= 0.

H0 denotes the integrable part of the Hamiltonian and V is nonintegrable part. As H0 is in-

tegrable, it is written in terms of action variables only. V (J1, ..., JN , θ1, ..., θN), nonintegrable

part is a function of all variables and n1, ...nN are all integers. Primes over summation are

to specify the exclusion of n1 = n2 = ... = nN = 0, because, the corresponding terms can be

added in H0.

Resonance condition is defined as,

(n1θ1 + ...+ nNθN) = 0. (1.12)

This Hamiltonian, H describes a system with the dense set of resonances in phase space.

According to KAM theory, the measure of the resonances goes to zero as perturbation pa-

rameter approaches zero. KAM theory gives rapidly convergent solutions to equations of

motion which are applicable to nonresonant tori. The nonresonant tori that have not been

destroyed from resonances are called KAM tori. In the following example, bounds provided

by KAM theory are discussed.

H = H0(J1, J2) + �
�

n1

�

n2

Vn1n2(J1, J2)e
i(n1θ1+n2θ2) (1.13)

H is assumed to be analytic function of the variables and periodic in θ1, θ2.

ω1 =
∂H0

∂J1
, ω2 =

∂H0

∂J2

These frequencies satisfy,

|n1ω1 + n2ω2| ≥
K

||n||α

where, ||n|| = |n1|+ |n2|, α ≥ 2 and K is a constant.

If a system satisfies above conditions, then according to KAM theory, convergent solutions
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(a) Infinite well (b) Double well Potential

Figure 1.2: Red curve shows kicking field. In both the cases non-KAM behavior is expected.

of equations of motion can be found on KAM tori.

1.5 KAM and Non-KAM behavior

Smoothness of the nonintegrable part of the Hamiltonian is required for application of KAM

theory. For particle in a infinite potential well, given λ, wavelength of the kicking field,

L = mλ, where m is an integer and L is width of the well, gives KAM like behavior. For the

Duffing oscillator, this condition translates to distance between turning points being equal to

integer multiple of wavelength of the kicking field. i.e. for a fixed kicking field of wavelength

λ, we require, |f − e| = mλ. This is not satisfied for most of the initial conditions. Thus,

almost all initial conditions lead to non KAM behavior. For very small values of kicking

strength, chaos in the system can be experienced.

9
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Chapter 2

Classical Dynamics

We consider the dynamics of a particle of mass m, in double well potential with quartic

non-linearity. The particle is further subjected to kicks with period T . The Hamiltonian of

the system is

H̃ =
p̃2

2m
− ω̃2x̃2 + Ãx̃4 + k̃ cos

�
x̃

λ

��

n

δ(t̃− nT ) (2.1)

where,

λ : wavelength of the periodic potential field

Ã : amount of non-linearity

k̃ : kicking strength

Transformations given by,

t̃ = Tt, x̃ = λx

and substitutions

ω = ω̃T, A = Ãλ2T 2, k =
k̃T

λ2
, H =

T 2

λ2
H̃

give us dimensionless Hamiltonian with energy, E(t) = T 2

λ2 Ẽ(t),

H =
p2

2m
− ω2x2 + Ax4 + k cos x

�

n

δ(t− n) (2.2)
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2.1 Integrable Case

When the kicking strength, k = 0, energy is constant. As the motion is in one dimension,

this is an integrable system.

H =
p2

2m
− ω2x2 + Ax4 = E0. (2.3)

The potential experienced by the particle is V (x) = −ω2x2 +Ax4, depending on the energy,

particle will either be trapped in one of the two wells or will cross the barrier to go into

another well.

Hamilton’s equations of motion,

ṗ = −∂H

∂x
= 2ω2x− 4Ax3. (2.4)

q̇ =
∂H

∂p
=

p

m
. (2.5)

These equations can be solved exactly. The solutions are given by elliptic functions.

For a given energy E0 < 0, turning points, f , e, are given by,

f 2 =
ω2

2A
+

�
ω4

4A2
+ E0A, e2 =

ω2

2A
−

�
ω4

4A2
+ E0A. (2.6)

Figure 2.1: Double well potential,V (x) = −ω2x2+Ax4 of the Duffing Oscillator, with ω = 1.0
and A = 0.2.

√
B = ω√

2A
. e and f are turning points for trapped motion, h,−h are turning

points for untrapped motion. [17].
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e and f are inner and outer turning points respectively. Define, κ =
f 2 − e2

f 2
. Because of the

integrability of the system, it is possible to get solutions in terms of action angle variables.

The action,

J =
1

2π

�
pdx

J =
2
√
2m

3π
f [BE(κ)− e2K(κ)]. (2.7)

K(κ) and E(κ) are elliptic integrals of first and second kind, respectively.

Angle variable,

Θ(t) =

√
2fπ√

mK(κ)
+Θ(0). (2.8)

From these, we get,

x(t) = f dn

�
±K(κ)Θ

π
, κ

�
. (2.9)

p(t) = ±
√
2mf 2 κ2 sn

�
K(κ)Θ

π
, κ

�
cn

�
K(κ)Θ

π
, κ

�
. (2.10)

Similarly for untrapped motion(E0 > 0), turning points,

h2 =
ω2

2A
+

�
ω4

4A2
+ E0A, g2 = − ω2

2A
+

�
ω4

4A2
+ E0A. (2.11)

From potential plot, we can eliminate g, hence, turning points, x± = ±h. Define, κ =
h2

h2 + g2
. Similar to the trapped motion, we can find exact solutions for untrapped motion.

The action,

J =
1

2π

�
pdx

J =
2
√
2m

3π

�
h

k

�3

[κ�2(K(κ)− E(κ)) + κ2E(κ)]. (2.12)

where, κ�2 = 1− κ2 And angle,

Θ(t) =
πh√

2m κ K(κ)
t+Θ(0). (2.13)

We get,

x(t) = h cn

�
2K(κ)Θ

π
,κ

�
. (2.14)
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Figure 2.2: For various initial conditions, we get periodic trajectories which are elliptic
fuctions [18].
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p(t) = ±
√
2m

h2

κ
sn

�
2K(κ)Θ

π
,κ

�
dn

�
2K(κ)Θ

π
,κ

�
. (2.15)

These solutions along with the solutions of trapped motion are plotted in Fig. 2.2.

2.2 Non-Integrable Case

When k > 0, energy of the system is no longer a constant of motion. The equations of

motion are,

ṗ = −∂H

∂x
= 2ω2x− 4Ax3 + k sin(x)

�

n

δ(t− n). (2.16)

ẋ =
∂H

∂p
=

p

m
. (2.17)

These are non-linear time-dependent differential equations. Exact solutions to these equa-

tions do not exist. These are then solved numerically using fourth order Runge-Kutta method

[19]. Phase space diagrams for several values of k are constructed from these solutions.

2.3 Interpretation of the Data

1. Chaos: Almost all of the initial conditions give rise to non-KAM behavior. Thus,

chaos exists for very small values of kicking strength. It can be seen from phase space

for k = 0.08 that, many of the phase curves have slightly altered and only near the

(0, 0), the unstable fixed point, chaos is observed. When kicking strength is increased

from k = 0.08 to k = 0.1, the curves of the phase space have turned into chaotic bands.

For higher kick strength, chaotic regions grow in size and eventually, entire phase space

turns chaotic.

2. Diffusion of trajectories: For small kicking strengths, phase space trajectories are

confined between KAM tori, as already mentioned. But as these tori break, trajecto-

ries can leak out and visit different regions of phase space. It can be seen that, even

for large values of k, some parts of phase space are inaccessible. The resonance zones

in the neighborhood of the noble KAM tori are very small in size. In fully developed

chaotic sea(k > 30), the diffusion of trajectories is similar to that of Brownian Motion.

15
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0 500 1000 1500 2000

t

0

5e+05

1e+06

1.5e+06

2e+06

<
P

2
>

k = 10.0

k = 20.0

k = 30.0

k = 40.0

k = 50.0

Figure 2.6: A plot of < p2 > vs t. The average is taken over 1000 initial conditions with
initial momentum p(0) = 0. The linear dependence confirms random behavior.

Then Diffusion can be treated as a random process. We know that, for a random

process,

< (Δp)2 >= 2Dt (2.18)

where, D : diffusion coefficient.

3. Tilt :All phase space plots look tilted and amount of tilt increases with increase of

kicking strength, k. This is because of k sin x term in the equations of motion. sin is

an odd function, it always gives positive kick for x > 0 and negative kick for x < 0.

In the next chapter we will discuss quantum dynamics of the delta-kicked Duffing oscillator.
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Chapter 3

Quantum Dynamics

Chaos arises in the classical periodically kicked Duffing oscillator. Observing chaos in quan-

tum delta-kicked Duffing oscillator is restricted by the Heisenberg uncertainty principle. To

study the dynamics of the system, periodic nature of the potential helps us to construct

a unitary operator, in terms of which evolution of the wavefunctions can be given. This

approach is similar to that of Bloch theory of crystals. To study manifestation of chaos in

quantum systems, one needs to use indirect ways. In this chapter we take help of quasiprob-

ability distribtuions to find signatures of chaos.

Corresponding to Hamiltonian,

H̃ =
p̃2

2m
− ω̃2x̃2 + Ãx̃4 + k̃ cos

�
x̃

λ

��

n

δ(t̃− nT )

Schrodinger equation can be written as,

i�
∂ψ

∂ t̃
= − �2

2m

∂2ψ

∂x̃2
+ [−ω̃2x̃2 + Ãx̃4 + k̃ cos

�
x̃

λ

��

n

δ(t̃− nT )]ψ. (3.1)

λ, Ã and k̃ have same meaning as in the classical case.

Transformations,

x̃ = λx, t̃ = Tt

21



and substitutions given by,

�s =
�T
mλ2

, ω̃2 = ω2T 2, Ã = Aλ2T 2, k̃ =
kT

λ

lead to new dimensionless Schrodinger equation,

i�s
∂ψ

∂t
= − �2s

2m

∂2ψ

∂x2
+ [−ω2x2 + Ax4 + k cos x

�

n

δ(t− n)]ψ. (3.2)

�s is called scaled Plank’s constant.

Evolution of the quantum system is given by an unitarty operator. For time periodic systems,

such as periodically kicked Duffing system, evolution can be given by Floquet operator.

3.1 Floquet Theory

From Eq. 2.2, Hamiltonian of the system is,

H =
p2

2m
− ω2x2 + Ax4 + k cos x

�

n

δ(t− n).

Replacing variables by corresponding operators,

H(t) =
p̂2

2m
− ω2x̂2 + Ax̂4 + k cos x̂

�

n

δ(t− n). (3.3)

Above Hamiltonian can be split into two parts,

H(t) = H0 + V(t)

where, V(t) gives coupling with an oscillating field. It is not possible to find solutions to

Schrodinger equation by seperation because Hamiltonian depends on time.

V(t+ τ) = V(t)

22



implies, wavefunctions that are solutions to Schrodinger equation are also eigenfunctions of

time shift operator [20].

Tτψn(x, t) = ψn(x, t+ τ) = λnψn(x, t).

For solutions to be stationary, λn must be a phase factor. Therefore,

ψn(x, t+ τ) = e−iφnψn(x, t)

Floquet Theorem. For time dependent Hamiltonian satisfying, V(t+τ) = V(t), wavefunc-
tions of the system are given by[21],

ψn(x, t) = e−iνntun(x, t) (3.4)

where, un(x, t+ τ) = un(x, t), and νn = φn/τ .

It can be seen that, we can define a similar term to energy, called quasienergy as

Ēn = �νn = �
τ
φn.

Let Û(t) be a time evolution operator. Therefore,

ψ(x, t) = Û(t)ψ(x, 0)

and

i�
∂ψ

∂t
= Hψ ⇒ i�U̇ = HU

with U(0) = 1. U is unitary operator. It is easy to see that, U(nτ) = [U(τ)]n.

It is possible to transform U to a diagonal operator via unitary transformation.

U = V † UD V

The diagonal elements of this operator are of the form,

(UD)nn = e−iφn .

Eigenphases of UD are Floquet phases, hence UD is called as Floquet operator.

23



Now, let’s calculate Floquet operator corresponding to the Hamiltonian given in Eq. 3.3.

H(t) = H0 + V(t)

where,

H0 =
p̂2

2m
− ω2x̂2 + Ax̂4

with

V(t) = V0

�

n

δ(t− n), V0 = k cos x.

The application of kicks to the system can be thougth as pulse of finite width for a period

of δτ . Then,

H(t) =





H0 if nτ < t < (n+ 1)τ − δτ

H0 +
V0

δτ
if (n+ 1)τ − δτ < t < (n+ 1)τ

Then,

U(t) = e−
i
�H0t for 0 < t < τ − δτ

U(t) = e−
i
� (H0+

V0
δτ

)(t−τ+δτ)e−
i
�H0(τ−δτ) for τ − δτ < t < τ

following, F = U(τ), where, F is a Floquet operator, we get,

F = e−
i
� (H0+

V0
δτ

)δτ e−
i
�H0(τ−δτ).

Taking limit δτ −→ 0 we get,

F = e−
i
�V0 e−

i
�H0τ . (3.5)

For the Hamiltonian under consideration,

F = e−
i
�k cos x̂ e−

i
� (

p̂2

2m
−ω2x̂2+Ax̂4) (3.6)

Because of the rescaling in the begining of the chapter, τ is taken to be equal to 1.

3.1.1 Elements of Floquet Operator

Because of the resemblance with the simple harmonic oscillator, Floquet operator elements

are written in harmonic oscillator basis. First consider time independent Schrodinger equa-
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tion,

H0 |m� = Em
0 |m�

|m� is a energy eigenstate of Duffing oscillator. The energy eigenvalues associted with these

eigenstates are obtained by solving time independent Schrodinger equation. These energy

eigenvalues are further needed to write elements of the Floquet operator.

Write |m� in harmonic oscillator basis,

|m� =
�

i

ai |i� .

Hence, Duffing oscillator wavefunctions are related to harmonic oscillator wavefunction by

following relation,

�x|m� =
�

i

ai �x|i�

φm(x) =
�

i

aiψi(x) (3.7)

Now,

Flm = �l| F |m� = �l| e− i
�k cos x̂e−

i
�H0τ |m� (3.8)

�l| F |m� = e−
i
�E

m
0 τ

� ∞

−∞
�l|x�� e− i

�k cos x̂ �x�|m� dx�

�l| F |m� = e−
i
�E

m
0 τ

� ∞

−∞
�l|x�� �x�|m� e− i

�k cosx�
dx�. (3.9)

|l� , |m� : eigenstates of H0

Em
0 : energy eigenvalue of H0 Next,

� ∞

−∞
�l|x� �x|m� e− i

�k cosxdx =

� ∞

−∞
φl(x)φm(x)e

− i
�k cosxdx

=

� ∞

−∞

��

i

aiψi(x)

���

j

ajψj(x)

�
e−

i
�k cosxdx

=

� ∞

−∞

�

i

�

j

aiajψi(x)ψj(x)e
− i

�k cosxdx

�l| e− i
�k cosx |m� =

�

i

�

j

aiaj

� ∞

−∞
ψi(x)ψj(x)e

− i
�k cosxdx. (3.10)
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ai, aj can be obtained from Eq. 3.7. It remains then to evaluate the integral,

Iij(x) =

� ∞

−∞
ψi(x)ψj(x)e

− i
�k cosxdx. (3.11)

ψk(x), harmonic oscillator wavefunction is written as,

ψk(x) =
Hk(x)�
2kk!

√
π
e−

x2

2 .

Simplifying Eq. 3.11,

Iij(x) =

� ∞

−∞

Hi(x)Hj(x)�
2i+j i! j! π

e−x2

e−
i
�k cosxdx. (3.12)

Seperating real and imaginary parts,

Iij(x) =

� ∞

−∞

Hi(x)Hj(x)�
2i+j i! j! π

e−x2

cos

�
k

�
cos x

�
dx− i

� ∞

−∞

Hi(x)Hj(x)�
2i+j i! j! π

e−x2

sin

�
k

�
cos x

�
dx

(3.13)

Various methods have been implemented to evaluate above integrals. These methods are

given below.

3.1.2 Integration Techniques

Stationary Phase Integration

This method can be used for integrals of highly oscillating type,

I(α) =

� b

a

g(t)eiαf(t)dt. (3.14)

It assumes that, major contribution to integral comes from end points of the interval and

from neighborhood of stationary points of function f(t)[22]. It requires the following,

1. α is a large positive number.

2. f(t) and g(t) are real continuously differentiable functions.
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Comparing with Eq. 3.11,

f(t) ≡ − cos x, g(t) ≡ Hi(x)Hj(x)√
2i+j i! j! π

e−x2
, α ≡ k/�.

Limits of the integration are from -∞ to ∞. As e−x2
is rapidly vanishing function, only first

few stationary points will contribute in the integral.Stationary points of the function cos x

are nπ, where n denotes integers.Thus,

I(k) ∼
�

n

e−(nπ)2Hi(nπ)Hj(nπ)�
2i+j i! j! π

e
iπ
4 e−ik

(−1)n

�

�
2�π
k

(1− (−1)i+j). (3.15)

This approximate result holds true for values of i, j upto 5. For higher values, the above ap-

proximation deviates from the exact result. Therefore, this method can not be implemented

for evaluating all elements of Floquet operator.

Numerical Integration using QUADPACK

QUADPACK is a Fortran 90 subroutine to perform various numerical integration schemes

[23]. It provides means of calculating integrals of type,

I =

� b

a

cos(ωx)f(x)dx OR I =

� b

a

sin(ωx)f(x)dx (3.16)

Comparing with Eq. 3.13, we are supposed to integrate,

I =

� b

a

cos(ω cos x)f(x)dx OR I =

� b

a

sin(ω cos x)f(x)dx.

where, f(x) =
Hi(x)Hj(x)√
2i+j i! j! π

e−x2
. To convert f(x) into usable form, substitute, cos x = t,

therefore,

Ĩij(t) =

�
Hi(cos

−1(t))Hj(cos
−1(t))�

2i+j i! j! π
e−(cos−1(t))2 cos(ωt)

−dt√
1− t2

+

�
Hi(cos

−1(t))Hj(cos
−1(t))�

2i+j i! j! π
e−(cos−1(t))2 sin(ωt)

−dt√
1− t2

.

(3.17)

ω = k
� and t ∈ (−1, 1). As can be seen from Fig 3.1, integrand vanishes rapidly around

x = 10. We can then restrict our integration domain to (−10, 10). Also, integrand is

even(odd) if i+ j is even(odd). This can be used to shrink domain to (0, 10).
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(a) f(x) for i = 26, j = 15.
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(b) f(x) for i = 44, j = 43.

Figure 3.1: Plots of integrands of Eq. 3.16 show highly oscillating features. Sudden change
in amplitude at some points makes QUADPACK integration ineffective. As integrand goes
to 0 rapidly outside of [-11, 11], domain of integration can be made shorter.
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QUADPACK gives following outputs:

1. result : estimated value of the integral

2. abserr : estimate of |I − result|

3. neval : number of times the integral was evaluated

4. ier : type of error.

QUADPACK turns out to be reliable for values of i = 35, j = 35. For larger values of i

and j, QUADPACK returns errors. One type of error is absolute error being larger than

desired value(> 0.005). Other errors are mainly concerning number of iterations. In order to

acheive accuracy, number of iterations were increased upto 1500000. But, slow convergence

of some integrals limits the reliability of QUADPACK. Another limitation of the subroutine

is, estimate is poor if drastic change in integrand takes place. As a result, QUADPACK is

not efficient to calculate the integrals in Eq. 3.13.

Integration By Summation

As analytical and numerical methods mentioned above are helpless, integration is performed

by splitting the integrand into small divisions. This replaces integration in the prescribed

domain by summation as, �
f(x)dx =

�

i

f(xi) � xi. (3.18)

Iij(x) =
�

i

Hi(xi)Hj(xi)�
2i+j i! j! π

e−x2
i cos

�
k

�
cosxi

�
� xi

+i
�

i

Hi(xi)Hj(xi)�
2i+j i! j! π

e−x2
i sin

�
k

�
cosxi

�
� xi

(3.19)

As seen before, because of e−x2
, domain of integration can be reduced to (−10, 10). � xi has

been chosen to be equal to 0.0001, in order to ensure the convergence of this result. Value

of the function at each xi is evaluated using mathematica.

Once we have Iij, we can easily compute Floquet matrix elements using Eq. 3.9. This

completes our construction of Floquet operator. The Floquet operator will be used later

for constructing Floquet states and generating Husimi distribution. k
� = 10.0 is used for
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further calculations. For this value of kicking strength, classical phase space was mostly

chaotic. Quasiprobability distributions for this kicking strength are expected to show diffused

character, as signature of chaos.

3.2 Quasiprobability Distributions

Unlike, classical systems, it is not possible to follow phase space trajectories of quantum

systems because of uncertainty principle. Quasiprobability distribution, quantum analogue

of classical phase space, play great role in understanding quantum phase space. Husimi

distribution is one such quasiprobability distribution which would be used.

3.2.1 Husimi Distribution

Husimi distribution for a real one dimensional space is given by,

Hψ = | �x0, p0|ψ� |2 (3.20)

where, |x0, p0�, is minimum uncertainity wavepacket centered at (x0, p0) in position repre-

sentation. For our case, we consider coherent state,

�x|x0, p0� =
� ω

π�

�1/4

e−
ω
2� (x−x0)2+

i
�p0(x−x0). (3.21)

ω = 1.0, consistent with classical case.

The wavefunction ψ is taken to be a Floquet eigenstate. The Floquet operator constructed

in last section will be used for generating Floquet eigenstates. Floquet eigenstates are chosen

for plotting Husimi distribution, any general wavefunction can be written as a superposition

of Floquet states.

ith Floquet state can be written in position representation as,

ψi(x) =
�

j

Fij φh.o.
j (x). (3.22)
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Figure 3.2: Probability distribution for 9th and 17th Floquet states look less local than 5th

and 21st Floquet states. This fact is also reflected in information entropy plot, Fig. 3.4
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(a) 5th Floquet state
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(b) 9th Floquet state
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(c) 17th Floquet state
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(d) 21st Floquet state

Figure 3.3: Husimi Distributions for various Floquet states. Corresponding to higher infor-
mation entropy, 9th and 17th states show higher spread on phase space. On the contrary,5th

and 21st states are confined in smaller regions of phase space, agreeing with information
entropy.
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Figure 3.4: Information entropy

Where,

φh.o.
j (x) =

Hj(x)�
2j j!

√
π
e−

x2

2 .

Hj(x) = jth Hermite polynomial.

Information Entropy measure to compare spread of two different Floquet states. It is defined

as follows,

Si = −
�

j

|aij|2 ln|aij|2 (3.23)

For states with higher information entropy, Husimi plots should look spreaded and Floquet

states corresponding to these are expected to have probability distribution nonlocalized.

From Fig. 3.2 and Fig. 3.4, Floquet states 9th and 17th have uniformally peaked probability

distribution. This is also reflected in Husimi plots. On the contrary, Floquet states 5th

and 21st have strongly peaked probability distributions and Husimi plots of these states are

confined to smaller regions.

It must be stressed that, numerically constructed Floquet operator is of dimensions 46x46.

But, Floquet operator is supposed to be an infinite operator. We write Floquet state as a

superposition of harmonic oscillator states, in this case, superposition of 46 states. Therefore,

it might happen that, because of limited number of harmonic oscillator states, superposition
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does not converge to Floquet states. The only way to resolve this is to construct Floquet

operator of higher dimensions. This will allow more states to converge.

In this chapter, we compared classical and quantum phase spaces to see manifestation of

chaos in quantum system using Husimi distribution. Other ways to find signatures of chaos

in quantum systems are to study quantum webs [14], scars in the phase space, eigenvalue

statistics [17] etc.
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Chapter 4

Conclusions

We have studied classical and quantum dynamics of kicked Duffing oscillator. Various ana-

lytical and computational techniques were implemented to understand the system. Summary

of the work is given below.

First, we summarize classical dynamics. Duffing oscillator in one dimension in absence

of kicks is a completely solvable problem. Solutions to equations of motion are given as

elliptic functions. For nonzero kicking strength, the system is nonintegrable. Equations of

motion are solved numerically using Runge-Kutta fourth order method. Because of the dou-

ble well nature of the potential, we observe non-KAM behavior. Thus, for very small kicking

strengths too we will get chaotic trajectories in phase space.

Quantum dynamics of the Duffing oscillator experiencing periodic kicks is simplified using

Floquet theory. Floquet operator is constructed in the basis of harmonic oscillator energy

states and then further diagonalized to obtain Floquet states and Floquet energy. It is an

unitary operator. Floquet operator plays the role of Hamiltonian operator for systems hav-

ing time periodic Hamiltonian, it gives evolution of the states.

Uncertainty relation forbids us to follow trajectories in phase space. Quasiprobability dis-

tribution functions give analog of quantum phase space. In this work, Husimi distribution

of various Floquet states was studied. It was compared in the background of information

entropy of those states.It was observed that highly localized Husimi translates to lower in-
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formation entropy.

Because of the limitations posed by numerical techniques, only 46x46 Floquet operator was

constructed. Its size needs to be increased in order to observe signatures of chaos in the

quantum system with certainty. It will also lead to converging Floquet states. Higher Flo-

quet states are expected to show fuzzy Husimi plots, familiar to that of classical phase space.
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