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Abstract  
The primary goal of our project is to create a non - deep learning 
solution for effectively segmenting cells within tabular data, 
accommodating tables with or without gridlines. 

  

We have devised an algorithm based on K-Means Clustering to 
facilitate cell segmentation within tables, irrespective of the presence 
of gridlines. Our approach involves identifying clusters of characters, 
often representing words or numbers, and subsequently calculating 
their centres of mass. We create distinct arrays for the x and y 
coordinates of these centres. Employing K-Means clustering 
separately on x coordinates and y coordinates of centres, we 
determine the optimal number of clusters, denoted as 'k,' from 1 to a 
predefined maximum value ('max_k') using a novel method for 
selecting the most suitable 'k', as the existing methods yielded 
unsatisfactory results. Subsequently, we discern rows and columns 
separately by employing K-Means clustering with the determined 'k' 
and identify individual cells through the intersection of these rows 
and columns. 

  

In addition, we have developed an alternative algorithm tailored for 
tables containing gridlines. In this scenario, we use canny edge 
detection and hough transform to detect lines, followed by the 
identification of intersection points. We use intersection points to 
detect gridlines. Using these detected gridlines, we reconstruct the 
table structure. 
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Chapter 1 Introduction 

Background and context: 
In today's dynamic digital landscape, the processing and analysis of 
structured data hold a pivotal role in various domains, ranging from 
business intelligence to scientific research. As Information 
Technology (I.T.) continues to shape the way we interact with 
information, the accurate extraction of data from diverse sources 
becomes crucial for informed decision-making, automation, and 
enhanced user experiences. In this context, the ability to seamlessly 
segment tables, detect gridlines etc. emerges as a fundamental 
challenge with far-reaching implications. 

Structured Data and Tabular Representations: Structured data, 
often presented in tabular formats, constitutes a significant portion 
of information generated and exchanged in digital environments. 
Tabular representations are widely utilized in disciplines such as 
finance, healthcare, engineering, and social sciences for organizing, 
analyzing, and communicating complex information. However, 
extracting valuable insights from these tables requires efficient 
techniques that can handle various data formats, accommodate 
variations in gridlines, and distinguish between background and 
content. 

Table Segmentation and Gridline Detection: The process of table 
segmentation involves partitioning a complex table into its 
constituent cells, facilitating subsequent data analysis and 
interpretation. Some tables don’t have gridlines so we have to draw 
gridlines based on on positions of text in it. The tables which do have 
can be segmented using those gridlines. 

Research Gap and Contributions: 
We have used K means clustering to segment cells in a table. This 
algorithm hasn’t been used for this purpose before. We also have 
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developed a new method for selecting correct K (number of 
clusters).  

Problem statement: 
To segment tables both with and without gridlines in constituent 
cells without using deep learning. 

Significance and Impact: 
The methodologies and techniques developed in this research hold 
significant implications for various domains within the field of 
structured data analysis and Information Technology. By addressing 
the challenges of table segmentation with and without gridlines 
while avoiding the complexities of deep learning, this research 
contributes to the enhancement of data processing efficiency, 
decision-making processes, and user interaction. The significance of 
this work can be understood through its potential impact on several 
fronts. 

1. Data Processing Efficiency: 

 The developed methodologies enable automated and accurate 
table segmentation without the need for resource-intensive 
deep learning techniques. 

 Practitioners can benefit from timely data preprocessing and 
analysis, leading to quicker insights and informed decision-
making. 

 Efficient table segmentation serves as a foundational step in 
downstream tasks such as data visualization, analytics, and 
reporting. 

 Non-experts in deep learning can adopt these techniques to 
effectively process and analyze structured data, democratizing 
data-driven insights. 

2. Real-world Applications: 
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 The methods presented in this research find applications in 
various industries, including finance, healthcare, e-commerce, 
and research. 

 Accurate table segmentation is crucial for tasks such as 
financial analysis, medical record interpretation, inventory 
management, and data-driven research. 

3. Integration into Existing Workflows: 

 The non-deep learning nature of the proposed methods 
facilitates their integration into existing data analysis pipelines 
and software applications. 

 Practitioners can leverage these methods within familiar 
programming environments, enhancing the capabilities of their 
tools. 

4. Advancement in Image Processing and Analysis: 

 The research contributes to the advancement of image 
processing techniques beyond deep learning paradigms. 

 We developed a new method to find the best k for k means 
clustering. 

 By addressing challenges in table segmentation, this work adds 
to the repertoire of methods available for structured data 
analysis. 

Through the development of practical, efficient, and accurate 
techniques for table segmentation, this research strives to empower 
professionals and researchers with tools that streamline data 
processing, enhance user experiences. By bypassing the 
computational overhead of deep learning while maintaining high 
accuracy, these methodologies bridge the gap between research 
innovation and real-world usability. As we delve into the subsequent 
chapters, we aim to present the methodologies, experimental 
results, and implications that underscore the significance and impact 
of this research. 
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Literature Review: 
 
Many researchers have worked on this problem. Some of them are. 

Smita et al. (2020)13 proposed an algorithm that “uses a combination 
of image processing techniques, text recognition and procedural 
coding to identify distinct tables in same image and map the text to 
appropriate corresponding cell in dataframe which can be stored as 
Comma-separated values, Database, Excel and multiple other usable 
formats.” The algorithm includes binarization of image with Otsu's 
method and detection of gridlines using contour detection. 

Siddiqui et al. (2019)12 proposed a fully convolutional network (FCN) 
for table detection. The authors have used a prediction tiling approach 
based on the consistency assumption of tabular structures. Their 
method predicts a single column for the rows and a single row for the 
columns, in order to identify cells. The authors have achieved ‘state-
of-the-art' results on the ICDAR-13 image-based table structure 
recognition dataset. The method utilizes a dual-headed architecture 
that generates class-specific predictions for rows and columns using a 
single model, a departure from previous methods that relied on 
separate models for inference. The results demonstrate that 
constraining the problem space by imposing valid constraints can lead 
to significant improvements in performance, with an average F-
Measure of 92.39% (91.90% and 92.88% for rows and columns, 
respectively). 

Gatos et al. (2005)5 proposed a workflow for table detection that 
“comprises three distinct steps: (i) image pre-processing; (ii) 
horizontal and vertical line detection and (iii) table detection.” The 
method detects all intersection points and classifies them according 
to orientations like four possible corner orientations, four possible T 
shaped intersections and + shaped intersections and detects and 
segments tables based on these intersection points. 



12 
 

S.arif et al (2018)14 depended on the fact that tables contain more 
numerical data . they used R-CNN  deep learning was used for 
detecting tabular region in the document. 

Mandal et al (2006)8 used the fact that distance between the text in 
the adjescent column is larger than distance between the words in 
plain text for table detection. 

Nazir et al (2021)9 used a novel trainable pipeline or neural net called 
HybridTabNet. 

Borra et al (2021)1 also used faster R-CNN network for table detection 

All of these methods required gridlines or deep learning. We were told 
by the company to develoup a method that doesn’t use deep learning 
and can detect tables without gridlines. Therefore we devloped a K 
means clustering based algorithm for the purpose. 

 

MacQueen (1967)7 invented k-means clustering. Which was refined 
further by Hartigan and wong (1979)6 however this method is not so 
far used for table detection 

Nobiyuri Otsu10  in his article proposed a method for selecting 
threshold for segmenting grey scale images. His method is to select 
the threshold which minimises the within group variance sum.  We 
use this method to separate text from background. 

Chunhui Yuan and Haitao Yang3 in their article titled "Research on K-Value 
Selection Method of K-Means Clustering Algorithm" comprehensively 
investigate and compare four prominent K-value selection algorithms: the 
Elbow Method, Gap Statistic, Silhouette Coefficient, and Canopy. Their 
study not only outlines the theoretical foundations of these methods but 
also provides practical insights by offering pseudo code implementations. 
Furthermore, Yuan and Yang's experimental validation using the Iris 
dataset adds empirical rigor to their findings, allowing for a thorough 
assessment of the advantages and disadvantages of each algorithm.  
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Calinsky and Harbasz2 developed the calinsky harbasz index for best k 
selection.  
 
Peter J. ROUSSEEUW(1987)11 developed silhouette method of best k 
selection.  
 

Davies, D. L., & Bouldin, D. W. (1979)4 introduced the  davies Bouldin 
method for selecting best K. 

Tibshirani, R., Walther, G., & Hastie, T. (2001)15 introduced the gap 
statistic method for selecting best k. 

We tried using these methods for our problem but they didn’t 
properly work so we developed a new method. 
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Chapter 2 Materials and Methods  
1. Table Segmentation Without Gridlines 
Theory  

A. Otsu's Method for Text Segmentation: Otsu's Method, a widely 
used image thresholding technique, is designed to automatically 
determine the optimal threshold value for segmenting objects from 
the background. Given a grayscale image I and a threshold value t, 
Otsu's Method aims to minimize the intra-class variance within the 
object and background regions while maximizing the inter-class 
variance between them. 

The threshold t that optimally separates the two classes can be 
found by maximizing the inter-class variance V(t):  

t=argmaxt V(t)=argmaxt {ω0 (t)ω1 (t)[μ0 (t)−μ1 (t)]2} 

Where: 

 ω0 (t) and ω1 (t) are the probabilities of the background and 
object classes, respectively. 

 μ0 (t) and μ1 (t) are the mean intensity values of the 
background and object classes, respectively. 

Otsu's Method efficiently identifies the threshold that best separates 
text from the background, making it suitable for text segmentation in 
table cells. 

B. K-Means Clustering (KMC) for Row and Column Detection: K-
Means Clustering is a partitioning algorithm used to group data into 
K clusters. In the context of table segmentation, KMC can be adapted 
to detect rows and columns. Given a set of N data points, KMC aims 
to minimize the sum of squared Euclidean distances between data 
points and their respective cluster centroids. 

The algorithm proceeds as follows: 

 Initialize K cluster centroids. 
 Assign each data point to the nearest centroid. 
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 Recalculate centroids based on the assigned data points. 
 Repeat steps 2 and 3 until convergence. 

By applying KMC to the horizontal and vertical axes of an image 
containing text, it's possible to detect rows and columns in tables 
without visible gridlines. 

C. Methods for finding Optimal Cluster Number 

 We tried used the following methods but they did not properly 
work so we invented a new method. 

1. Silhouette Method: The silhouette score quantifies how similar an 
object is to its own cluster (cohesion) compared to other clusters 
(separation). A higher silhouette score indicates that the object is 
well-clustered, while a lower score suggests that it might be in the 
wrong cluster or that the clustering is not appropriate. 

Here's a detailed explanation of the silhouette method: 

Silhouette Score Calculation: 

For each data point in our dataset, we calculate its silhouette score. 

The silhouette score for a single data point is computed using the 
following formula: 

silhouette_score = (b - a) / max(a, b) 
 

where 

‘a’ represents the average distance from the data point to other 
points within the same cluster (intra-cluster distance). 

‘b’ represents the smallest average distance from the data point to 
points in a different cluster (inter-cluster distance). 

The silhouette score ranges from -1 to 1: 

A score close to +1 indicates that the data point is well-clustered and 
is far from other clusters. 
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A score close to 0 suggests that the data point is on or very close to 
the decision boundary between two neighboring clusters. 

A score close to -1 indicates that the data point may be assigned to 
the wrong cluster. 

Silhouette Score for Entire Dataset: 

To determine the overall quality of our clustering solution, we 
calculate the average silhouette score for all data points. 

This provides a single value that represents how well the data points 
are clustered for the given number of clusters. 

The number of clusters that yields the highest average silhouette 
score is considered the optimal number of clusters for our dataset. 

A higher silhouette score indicates that the clustering is more 
appropriate and that the data points are well-separated into distinct 
clusters. 

2. Gap Statistic: The gap statistic is a statistical method used for 
assessing the quality of a clustering solution by comparing it to a 
reference or random clustering. It helps in determining the optimal 
number of clusters for a given dataset. The gap statistic quantifies 
how much the observed clustering differs from what would be 
expected by random chance. A larger gap statistic suggests a better 
clustering solution. 

Here's a detailed explanation of the gap statistic: 

Clustering Process: 

Initially, we have a dataset with data points but no predefined labels 
or categories. 

We apply a clustering algorithm to group the data points into 
clusters. 

Reference Clustering: 

To compute the gap statistic, we need a reference or null model. 
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In the reference model, we generate synthetic data that resembles 
the original dataset but has no inherent clustering structure.  

Within-Cluster Dispersion: 

For both the observed clustering (actual clusters) and the reference 
clustering (random clusters), we calculate a measure of within-
cluster dispersion. 

Within-cluster dispersion typically quantifies how closely data points 
within a cluster are grouped together. For example, we can use the 
sum of squared distances from each point to its cluster centroid. 

Gap Statistic Calculation: 

The gap statistic is computed as the difference between the 
observed within-cluster dispersion and the expected (reference) 
within-cluster dispersion. 

Specifically, the gap statistic is calculated as follows: 

Gap(K) = E[log(W_ref)] - log(W_obs) 

 

K represents the number of clusters we are evaluating. 

W_obs is the within-cluster dispersion for the observed clustering. 

E[log(W_ref)] is the expected value of the log of the within-cluster 
dispersion for the reference clustering. It's typically an average over 
multiple reference clusterings. 

The optimal number of clusters is the one that corresponds to the 
maximum gap value. 

In essence, the gap statistic helps you identify the point at which the 
clustering solution deviates significantly from random clustering. 

Interpretation: 

A larger gap statistic suggests that the clustering structure is more 
pronounced and distinct compared to random chance. 
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Conversely, a smaller gap indicates that the clustering structure in 
the data is not significantly different from random. 

 

3. Within-Cluster Sum of Squares (WCSS) Method: WCSS stands for 
"Within-Cluster Sum of Squares," and it is a metric used to evaluate 
the quality of a clustering solution, particularly in the context of K-
Means clustering. The WCSS measures the compactness or tightness 
of clusters within a K-Means clustering algorithm. It is used in 
conjunction with the elbow method to determine the optimal 
number of clusters for a given dataset. 
 

WCSS Calculation: 

For each cluster, calculate the sum of squared distances between 
each data point in that cluster and the centroid of the cluster. This is 
the "within-cluster sum of squares" for that cluster. 

Mathematically, for cluster 'i', WCSS can be calculated as: 

WCSS_i = Σ (distance(data_point, centroid_i))^2 for all data points in 
cluster i 
 

To get the total WCSS for the entire clustering solution, sum up the 
WCSS values for all clusters: 

Total WCSS = Σ WCSS_i for all clusters 

 

The WCSS method calculates the sum of squared distances between 
data points and their respective cluster centroids for each value of K. 
The point where WCSS starts to decrease less rapidly signifies the 
elbow point. 

4. Gap Statistic with Bootstrapping: This extension of the gap 
statistic incorporates bootstrapping to simulate data variability. 
Multiple bootstrapped datasets are generated, and the gap statistic 
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is computed for each. The average gap statistic over the 
bootstrapped datasets can guide the selection of K. 

5. Calinski-Harabasz (CH) Method: The Calinski-Harabasz (CH) 
method is a statistical method used for evaluating the goodness of 
clustering in data analysis. It is also known as the Variance Ratio 
Criterion (VRC) or the index of cluster validity. The CH method is 
designed to help determine the optimal number of clusters in a 
dataset when performing clustering algorithms like k-means. 

  

The CH method assesses the quality of a clustering solution by 
comparing the between-cluster variance to the within-cluster 
variance. The idea is that a good clustering solution should have 
minimal within-cluster variance and maximal between-cluster 
variance. In other words, the CH score is higher when the clusters are 
well separated and compact. 

  

Here's how the CH score is calculated: 

  

1. Calculate the between-cluster sum of squares (BCSS), which 
represents the variance between cluster centers. It's the sum of 
variances between the cluster centroids and the global mean. 

  

2. Calculate the within-cluster sum of squares (WCSS), which 
represents the variance within each cluster. It's the sum of variances 
within individual clusters. 

  

3. The CH score is calculated as follows: 

    

   CH = (BCSS / (k - 1)) / (WCSS / (n - k)) 
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   where: 

   - BCSS is the between-cluster sum of squares. 

   - WCSS is the within-cluster sum of squares. 

   - k is the number of clusters. 

   - n is the total number of data points. 

  

The CH score is a measure of how well the data is clustered, and a 
higher CH score suggests a better clustering solution. Therefore, the 
goal is to find the number of clusters (k) that maximizes the CH 
score. 

  

6. Davies-Bouldin (DB) Method: The Davies-Bouldin index (DB 
index), named after its developers David L. Davies and Donald W. 
Bouldin, is a clustering evaluation metric used to assess the quality of 
a clustering solution. It quantifies the average similarity between 
each cluster and its most similar cluster while considering the 
compactness of the clusters. Lower DB index values indicate better 
clustering solutions. 

For each cluster 'i', calculate the average distance between all data 
points in that cluster. This represents the intra-cluster similarity or 
compactness and is typically referred to as `R_i`. 

For each pair of clusters 'i' and 'j', calculate the distance between 
their centroids (usually Euclidean distance). This represents the inter-
cluster dissimilarity or separation and is denoted as `D_ij`. 

For each cluster 'i', compute the Davies-Bouldin index `DB_i` as 
follows: 

     DB_i = (R_i + R_j) / D_ij 
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Where 'j' is the cluster that is most similar to cluster 'i' in terms of 
compactness (lowest `R_i + R_j` and highest `D_ij`). 

    

The Davies-Bouldin index for the entire clustering solution is the 
average of all `DB_i` values: 

    

     DB = (1 / N) * Σ DB_i for all clusters 'i' 

 A lower DB index indicates a better clustering solution, as it suggests 
that the clusters are both internally cohesive (low `R_i`) and well-
separated from each other (high `D_ij`). 

  

Interpretation: 

 The Davies-Bouldin index measures the trade-off between cluster 
cohesion (compactness) and cluster separation (dissimilarity). 

 Lower values of DB indicate that clusters are well-separated and 
compact, which is desirable for a good clustering solution. 

 Values closer to 0 indicate better clustering solutions. 

  

  
Our algorithm for cell detection 
 

When developing our method, we were instructed by the company 
to ensure that our model could effectively handle tables without 
gridlines, all while avoiding the use of deep learning algorithms due 
to concerns about increased runtime. Therefore, we opted to utilize 
a K-Means-Clustering based approach to detect tables. The 
methodology we employed is outlined below: 

We will use the example of the following image to explain the steps. 
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Figure 1 Example Image 

Steps: 

1) Separate text pixels from the background. For this we used the 
otsu method for black and white images. For colour images we 
can use k means clustering with k =2 and use the intensity of R, 
G, B channels to cluster the pixels in 2 groups and consider the 
smaller group as text. We put value of 255 for text pixels and 0 
for background pixels. 

2) Blur the picture so neighboring letters in a word get joined 
together.  

3) We once again apply otsu thresholding. 



23 
 

 

Figure 2 Thresholded image 

4) Identify all words in the table and calculate their centers. To do 
this we identify all directly connected text pixels and calculate 
the average of each. 
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Figure 3 Detected centres 

5) Make separate arrays of X coordinates of all centers and Y 
coordinates of all centers of the words.  

6) We will use K means clustering on X coordinates of centers for 
columns and Y coordinates of centers for rows separately. 

7) Calculate the correct number of clusters by the following 
method. We tried all methods we found on internet to 
calculate the correct k but they didn’t work. So we invented 
new method to calculate best K as follows. We explain it in 
more details below.  

1. Make an array of inertias (sum of squared distances of 
samples to their closest cluster center) for total number 
of clusters going from number of clusters=1 to number of 
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clusters = n. (here n is taken as input) call this as array1. 
(see figure 5) 

2. Make another array array2 such that                                                                
array2[i]=(array1[i-1]+array1[i+1])/(2*array1[i]) for i goes 
from 2 to n-1 (see figure 7) 

3. Make another array array3 such that                                                                  
array3[i]=array2[i-1]+array2[i+1]-2*array2[i] for i goes 
from 3 to n-2 (see figure 8) 

4. Select the number of clusters corresponding to minimum 
(maximum negative) value in array3. 
optimum_k=argmin(array3)+1(+1 because index starts at 
zero instead of1) 

8) Fit K means clustering with optimum k calculated above and 
draw gridlines in the midpoint of consecutive cluster centers. 

 

Figure 4 Final output 

9) Calculate coordinates of cells based on intersection of rows and 
columns. 
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Explanation of our best K selection method: 

We will us the number of rows in above table as example for our 
best K selection method. If we plot inertia vs k we get. 

 

Figure 5 array1 vs k 

The correct number for k is 35. The usual method is to select k with 
the highest double derivative but, the inertia decreases so greatly as 
k increases that double derivative at 35 will be very low as can be 
seen in the following graph.  
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Figure 6 double derivative of inertia vs k 

So instead, we use formula array2[i]=(array1[i-1] 
+array1[i+1])/(2*array1[i]).  We get this formula by dividing the 
double derivative: (array1[i-1] +array1[i+1]) -(2*array1[i]) by 
2*array[i] and dropping the constant term. We get the following 
graph: 
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Figure 7 array2 vs k 

Here we are getting a sharp peak at 35 as we expected. But we are 
getting high values at the low numbers of k like 2,3,4 also. So, we 
take double differential of this and take the most negative value as 
the correct number of k to find the sharpest peak in array2 as can be 
seen in the graph below. 
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.  

Figure 8 array3 vs k 

 

 

2 Table data extraction with gridlines: 
For detecting cells in tables with gridlines we use the following 
method. We first detect the lines using opencv canny edge detection 
and hough transform functions. Then we calculate the coordinates of 
all intersection points. We use the rule that if any line has 3 or more 
intersection points it is a gridline. Then using the identified gridlines 
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we construct the table. We will use the following image as example

 

Figure 9 Example Image 

 1 Preprocessing 

The initial step in our approach involves the preprocessing of the 
input image. We convert the image into grayscale to simplify further 
analysis. Grayscale conversion helps in reducing the complexity of 
the image while preserving essential contrast information. 

 

Figure 10 Greyscale Image 

2 line detection 

We use canny edge detection to detect the edges in the image. We 
then use Hough transform to detect lines in the image 
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3 Intersection Point Detection 

The detected horizontal and vertical lines intersect at various points, 
which serve as the basis for identifying the corners of table cells. 
Intersection points are critical in defining the geometry of the table 
structure. 

 

Figure 11 Identified lines and intersection points (yellow dots are intersection points) 

4 Line Grouping 

4.1 Co-Horizontal and Co-Vertical Linear Points 

To identify the gridlines accurately, we group the intersection points 
that lie on the same line. This grouping is achieved by examining 
their proximity and orientation. Specifically, we identify sets of 
points that are approximately co-horizontal or co-vertical. 

4.2 Gridline Detection 

We consider a line to be a gridline when it contains three or more co-
horizontal or co-vertical linear points. The presence of three or more 
points in alignment suggests the presence of a gridline, which 
outlines a row or column in the table. 

5 Multiple Table Detection 

In scenarios where multiple tables are expected in a single 
screenshot, we employ K-means clustering to separate lines of 
different tables and segment the cells of each table. 
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6 Table Reconstruction 

Once the multiple tables are detected and the correct number of 
tables is determined, we proceed to reconstruct each table's 
structure individually. This involves connecting the identified 
gridlines to form the boundaries of individual table cells for each 
table. 

 

Figure 12 Detected gridlines 
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Chapter 3 Results 
1 Table detection without gridlines: Our program worked well for 
segmenting tables without gridlines and correctly identified rows and 
columns most of the time. 

Few examples 

 Example 1 original image 

 

Figure 13 Example image 1 for table without gridlines 

Example 1 segmented image 

 

Figure 14 Segmented image of example image 1 for table without gridline 

Example 2 original image 
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Figure 15 Example image 2 for table without gridlines 

Example 2 segmented image 

 

Figure 16 Segmented image of  example image 2 for table without gridlines 

Example3 original image 

 

Figure 17 Example image 3 for table without gridlines 

Example3 segmented image 
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Figure 18 Segmented image of example image 3 for table without gridlines 

Limitations(borderline cases): 

If the column heading is too wide, and the content of the column is 
small (ex. 2 digit numeral) then the segmentation based on centre of 
mass of the column can draw column border that is narrower than 
the wide heading. Thus cutting through the end parts of column 
heading. 

In a spreadsheet program numerals are usualy right justified and text 
is usualy left justified, so if a wide column contains both then 
numerals and text will form separate  columns of centre of mass and 
therefore will be detected as different columns. 

 Any dark coloured (text coloured) object will be considered part of 
text and its centre of mass will be calculated and considered while 
fitting the kmc. 

Remedy : Objects which are obviously too big (like gridlines) to 
be considered text can be removed. We have used this in our 
program. However small non text artifacts will still cause 
inaccuracies.   

2 Tables with gridlines: Our program worked well most of the time 
and also could handle merged cells. 

Example 1 original image 
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Figure 19 Example image 1 for table with gridlines 

Example 1 detected gridlines 

 

Figure 20 Detected gridlines of example image 1 for table with gridlines 

Example 2 original image 

 

Figure 21 Example Image 2 for table with gridlines 

Example 2 detected gridlines 
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Figure 22 Detected gridlines of example image 2 for table with gridlines 
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Chapter 4 Discussion  
Our program has effectively detected cells within the majority of the 
sample images provided by the organization to which I am currently 
affiliated. It is noteworthy that while a substantial body of scholarly 
literature exists pertaining to the segmentation of tables, the 
utilization of the K-means clustering methodology for table 
segmentation remains conspicuously absent in extant research 
works. Our introduced method for finding best K, which is an original 
contribution, has demonstrated superior performance in comparison 
to pre-existing techniques, particularly within the context of the 
present problem. 

  

It is noteworthy that a predominant number of extant scholarly 
papers primarily rely on either gridlines or deep learning techniques 
for table segmentation. It is imperative to emphasize that, based on 
directives from our company's leadership, the employment of deep 
learning approaches was explicitly prohibited due to runtime 
constraints. Consequently, we have innovatively devised a novel 
methodology capable of accurately segmenting tables, irrespective 
of the presence or absence of gridlines, without necessitating the use 
of deep learning techniques.  

  

Additionally, we have developed a separate software program 
tailored for the precise segmentation of tables that incorporate 
gridlines. This specialized program also exhibits the ability to adapt 
to scenarios involving merged cells and multiple tables within the 
same document. 
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