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Abstract 
Interacting humans tend to align with each other at physiological, neural and behavioural levels. The 
degree to which behaviours in an interaction are patterned or synchronised in both timing and form 
is termed behavioural synchrony. The degree of behavioural synchrony often correlates with 
cooperation, prosocial behaviour, and social cognition in human interactions. Intense cooperation 
and proactive prosociality have convergently evolved in humans and cooperatively breeding 
common marmosets, which makes them a great model to study the mechanisms underlying social 
cognition. Marmosets regularly engage in cooperative tasks, but it is not known if they too exhibit 
behavioural synchrony to facilitate coordination. It is also challenging to define and objectively 
evaluate behavioural synchrony and posture imitation in non-human animals. Here, we conducted 
an experiment to study behavioural synchrony in marmoset dyads before and after they engage in a 
prosocial task to investigate the effect of prosociality on behavioural synchrony. We established a 
pipeline to extract trajectories of multiple marmosets from video recordings. As a part of the 
pipeline, we first tracked the body parts of marmoset dyads from different angles using 
DeepLabCut, a markerless, automated, machine-learning-based pose estimation tool. We then used 
MATLAB’s stereo-camera calibration to reconstruct 3D coordinates of the marmoset body parts. 
With this pipeline, we examined the gaze direction and kinematics of marmoset hand movements 
during the task. We found that marmoset dyads mostly look in the same direction and exhibit 
distinct gaze patterns across different task conditions. We used dynamic time warping to analyse 
similarity in hand movements and found that individuals have more consistent patterns of task 
execution within themselves when compared to dyads. However, we did not find greater similarity in 
task kinematics of real dyads as compared to pseudo-dyads. Further studying the processes of 
synchronisation in freely moving marmosets will help us understand the overlap of proximate 
mechanisms regulating cooperation and social cognition in humans and marmosets. 
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Chapter 1: Introduction 
Synchrony: Basis of affiliative bonds 

When two people interact, their interaction develops a temporal structure as they tune in and synchronise 
with each other at physiological, neural and behavioural levels. The bio-behavioural synchrony that develops 
between two people is hypothesised to be the fundamental organising principle in establishing and 
maintaining selective and enduring affiliative bonds between humans (Feldman, 2012). Several studies on 
interacting mother-infant, therapist-patient and romantic couple dyads have shown that they synchronise their 
heart rate, breathing rate and arousal level, all of which are regulated by the autonomic nervous system 
(Stratford et al., 2012; Ferrer and Helm, 2013; Creaven et al., 2014; Palumbo et al., 2017). Conversing partners 
over time also morph their pronunciation, vocal range, syntactic structure and lexical choice to converge with 
that of the other individual, in a phenomenon known as social vocal accommodation (Brennan and Clark, 
1996; Babel, 2012; Healey et al., 2014; Ruch et al., 2018).  Interacting partners also tend to couple the timing 
and content of their neural activity, which helps in successful communication (Stephens et al., 2010; Gvirts 
and Perlmutter, 2020). Following gaze direction is also a vital component of social interactions and is 
important for establishing joint attention (Emery, 2000; Shepherd, 2010). In addition, these dyads also tend to 
imitate each other’s postures and movements, following one another in their hand gestures or the position of 
their feet, thus also exhibiting behavioural synchrony (Chartrand and Bargh, 1999; Shockley et al., 2003).  
 
Behavioural synchrony can be defined as the degree to which the behaviours in an interaction are non-
random, patterned, or synchronised in both timing and form (Bernieri and Rosenthal, 1991). Delaherche et al. 
expand the definition of behavioural synchrony as the dynamic and reciprocal adaptation of the temporal 
structure of behaviours between interactive partners (Delaherche et al., 2012). Bernieri et al. 1988 (Bernieri, 
1988) defined three types of behavioural synchrony: interaction rhythms, which involve a sequence of 
identical behaviours between partners over time (e.g., levels of engagement in mother-infant interaction); 
simultaneous behaviours, where interacting partners exhibit identical behaviour (e.g., pose imitation and 
mimicry); and behavioural meshing, wherein interacting partners behave in a way that is complementary and 
forms a meaningful whole. Behavioural synchrony can also be characterised by temporal synchrony, where 
behaviours are synchronised in time; local synchrony, where individuals occupy the same space 
simultaneously; and allelomimicry, which involves exhibiting similar behaviours simultaneously (Duranton 
and Gaunet, 2016). The intentions of the actors can be used to categorise behavioural synchrony into 
intentional and incidental synchrony (Rennung and Göritz, 2016). Intentional synchrony is when individuals 
coordinate to achieve a common external goal. Incidental synchrony is the nonconscious mimicry of body 
postures or facial expressions, which is also known as the Chameleon effect.  This imitation is hypothesised 
to occur spontaneously through a perception-behaviour link; that is, the mere perception of an individual’s 
action increases the probability of that action in the observer (Chartrand and Bargh, 1999). 
 
Several studies have shown that individuals aligning with each other through synchronised movements are 
better at cooperation, prosociality and coordinating with each other to achieve common goals. In a study by 
Hove and Risen, participants were made to tap their fingers synchronously or asynchronously with the other 
participants (Hove and Risen, 2009). They reported that individuals who tapped their fingers synchronously 
reported a higher affiliation score than the asynchronous dyads. Tunçgenç et al. similarly showed that 
synchronous movement between groups increased outgroup bonding (Tunçgenç and Cohen 2016). In an 
experiment by Macrae et al., participants were made to place their forearms on the table and raise their hands 
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up and down with the experimenter’s hand in a synchronous or asynchronous condition while the 
experimenter recited some common words (Macrae et al., 2008). Participants who were synchronised with the 
experimenter were better at facial recognition of the experimenter and were able to recall a greater number of 
words than the unsynchronised participants. Similarly, Valdesolo et al., showed that synchronised individuals 
cooperated better in a joint action task due to their increased perception sensitivity (Valdesolo et al., 2010). 
Finally, Reddish et al., conducted a study where participants were made to dance synchronously or 
asynchronously in groups of three with a beat they could hear through headphones (Reddish et al., 2013). 
Participants who danced synchronously were more prosocial and contributed more to an economic public 
goods game, in contrast to those who danced asynchronously. These studies highlight the important role of 
behavioural synchrony in promoting cooperation and social cohesion. 
 
There are several theories on how behavioural synchrony enhances cooperation, prosociality, and 
coordination within a group (Mogan et al., 2017). One theory suggests that behavioural synchrony and 
mimicry are ways of signalling similarity that blur the self-other boundaries, allowing for increased empathy 
towards and cooperation with another individual (Hove, 2008). Another theory posits that behavioural 
synchrony is a way of signalling a willingness to cooperate within a group, which increases the proclivity of 
group members to cooperate. In addition, behavioural synchrony enhances social attention, which facilitates 
improved coordination during joint tasks (Macrae et al., 2008). Lastly, Wheatley et al. suggest that performing 
the same actions at the same time aligns the neural activities and representation of individuals, which allows 
them to ‘get on the same page’, thus improving cooperation (Wheatley et al., 2012). Lang et al. conducted an 
experiment to test some of these theories and showed that self-other overlap and perceived cooperation 
mediated the effects of synchrony on interpersonal affiliation, whereas beta-endorphin release mediated the 
effects on cooperation between participants (Lang et al., 2017). Thus, various mechanisms could be mediating 
the effects of behavioural synchrony on cooperation and social bonding. 
 
Despite several studies demonstrating a positive correlation between biobehavioral synchrony and stronger 
affiliative bonds, the direction of causation remains a subject of debate. One perspective suggests that 
individuals with strong affiliations may share similar representations of the world, leading to synchronised 
actions. Conversely, it has also been suggested that synchronous actions themselves foster deeper affiliative 
bonds. Additionally, while synchrony is theorised to enhance empathy, Chartrand and Bargh’s work indicates 
that highly empathetic individuals exhibit the Chameleon Effect more prominently (Chartrand and Bargh, 
1999). Thus, synchrony and affiliation are intricately intertwined, with the relationship between them 
warranting further exploration. 
 

Common Marmosets as a model to study the evolution of human cognition 

Humans are unique in their higher-order cognitive abilities, which allows us to recognise shared intentions 
and thus coordinate across large spatial and temporal scales to achieve common goals and build on our 
cumulative knowledge (Tomasello et al., 2005). In order to understand the primate origins of human nature, 
we can first look towards great apes because we share several similarities with them that can be explained by 
shared ancestry. But we are substantially different from them in certain features such as longer juvenile 
periods, larger, energy-intensive brains, and higher cognitive abilities (Antón et al., 2014). Cognitive tests 
between chimpanzees, orangutans and 2.5-year-old human children revealed that human children performed 
similarly in spatial cognitive tests, such as spatial memory, discriminating quantities and grasping causality. 
However, the children were better at socio-cognitive tasks – such as social learning, communication and 
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theory of mind – as compared to adult chimpanzees and orangutans (Herrmann et al., 2010). Thus, the 
intrinsic gap between the human mind and the ape mind is social.  
 
The Cooperative Breeding Hypothesis of human evolution posits that the evolution of allomaternal care 
provided the prosocial motivation and high social tolerance to acquire species-specific cognitive abilities, such 
as effective social learning, shared intentionality and cumulative culture (Burkart et al., 2009; Burkart and 
Finkenwirth, 2015). In order to understand the evolutionary mechanisms of human social cognition, we can 
study the cognitive effects of cooperative breeding in a primate species where it has evolved convergently, 
such as the Common marmosets (Callithrix jacchus) and contrast it with the cognitive abilities of an 
independently breeding sister taxon, such as squirrel monkeys (Saimiri sciureus).  
 
Common marmosets are a neotropical primate species belonging to the Callitrichidae family. They are 
cooperative breeders, wherein individuals who are not the parents help care for the infants. Like humans, 
marmosets exhibit proactive prosociality and group-level coordination. They live in groups of 6-15 
individuals, usually composed of only one socially dominant breeding pair. Other individuals in the group 
help care for the infants by carrying them, provisioning them, exhibiting anti-predator vigilance, and territorial 
defence (Burkart et al., 2009; Guerreiro Martins et al., 2019). They are highly cooperative within groups and 
regularly groom each other, share information about the location of food and feed in proximity to each other, 
as shown in Figure 1 (Finkenwirth et al., 2016). Moreover, they breed easily in captivity, become sexually 
mature at 1.5 years and produce twins or triplets twice a year. Their small body size facilitates easy handling 
and maintenance. Thus, marmosets are an ideal primate model for studying the evolution of human cognition 
because of the ease of maintenance and their evolutionary relationship with humans (Burkart and 
Finkenwirth, 2015). 
 

 
Figure 1. Social interactions in common marmosets. a) Social tolerance b) Infant carrying c) Grooming each other 

d) Food sharing in common marmosets [Images from Common Marmoset Care 
(https://www.marmosetcare.stir.ac.uk/)] 

 

https://www.marmosetcare.stir.ac.uk/
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Marmosets regularly engage in refined cooperation and joint action with other individuals in the group 
(Snowdon, 2001). They also participate in cooperative problem-solving, and when performing a cooperative 
task, they represent not only their own task and actions but also their partner’s, i.e. they show action co-
representation in the Joint Simon task (Miss and Burkart, 2018). Marmosets also have a vast repertoire of 
vocal communication for a nonhuman primate, and they show similar communicative features as humans, 
such as a babbling phase in immatures (Snowdon and Elowson, 2001), cooperative vocal turn-taking 
(Takahashi et al., 2013), and vocal dialects in groups (Zürcher and Burkart, 2017). This also makes them a 
great system for studying language evolution.  
 
As cooperative breeders, marmosets in the group coordinate and cooperate closely to care for the infants. 
They show a group-level similarity in personality (Koski and Burkart, 2015) and tend to be in tune with the 
group at communicative, hormonal and behavioural levels. Closely bonded individuals show synchronised 
fluctuation of oxytocin, and breeding pairs with strong oxytocin synchronisation tend to care better for their 
infants (Finkenwirth and Burkart, 2017, 2018). Marmosets also show contagious behaviour with arousal states 
(de Oliveira Terceiro et al., 2021)(de Oliveira Terceiro et al., 2021b)(de Oliveira Terceiro et al., 2021) and 
gnawing and scent marking, which could promote group coordination by facilitating activity transitions and 
state matching (Massen et al., 2016).  
 
In marmoset dyads, individuals also take turns being vigilant while the other one is feeding, and they calibrate 
their vigilance to their partner’s risk level (Brügger et al., 2022). This turn-taking in vigilance behaviour can be 
modelled as anti-phase synchrony (Phaniraj et al., 2023).  These observations in marmosets, along with their 
high social tolerance and social monitoring, indicate that synchronisation and tuning-in could be the 
underlying mechanisms for cooperation that differentiate the social abilities of marmosets from 
independently breeding sister taxa. Studying the processes of synchronisation in marmosets will help us 
understand the overlap of proximate mechanisms regulating cooperation and social cognition in humans and 
marmosets. 
 
Behavioural synchrony in non-human primates 

Previous studies that have looked at behavioural synchrony in non-human primates have considered a broad, 
higher-order behavioural categorisation such as foraging, travelling, sleeping, grooming and so on, and have 
used scan sampling and focal sampling to quantify the number of individuals engaged in a particular activity. 
Behavioural synchrony in Chacma baboon groups increased with the increase in the number of pregnant 
females (King and Cowlishaw, 2009). Daoudi-Simison et al. studied behavioural synchrony between mixed-
species groups of squirrel monkeys and capuchins and found that intra-specific behavioural synchrony was 
higher than random aggregates but did not find any inter-specific synchronisation (Daoudi-Simison et al., 
2023). Nishikawa et al. observed that activity synchrony in Japanese macaque females was mediated by spatial 
cohesion and type of activity (Nishikawa et al., 2021). Such activity synchronisation in group living species 
increases the effectiveness of anti-predator defence due to the dilution effect (which decreases an individual’s 
chance of being caught by a predator) and the increased effectiveness of vigilance against predators 
(Duranton and Gaunet, 2016). 
 
A couple of studies have examined the kinematics of action execution in non-human primates, using frame-
by-frame manual identification of body parts. One study looked at the patterns of motor mimicking in tool-
based nut-cracking action in chimpanzees (Fuhrmann et al., 2014). They analysed several videos of a model 
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animal demonstrating the nut cracking and an observer chimp mimicking the action and demonstrated a 
synchronised motor pattern that was transmitted unidirectionally from the model to the observer. Similarly, 
Voelkl and Huber trained a model marmoset to open a canister using its mouth and trained several observer 
and non-observer individuals to open the same canister (Voelkl and Huber, 2007). They quantified the 
movement pattern of manually labelled face and hand markers and found that observer individuals copied the 
same action in contrast to the non-observer individuals who independently found the same solution to the 
task (i.e. opening the canister with their mouth).  
 
The above mentioned studies have looked at macro-scale activity categories or inspected action mimicry at a 
fine scale in a particular problem-solving context but with a very labour-intensive method. To my knowledge, 
there has been no experiment that has studied the phenomenon of pose imitation or perception-behaviour 
link in non-human primates. In this context, our goal was to study behavioural synchrony in cooperating 
marmosets at a fine temporal resolution using automated pose estimation software, which extracts spatial data 
in three dimensions.  

Mutual gaze in marmosets 

Humans are incredible at inferring emotions and intentions from another individual’s gaze. Gaze following is 
an important component of social interactions – it allows us to focus on the object of attention and 
coordinate with another individual to achieve a task (Emery, 2000). In most other non-human primates, 
especially macaques, looking directly into an individual’s eyes is perceived as a threat, and they have a strong 
gaze aversion response (Perrett and Mistlin, 1990). Unlike the old-world primates, marmosets lack gaze 
aversion and use mutual gazing and gaze following to facilitate social learning and joint action tasks. Previous 
studies have shown that marmosets can geometrically infer the position of reward, among nine choices, from 
a human’s gaze standing 1 metre away (Burkart and Heschl, 2006). They also engage in mutual gazing while 
coordinating a joint action task (Miss and Burkart, 2018) and use it to establish joint attention (Spadacenta et 
al., 2019). This mutual gazing, along with prosociality, turn-taking and tuning in, is hypothesised to be a part 
of the marmoset interactional engine, which facilitates flexible communication in marmosets (Burkart et al., 
2022). 
 
Marmosets have a very narrow oculomotor range of 10° (Mitchell et al., 2014) as compared to macaques (40°-
50°) and humans (55°). Given the small size of their head (~3.5 cm) and the forward-positioned eyes, 
marmosets use head movements to orient their gaze rather than rapid eye movements. They can turn their 
heads towards an auditory stimulus at a maximal speed of 1000°/s for an amplitude greater than 120°, 
whereas humans could turn their heads at a maximal speed of 600°/s for a rotation of 120° (Guitton and 
Volle, 1987; Pandey et al., 2020). Thus, the direction of gaze in marmosets can be inferred from the direction 
of their head with a 10° error margin. A recent study by Xing et al. used automated 3D detection of head 
features of marmosets to show interesting gaze patterns in familiar and unfamiliar dyads (Xing et al., 2024). 
Unfamiliar dyads showed increased levels of gaze monitoring and a higher probability of recurrent gaze 
towards the unfamiliar partner, while the familiar dyads engaged more in joint gazing when they were near 
and had a higher probability of taking turns looking at each other. Building on these studies, it would be 
interesting to explore how marmosets use gaze following while coordinating in a cooperative task. 
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The challenge of automated pose estimation 

Analysing behavioural data using video recordings is a crucial part of studying behavioural synchrony. High-
speed video recordings of behavioural experiments can yield a wealth of fine-grained data about the 
behaviour and lead to new insights, such as the discovery of tap dancing in songbirds (Ota et al., 2015). 
Historically, the collected data was annotated and analysed manually, which is laborious, time-consuming, and 
fallible. Estimating the pose of an animal is the first step towards classifying behaviour from the temporal 
patterns of postures in videos. However, given the rapid data acquisition rate in recent years, the prevalent 
method to estimate postures was to use distinct, reflective markers to highlight the area of interest and use 
marker-based tracking software to track body parts accurately (Vargas-Irwin et al., 2010). However, using 
markers can be distracting for the subjects. Markerless video tracking software overcomes this limitation and 
is capable of accurate and automatic pose estimation by using deep neural networks (Moro et al., 2022).  
 
A significant challenge in studying pose synchrony and imitation in non-human primates is a lack of an 
objective, consensus method to identify and classify them. When reviewing the various methods of 
quantifying behavioural synchrony in humans, a prominent early approach for human coding of synchrony is 
the pseudo-synchrony paradigm used in Bernieri 1988 (Bernieri, 1988), where synchrony was manually coded 
by untrained raters using gestalt judgments for a) genuine interactions between mother-infant dyad and b) 
pseudo-interactions created using video clips of the genuine pair re-combined in random order. The study 
used pseudo-synchrony rated by multiple coders as the baseline and compared the ratings of genuine 
interactions with this to show that genuine interactions of mothers-infant dyads had higher synchrony levels 
as compared to interaction with an unfamiliar child.  
 
More recent studies on interpersonal synchrony in humans have used video-based tracking systems like 
Motion Energy Analysis (MEA) (Ramseyer and Tschacher, 2010) or OpenPose (Cao et al., 2017), shown in 
Figure 2a. MEA is a pixel-differencing technique that automatically calculates the change in grayscale pixels 
between consecutive video frames, which are encoded as movements of individuals when the video recorder 
is fixed and the background and lighting remain unchanged. This technique is robust to different kinds of 
tasks, but it is challenging to track multiple individuals or in unstable light or background conditions. 
OpenPose is a markerless pose estimation method for humans which uses computer vision and deep learning 
to detect the coordinates of joint parts automatically. It can track multiple individuals and has reduced 
sensitivity to noise as compared to MEA, but it only recognises 2D coordinates (Fujiwara & Yokomitsu, 
2021). In a similar study on synchronised body motion between conversing participants, the experimenters 
used Microsoft Kinect software to extract 3D coordinates of body joints (Gaziv et al., 2017). Importantly, 
none of these software generalise well to non-human species. 
 
With advancements in computer vision, machine learning, image recording and processing software, manual 
behavioural coding and classification have been augmented by automated markerless tools (Luxem et al., 
2023). Several open-source machine-learning-based pose-estimation tools for multi-animal videos have been 
developed in the past few years, such as DeepLabCut (Mathis et al., 2018), SLEAP (Pereira et al., 2022), 
DeepPoseKit  (Graving et al., 2019), and Trex (Walter and Couzin, 2021) to name a few. There have also been 
tools that extract poses or behaviours in 3D, such as BKIND-3D (Sun et al., 2023), LiftPose3D (Gosztolai 
and Ramdya, 2022) and 3D-UPPER (Ebrahimi et al., 2023), but are limited by required volume and type of 
training dataset, single animal videos or lack of generalisation to non-model organisms.  
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DeepLabCut (DLC) is an open-source, markerless pose estimation algorithm based on transfer learning (it 
uses a pre-trained neural network and trains it with a small, supervised dataset) and convolutional neural 
networks that detect the geometric configuration of body parts, thus automating tracking and pose estimation 
of animals in laboratory conditions as shown in Figure 2b (Mathis et al., 2018). DLC uses a bottom-up 
approach, where it first localizes key points, groups detections and then assigns individual IDs. This approach 
allows us to study the whole-body posture of individuals. A small number of manually annotated frames 
(~200) is sufficient to train the neural network to track user-defined features of individuals in any recording. 
DLC was extended to Multi-animal DLC (maDLC) to identify and track multiple individuals in a video (Lauer 
et al., 2022). We also chose to work with DLC because the maDLC networks have been pre-trained on a large 
marmoset video database, and DLC stands out for its good community support from the developers and 
users. 
 

 
Figure 2. Automated pose tracking software. a) Examples of MEA and OpenPose (Fujiwara & Yokomitsu, 2021) b) 

Multi-animal pose detection by DeepLabCut (https://deeplabcut.github.io/DeepLabCut/README.html) 
 
Multi-animal DLC can be used to extract the position of body parts over time to obtain time series data of 
the trajectories of the individual’s body parts. Using this quantitatively characterised behavioural time series, 
we can extract relationships in the movement behaviour and body postures of the two individuals. This time 
series data could also be used to quantify synchrony and further correlate it with the extent of cooperation in 
the task and variation in the interdependence between the dyads. 
 
Once the trajectories of the features have been extracted, in order to get a 3D reconstruction of these 
movements, we need to calibrate the cameras to estimate certain parameters that allow us to take the 2D 
coordinates to 3D coordinates. 3D reconstruction usually requires multiple cameras (at least two cameras) 
positioned and synchronised in a particular manner. The cameras must be positioned in a stereo manner with 
a similar field of view. The camera calibration process involves estimating intrinsic parameters (focal length 
and tangential and radial distortions of the camera lens) and extrinsic parameters (relative rotation and 
translation of cameras with respect to each other) using an algorithm to detect checkerboard corners of 
known dimensions. These parameters are then applied to the 2D coordinates from multiple cameras to first 
undistort and then triangulate them to get a single 3D coordinate.  
 
There are several 3D camera calibration tools, such as DeepLabCut3D (Nath et al., 2019), Anipose 
(Karashchuk et al., 2021), Argus (Jackson et al., 2016), EasyWand (Bluhm and Hedrick), DLTDv (Hedrick, 

https://deeplabcut.github.io/DeepLabCut/README.html
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2008) and MATLAB StereoCameraCalibrator (Bouget, 2022). The first three programs use Python’s open-
source computer vision library, OpenCV, which performed poorly in recognising checkerboard corners from 
our calibration trials. EasyWand and DLTDv use a different method, which involves annotating the 
coordinates of an object in 3D space. Fortunately, MATLAB’s StereoCameraCalibrator, which makes use of 
the MATLAB Computer Vision toolbox, is easy to use and performs well with corner detection. It requires 
10-50 pairs of images of the checkerboard (at different distances and angles from the cameras) as input to 
calculate the extrinsic and intrinsic parameters of the cameras (Figure 3). These parameters are then used to 
undistort and transform the 2D coordinates of body parts from 2D maDLC projects and reconstruct them in 
3D space. The efficacy of the calibration is determined by the reprojection error measured in pixels. Pose3D 
(Sheshadri et al., 2020) is a semi-supervised pipeline that facilitates camera calibration in MATLAB and 3D 
reconstruction from multiple DLC detections.  

  

 
Figure 3. Illustration of parameter estimation in camera calibration. Extrinsic parameters define the position and 

angle of the camera in the real world, and intrinsic parameters contain information about the focal length, distortion and 
skew arising from the camera lens. These parameters are estimated using corners detected from a checkerboard of 

known dimensions [Adapted from MATLAB documentation] 
 

Quantifying behavioural synchrony 

Synchrony can be described as the dynamic and reciprocal adaptation of the temporal structure of behaviours 
between interacting individuals (Delaherche et al., 2012). Once we have extracted movement trajectories of 
marmosets, the analysis of interpersonal synchrony involves obtaining time series data with a fixed time 
interval and performing a time series analysis to test for synchrony. The time series of the position and 
movement of two individuals can be analysed to estimate the extent of synchrony. A simple way of 
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quantifying synchrony is to estimate the cross-correlation, which is an extension of Pearson’s correlation to 
time series data (Tschacher et al., 2014). 
 
Studies analysing behavioural synchrony in humans using experimental setups often tend to have individuals 
perform rhythmic activity, such as tapping their fingers, swinging a pendulum or rocking their chair, to create 
a synchronised condition (Schmidt and Turvey, 1994; Richardson, 2005; Hove and Risen, 2009). Schmidt et 
al. conducted an experiment to study postural synchrony between participants who told each other knock-
knock jokes, and the cross-spectral analyses brought out the rhythmic nature of their interactions (Schmidt et 
al., 2012). Such time series data is one-dimensional and, fulfils the assumptions of continuity periodicity and 
produces a stationary and regular time series, such that spectral methods of time series analysis like Fourier 
spectral analysis, cross-correlation and coherence can be used to evaluate synchrony (Shockley et al., 2003). 
Different time series analysis methods are not perfectly convergent; rather, they quantify different aspects of 
synchrony, such as the strength of synchronisation during total or intervals of interaction or the frequency of 
synchronisation (Schoenherr et al., 2019).  
 
Several studies on physiological synchrony use Windowed Cross Correlation (WCC) to quantify synchrony, 
which analyses correlations between variables without the assumption that they are stationary, but it is still 
limited to one-dimensional data (Boker et al., 2002). The advantage of WCC is that the direction of lag helps 
us identify the direction of synchrony, i.e., the leader and the follower in the interaction. Multi-dimensional, 
fine-grained postural data with irregular time series sensitive to lower dimension projection and distortion 
requires more sophisticated methods of analysis.  
 
Recurrence analysis is a particularly well-suited method to quantify posture synchrony (Marwan et al., 2007; 
Coco and Dale, 2014). It involves creating a plot of all the time points when the two variables had the same 
value or were in recurrent states. From this plot, we can quantify the percentage of time they spent in the 
same state, and the properties of diagonally aligned points are informative of periods of synchrony between 
two time series. The average length of the diagonal line in the plot tells us the average period of continuous 
attunement of the system, and the histogram of the diagonal line lengths can be used to obtain the entropy of 
the system (Delaherche et al., 2012). Cross-recurrence quantification analysis (CRQA) has been used to show 
that dyads show greater postural synchrony when they’re conversing with each other and that this 
interpersonal synchrony is mediated by convergent speaking patterns (Shockley et al., 2003, 2007). Moreover, 
CRQA can be applied to multi-dimensional data, as shown by Wallot et al., where they used multi-
dimensional recurrence quantification analysis (MdRQA) to analyse interpersonal dyadic synchrony as well as 
global group-level synchrony while individuals were instructed to build multi-step origami constructions 
(Wallot et al., 2016).  
 
In order to study the similarity of task execution across individuals, we used dynamic time warping (DTW), 
which is a time series analysis algorithm that can be used to find an optimal alignment between two time 
series that may vary in speed (ed. M Müller, 2007). For instance, it can be used to analyse the similarity in gait 
of two individuals who are walking at different speeds (Figure 4). The algorithm can analyse multidimensional 
time series and gives a distance metric as an output, which is inversely related to the similarity between two 
time series. 
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Figure 4. Illustration of dynamic time warping of 3D trajectories of a walking sequence. [Adapted from (Olsen et 

al., 2018)] 

Experimental tasks  

In order to study behavioural synchrony in marmosets, we devised an experiment with different task 
conditions where marmosets would need to coordinate to different degrees and included a 2-minute period 
before and after the task where the marmosets are unrestricted and can interact freely. The Prosocial task 
consisted of a long sliding board with two food bowls on either end and a single handle on one end such that 
one individual could pull the board prosocially for the other individual to get the food treat. The handle was 
detachable such that it could alternate between the two individuals, and they could reciprocate. We could then 
quantify the baseline interpersonal behavioural synchrony of the dyad before the task and the difference in 
synchrony after the task and correlate it with their prosociality during the task. 
 
As a control for the Prosocial task, we also devised an Individual task with separate sliding boards with food 
bowls such that the marmosets could pull the handle and get food rewards for themselves. In the Prosocial 
task, individuals had to coordinate with each other such that they were both in front of the task, with one 
individual ready to take the food when the other individual pulled the board. Meanwhile, in the individual 
task, they didn’t have to focus on each other and only focused on the food reward for themselves. We also 
had a third task, the Joint reward task, with the long sliding board where only one individual could pull the 
board, but both individuals received the reward, unlike the Prosocial task where only the individual without 
the handle received the reward. In contrast to the Prosocial task, the second individual also received the food 
reward, but only as a consequence of the first individual pulling the board for itself. This task would create a 
higher positive affect between the dyad because they are still coordinating with each other to get food rewards 
as compared to the Individual or unsuccessful Prosocial tasks. 

Aims and predictions of the project  

The goal of my thesis was to set up an automated feature detection and 3D reconstruction pipeline for freely 
moving marmosets and use this framework to investigate gaze following, similarity in task kinematics and 
behavioural synchrony in marmoset dyads participating in a prosocial task. In order to set up the pipeline, we 
first implemented multi-animal DeepLabCut projects to extract coordinates of marmoset body parts from 
different angles. We then used camera calibration to obtain 3D coordinates from two sets of 2D coordinates 
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and transformed the 3D coordinates to align them to the real world. We used this framework to examine 
interactions between marmosets during the task. 
 
Our goal was to study the gaze direction of the individuals and similarity in task kinematics across the 
prosocial, joint reward and individual tasks. The measures we computed and the trends we predicted for each 
component are as follows –  
 
Gaze direction 

1. Angle between head vectors 
1.1. Estimation: Calculate the angle between the vectors defined by mid-point between the ears to the 

nose. 
1.2. Prediction: Angle between head vectors indicates that both individuals looking in the same direction 

for most of the time, across different task conditions. 
2. Fraction of time the gaze intersects with the task board 

2.1. Estimation: Calculate the fraction of time the gaze vector intersects their own task board versus the 
other individual’s task board. 

2.2. Prediction: Individuals look at the other individuals’ task board for longer, and at their own board 
for shorter time during the prosocial task as compared to joint reward and individual task. 

3. Fraction of time the gaze intersects with the task board during prosocial session 
3.1. Estimation: Calculate the fraction of time the gaze vector intersects their own task board versus the 

other individual’s task board and differentiate the status of the individual on whether they are 
providing or receiving the food reward during successful and unsuccessful prosocial trials. 

3.2. Prediction:  
3.2.1. If the marmosets are simply following the food reward, pullers would spend more time looking 

at the other individual’s board as compared to the receivers, but if they are coordinating during 
the task, they would look at each other’s board for similar amounts of time. 

3.2.2. Both individuals would spend more time engaging with the task board during the successful 
prosocial trials as compared to the unsuccessful ones. 

 
Task kinematics 

1. Preference for the use of one hand over the other 
1.1. Estimation: Calculate the log of the ratio of path lengths of left hand to the right hand during each 

trial as a measure of handedness. 
1.2. Prediction: Individuals would develop a preference for the use of one hand over the other across 

trials in a session or across sessions. 
2. Efficiency of executing the task 

2.1. Estimation: Calculate the duration of the execution of each pull during the individual task. 
2.2. Prediction: Duration of the pull would decrease across trials in a session and across sessions as 

individuals became more efficient in executing the task. 
3. Similarity in task kinematics 

3.1. Estimation: Perform dynamic time warping on 3D trajectories of hand detections during the task 
execution to measure the similarity of trajectories and compare the pulls of the same individual and 
pulls of two individuals in a dyad and compare the pulls of real dyads with those of pseudo dyads. 

3.2. Prediction:  
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3.2.1. The trajectories of the pulls of the same individual across trials would be more similar when 
compared to the pulls of two individuals in a trial. 

3.2.2. The trajectories of the pulls of real dyads in a session would be more similar when compared to 
the pulls of pseudo dyads. 
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Chapter 2: Methods 
Subjects and housing 

For this experiment, we worked with nine individuals from four marmoset groups (two groups of mated 
pairs, one pair of siblings and three siblings from one group). Marmosets are housed in 1.8m x 2.4m x 3.6m 
heated indoor enclosures with access to a 1.8m x 2.4m x 4.6m outdoor enclosure. The enclosures have 
sufficient enrichments, and the floor is covered in bark mulch. They are provided with vitamin-enhanced rice 
flour mash in the morning, vegetables at noon, and snacks (cheese, nuts, cookies, etc.) in the afternoon every 
day. Water and food pellets are available ad libitum. The lighting is maintained at a 12-hour day-night cycle. 
All experiments were carried out in accordance with Swiss legislation and licensed by the Kantonales 
Veterinaramt Zürich (licence number: ZH223/16; degree of severity: 0). 
 

Experimental arena 

The experiments were conducted in the experimental room (Figure 5), where the dyads were brought in from 
their home enclosures to the experimental arena via pipes they could walk through. The experimental arena 
consists of four compartments (60cm x 50cm x 50 cm each). The central compartments were separated by a 
transparent, removable partition, whereas the side compartments were separated from the central ones with a 
transparent partition and a small sliding door that could be manipulated to keep the individual within a 
particular compartment. Two platforms made of logs were placed in the central compartments where the 
individuals would sit to do the task. A hanging log and a hollow pipe were placed in each of the side 
compartments as enrichments for individuals to interact with before and after the task. When the sliding 
doors were open and the middle partition removed, the individuals could move about freely and interact with 
each other, as well as the enrichments within the experimental arena. 
 

 
Figure 5. Experimental arena  
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Video and audio recordings 

The primary video recording of the marmosets during the experiment was recorded using four Raspberry Pis 
(Raspberry Pi 4 Model B 2018, 4 GB RAM installed with Raspberry Pi OS 32-bit) connected to Raspberry Pi 
High-Quality camera modules (model V1.0 2018) and lenses (CCTV Lens 3 MP, 6 mm). The Raspberry Pi 
OS (32-bit) was installed on a SanDisk Extreme Pro 64 GB micro-SD card. The cameras were mounted on 
the wall using 3D printed stands, and Small Rig Ballhead camera stands. Each pair of cameras was positioned 
equidistantly from their corresponding half of the experimental arena, in a stereo-configuration at less than 90 
degrees angle from one another, capturing each half from different angles. The lenses were focused and 
zoomed in to capture half of the experimental arena, as shown in Figure 6b. 

  
Figure 6. Orientation of Raspberry Pi cameras in the experimental room. a) Raspberry Pi cameras mounted on the 

wall, b) Field of view of the Raspberry Pi cameras 
 
The video recording software on the Raspberry Pis and the main computer was a Python-based video 
recording program with a GUI that was developed by Dr Markus Marks when he was a postdoctoral 
researcher at the Neurotechnology Group, ETH Zurich. The videos were recorded in ‘Long Acquisition’ 
format, where small video segments of 2 minutes for the duration of the experiment (~15 mins) are recorded 
and saved, with a gap of 15 seconds between consecutive videos. The videos had a resolution of 1080 x 1920 
pixels and were recorded at 24 frames per second. 
 
An overview of the entire experiment, including the marmosets, the task and the experimenter, was recorded 
using a Sony Handycam HDR-CX200 set up on a tripod in the corner of the experiment room. This camera 
recorded video and audio and was used to code the number of prosocial pulls and the aggressive interactions 
in the session. 

The vocalisations during the experiment were recorded using a condenser microphone (Avisoft-Bioacoustics 
CM16/CMPA) connected to a recording interface (Avisoft UltraSoungGate 116H), which, in turn, was 
connected to a laptop to start and save audio recordings using the Avisoft Recorder USGH software.  

Experimental task 

In order to study behavioural synchrony in marmoset dyads, we devised an experiment with a prosocial task 
and two minutes before and after the task where the marmosets are unrestricted and can interact freely within 
the arena. We had additional individual and joint reward tasks to contrast with the prosocial task, each lasting 
3 minutes. The different tasks are described below. Prior to the start of the experimental session, each dyad 
went through ~10 trial sessions with the individual task to habituate them to the task and the waiting period 
in the experiment room. 
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Prosocial task 
The prosocial task is a long sliding board with a detachable handle on one end, on top of a base wooden 
board connected by rolling sliders (Figure 7a). The sliding board has two food bowls on either end where 
food rewards can be placed. This apparatus can be hung outside a cage with hooks on the baseboard and 
suspended from carabiner hooks and cords. The board is hung at an angle such that the sliding board rolls 
back automatically and must be pulled by the marmosets to get the food reward. 
 

 
Figure 7. Prosocial and Individual sliding boards. a) Prosocial sliding board, b) Individual sliding board 

 
A prosocial trial consisted of placing a food reward on the end of the board without the handle and no 
reward on the side with the handle such that when the focal individual pulls the board, the other individual 
receives the food reward. To execute a successful prosocial trial, both individuals must sit on the logs and 
wait in front of the task, and the focal individual must pull and hold the board until the receiving individual 
picks up the food reward. Each trial lasts 30 seconds after the food reward is placed in the bowl. 
 
A prosocial session consisted of two alternating motivation trials and four alternating prosocial trials, with the 
handle switching between the two individuals. In each session, there can be a maximum of four successful 
prosocial trials. In the motivation trial, food rewards were placed in front of both the focal and receiver 
individuals to motivate the focal individual to pull the board. The prosocial session consisted of a total of six 
trials that went on for 30 seconds each, so the whole session lasted for about three minutes. 

Individual task 
The individual task consisted of two separate, smaller sliding boards attached to a base wooden board with 
food cups on top (Figure 7b). The separate sliding boards are also connected to the base with rolling sliders 
such that the boards slide back out of reach when the apparatus is hung from the cage at an angle. An 
individual trial involved placing food rewards on the cups at the same time so that both individuals got the 
reward simultaneously without having to coordinate with each other. Each trial lasted 30 seconds, and each 
individual session was composed of six individual trials, lasting for three minutes in total. Videos of the 
marmosets participating in prosocial and individual tasks can be viewed at this link - 
https://tinyurl.com/38y8de5h. 

Joint reward task 
The joint reward task was a modification of the prosocial task and was conducted using the prosocial sliding 
board, but in this case, both individuals got food rewards, but only one individual could pull the board. The 
detachable handle alternated back and forth between individuals, and they took turns pulling the board and 
obtaining food rewards for both. Like the other tasks, each joint reward trial lasted for 30 seconds, and six 
trials made up a joint reward session, where each individual got three chances to pull the long sliding board.  

https://tinyurl.com/38y8de5h
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No-partner control session 
 
The no-partner control session was designed to check if the marmoset dyads were pulling the board 
prosocially or if they were pulling the board due to a lack of inhibition when they saw a food reward. During 
this session, one individual was first restricted to the play compartment adjacent to the task compartment, 
where the focal individual would do the no-partner control task. The task consisted of six alternating self-
reward trials and prosocial trials lasting 30 seconds each. During the prosocial trials, there is no individual on 
the other side to receive the food reward (Figure 8 bottom panel). If the marmosets understood the prosocial 
task, they would wait during the prosocial trials because there was no individual on the other side to receive 
the food. Once the task was completed for one individual, they would swap places, and the second individual 
would complete the trials while the first one was restricted to the play compartment. We compared the 
proportion of no-partner prosocial trials in which they pulled the board to the proportion of successful trials 
in the prosocial sessions. The control session takes about 12 minutes and there is no baseline or post-task 
period in the session. 

 
Figure 8. Illustration of the No Partner control task. Focal individual can pull in the top panel, but must not pull in 

the bottom panel, when the food (indicated by green circle) is in front of an empty compartment. 
 

Each marmoset dyad participated in a no-partner control session, followed by three alternating prosocial and 
individual sessions each and another no-partner control session. This set was followed by three joint reward 
sessions (Figure 9b). The experimental sessions were conducted on consecutive or alternating days, based on 
the motivation level of the individuals. 
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Figure 9. Timeline and order of the experiment sessions. a) Timeline of each experimental session, b) Order of 

experimental sessions for each dyad 

Prosocial consolidation sessions 
In addition to the trial sessions before the experimental sessions, we conducted prosocial consolidation 
sessions in the home enclosures to allow the marmosets to understand the task better. This involved 
restricting the dyads in a small cage-in-a-cage inside the home enclosure and presenting them with the 
prosocial task. The consolidation task involved two motivation trials followed by six prosocial trials, and this 
set was repeated twice. Ten consolidation sessions were conducted across two weeks. For three groups, these 
consolidation trials were conducted after the first set of experiment sessions, but before the joint reward 
sessions, and for one group (Nikitas), the consolidation trials were conducted before the start of the 
experimental sessions. 

Behavioural coding 

Prosocial pulls 
The number of successful prosocial trials was counted from the overview recordings of experimental 
sessions. A prosocial trial was deemed successful if the focal individual pulled the board and held it in place 
long enough for the receiving individual to take the food reward from the bowl. For the no-partner control 
sessions, we counted the number of prosocial trials where the individuals pulled the board when there was no 
individual on the other side. 

Task execution frames 
We also manually coded the start and end frame numbers of the video segment where the individual is pulling 
the sliding board. The starting frame was where the individual lifted his/her hand to pull the board, and the 
end frame was when the individual picked up the food treat and brought it to his/her mouth.  
 
Prosocial trial frames 
We manually coded the start and end frames of each prosocial trial in the prosocial session, along with the ID 
and status of the individual, i.e., receiver or puller. The starting frame was when food was placed on the food 
plate and the ending frame was when the experimenter’s hand came into view to switch the handle.  
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Video processing 

The relevant video segments from each of the four Raspberry Pi cameras were merged and then spliced into 
three sets of videos for pre-task, task and post-task segments using FFmpeg, an open-source software to 
handle multimedia files. The task videos started from when both individuals were seated in front of the task 
in the central compartments to when the task and the partitions were removed. The task videos were cropped 
to half the width of the original video, since the individuals were restricted to the central compartments while 
they participated in the task. Additionally, these videos contained a single individual performing the task, since 
each camera focuses on one-half of the experiment arena. These task videos were further analysed for my 
master’s thesis.  

DeepLabCut projects 

We created multi-animal DeepLabCut (maDLC) projects for each Raspberry Pi camera to track the poses of 
marmosets from different angles (Lauer et al., 2022). First, we compared different models of pre-trained 
networks by training the models on 100 labelled images (of 7 body parts for two individuals) for 20,000 
iterations with 95:5 train test split. The models were trained on a computer GPU (IntelI UHD Graphics 630). 
The models were evaluated through train and test error, which gives us the mean reprojection error of 
training and test data in pixels, and we chose to go ahead with ResNet-152. 
 
We decided to label nine body parts in freely moving marmosets – ears, nose, hands, legs, tail base and tail 
end. The ears were marked at the point where the ear tufts meet the top of the head. The ends of the 
forelimbs and hindlimbs were labelled as hand and legs, and the midpoint of the base of the tail was marked 
as tail base. The positions were labelled only if they were clearly visible and not occluded by anything else. To 
test for the accuracy of labelled body parts, we calculated the distance between the label positions of all body 
parts in 50 frames marked by two individual observers and compared the mean of the distance between the 
labels to its real-world dimensions. 
 

 
Figure 10. Body part labels on a marmoset for DLC training data. The dots indicate the labels for corresponding 

body parts marked manually to train DLC model. 
 
For the task videos, marmosets were mostly sitting on the logs, with the sliding board occluding the lower 
half of the body. So, we omitted the legs, tail base and tail end labels and instead added elbows along with 
ears, nose and hands for each individual (as shown in Figure 10). In each maDLC project, a ResNet-152 
network was trained with seven body part labels for 300 frames extracted from 27 videos through the k-
means clustering algorithm. The network was trained for 50,000 iterations with a batch size of 2 and 95:5 
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train test split. It was then evaluated to confirm that the test error was less than 10 pixels (which corresponds 
to ~0.7 cm in real life dimensions at that resolution and distance from the camera). The trained network was 
subsequently used to analyse videos with identity set to False, and the detected tracklets were stitched 
together and filtered to create a smooth trajectory and saved as a CSV file for further processing. 

Pose3D: Camera calibration 

Pose3D is a semi-automated workflow that allows us to convert two or more 2D DLC detections into 3D 
coordinates (Sheshadri et al., 2020). It is based on MATLAB StereoCameraCalibration included in 
MATLAB2022b Computer Vision toolbox (Zhang, 2000; Bouget, 2022). The process of camera calibration 
involves estimating certain intrinsic and extrinsic parameters of the cameras by detecting the corners in a 
checkerboard with a fixed number of squares of known dimensions (Figure 11). These parameters are then 
used to convert two sets of 2D coordinates into a 3D coordinates.  
 
The intrinsic parameters of the camera are the lens and sensor properties – the focal length, principal point, 
radial and tangential distortion and skew of the cameras. The extrinsic properties describe the relative 
position of the cameras with respect to one another i.e., the translation and rotation matrices of one camera 
with respect to the other. These parameters are estimated automatically from extracting the position of 
checkerboard patterns in several pairs of images (Zhang, 2000). We used a checkerboard with 7 x 4 corners 
and each square was 35 mm in length. Two pairs of cameras were calibrated, one pair for the right and the 
other for the left half of the experimental arena. So we got two sets of intrinsic and extrinsic parameters. 
 

 
Figure 11. Camera calibration process in MATLAB. a) and b) The top panel contains a pair of checkerboard images 

which are used to estimate camera parameters, and the bottom panel contains the results of calibration: c) mean 
reprojection error and d) a visualisation of the position of cameras. 

 

Intrinsic parameters 
The algorithm for the camera calibration is as follows. It assumes a pinhole camera model and for a given 
camera, there exists a transformation that relates 2D coordinates to real world 3D coordinates in the 
following way –  
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Here, (x, y) is the image coordinate and (X, Y, Z) is the real-world coordinate. K is the intrinsic matrix of the 
camera, R is the 3D rotation matrix and, t is the translation matrix of the camera, and w represents the scale 
factor. The intrinsic matrix is further defined by –  
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In this matrix, the coordinate (cx, cy) represents the principal point (the point on the image plane where the 
perspective center is projected) and s is the skew, which is 0 if the X and Y axes are perfectly perpendicular.  
 

𝑓𝑥 = 𝐹	 ∗ 	𝑠𝑥 

𝑓𝑦 = 𝐹	 ∗ 	𝑠𝑦 
 
F is the focal length of the camera, calculated in real world units and (sx, sy) are the number of pixels in world 
unit along the X and Y axes respectively. Once the intrinsic parameters are estimated, they are first used to 
undistort the 2D coordinates. 

Extrinsic parameters 
The extrinsic parameters describe the external 3D geometry of the two cameras. The relative pose (translation 
and rotation) of the cameras is described as follows where Orientation and Location describe the absolute pose 
of the camera, R is the rotation matrix and t is the translation matrix. 
 

𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛1 = 𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛2	 ∗ 𝑅 
𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛1 = 𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛2	 ∗ 		𝑡	 + 	𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛2 

 
Essential (E) and Fundamental (F) matrices are parameters used to transform 2D coordinates to 3D. They 
are described by the geometric relationship between the corresponding pairs of coordinates from each camera 
through the following constraint –  
 

F	𝑝%1 	H 	∗ 𝐹	 ∗ 	 [𝑝& 1] = 0,

𝑤ℎ𝑒𝑟𝑒	𝑝%, 𝑝&	𝑎𝑟𝑒	𝑝𝑜𝑖𝑛𝑡𝑠	𝑖𝑛	𝑖𝑚𝑎𝑔𝑒	1	𝑎𝑛𝑑	2	𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑒𝑑	𝑖𝑛	𝑝𝑖𝑥𝑒𝑙	𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠 
 

F	𝑃%1 	H 	∗ 𝐸	 ∗ 	
[𝑃& 1] = 0,

𝑤ℎ𝑒𝑟𝑒	𝑃%, 𝑃&	𝑎𝑟𝑒	𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑	𝑝𝑜𝑖𝑛𝑡𝑠	𝑖𝑛	𝑖𝑚𝑎𝑔𝑒	1	𝑎𝑛𝑑	2, 𝑤ℎ𝑒𝑟𝑒	𝑡ℎ𝑒	𝑜𝑟𝑖𝑔𝑖𝑛	𝑖𝑛	𝑡ℎ𝑒	𝑜𝑝𝑡𝑖𝑐𝑎𝑙	𝑐𝑒𝑛𝑡𝑒𝑟	𝑜𝑓	𝑡ℎ𝑒 
𝑐𝑎𝑚𝑒𝑟𝑎	𝑎𝑛𝑑	𝑡ℎ𝑒	𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒𝑠	𝑎𝑟𝑒	𝑠𝑐𝑎𝑙𝑒𝑑	𝑏𝑦	𝑓!	𝑎𝑛𝑑	𝑓"	 

 
The calibration returns these parameters and the mean reprojection error in pixels. Pose3D takes in DLC 
detections as input and uses MATLAB’s camera calibration to undistort and triangulate 2D coordinates and 
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return 3D coordinates from multiple cameras. The semi-automated code allows us to change parameters to 
choose 2 best coordinates out of multiple detections, set a likelihood threshold (such that the detection below 
that will be excluded) and further filter and plot 3D reconstructed trajectories. Analysed videos with 
detections and corresponding 3D reconstructed videos can be viewed at this link - 
https://tinyurl.com/38y8de5h. 

Processing DLC detections 

Pre-processing for 3D alignment 
Analysing videos in DLC returns the 2D coordinates of body parts and the associated likelihood value 
(ranging from 0 to 1) of the detection in a CSV file. When a body part is occluded or the individual goes out 
of view, the detection and likelihood values are also omitted. However, the MATLAB calibration algorithm 
does not accept Not a Number (NaN) values, which means that there are missing detections that need to be 
interpolated before 3D reconstruction. We first quantified the missing detections by calculating the 
percentage of missing detections, the maximum number of frames for which a body part or the whole 
individual goes missing and the distribution of median likelihood values across all detections. 
 
We then linearly interpolated the missing coordinates, but not the corresponding likelihood values, which 
would remain NaN. During 3D reconstruction using Pose3D, we set the likelihood threshold parameter to 
0.8 (based on the distribution of median likelihood values), which removed any 3D point where either of the 
cameras had a detection with likelihood value less than 0.8.  

3D Transformation 
 

 
Figure 12. 3D reconstruction and transformation of cuboids for 3D alignment. a) Long cuboid with known 
dimensions placed such that it’s visible from all cameras, b) Cuboid reconstruction on left half with edge lengths, c) 
Cuboid reconstruction on right half with edge lengths, d) Transformed cuboids aligned to the real-world axes. 

Once we had the reconstructed 3D coordinates from the left and right half of the arena (Figure 12b and 12c), 
we had to transform them to align them to the real-world coordinates (Figure 12d). We annotated the corners 
and edges of similar cuboids in the left and right half of the experimental arena. The cuboids were of known 
dimensions at a particular distance from each other as can be seen in Figure 12a. First, we confirmed that the 

https://tinyurl.com/38y8de5h
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opposite edge lengths of the cuboid were equal to make sure that the 3D transformation was linear (Table 1). 
We then chose one of the corners as a reference point and translated the whole space such that this corner 
was the origin. Once the cuboid corner was centred, we serially calculated the angles between the edges of the 
cuboid and the adjacent axis such that when rotated, the cuboid edges would align with the axes (Table 2). 
Next, we scaled the right 3D space to match the coordinates in the left 3D space (Table 3). Finally, the right 
3D space was translated by 440.46 units (estimated by using the ratio between the edge length in 3D 
reconstructed space and its real-world length) such that the cuboids were placed in the same 3D space as in 
the real world (Figure 12d). All 3D reconstructions of the marmoset body parts were translated, rotated and 
scaled before further analysis. 

Table 1. Edge lengths of the cuboids in left and right 3D reconstructed space and real-world space 

Cuboid Edge 1 Edge 2 Edge 3 

Left (cm) 14 20 20 

Left_3d (pixel, stdev) 149.96, 1.07 209.36, 3.66 212.48, 0.71 

Right (cm) 14 20 24 

Right_3d (pixel, stdev) 155.20, 3.60 221.38, 8.22 260.15, 0.88 
 

Table 2. Serial rotations of the 3D coordinates to align the cuboids with real world axes 

Left 3D space Right 3D space 

Angles Axes Angles Axes 

-0.396 y 0.307 y 

-0.224 x -0.307 x 

0.067 z 0.143 z 

-1.57 x -1.57 x 

 
Table 3. Scaling factors of the right 3D space with respect to the left 3D space 

X axis 0.98 

Y axis 0.97 

Z axis 0.95 

Processing 3D detections for gaze analysis 
The direction of the head was extracted by calculating a vector from the midpoint between the ears to the 
nose of the marmosets using a function written in Python. I first selected the 3D coordinates of ears and nose 
for each individual and removed segments if all the detections were missing for 30 or more consecutive rows 
i.e., if the animal moved out of frame for a period of time. This was based on the distribution of the 
maximum number of rows the entire individual is missing across all videos. Following this, the 3D data was 
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interpolated using the cubic spline method and the head vectors of the individuals were calculated for every 
frame. 
 
We then calculated the angle between the head vectors at every instance by taking the cos inverse of the dot 
product of the vectors divided by the product of the magnitude of the vectors as described in the equation 
below. In order to differentiate between the head vectors pointing away versus pointing towards each other at 
the same angle, we looked at the sign of the dot product between the Z axis and the cross product of the two 
vectors (Figure 13). 
 

𝛼 = 	 cos'% W
𝐴		 ∙ 	𝐵\⃗

]𝐴] 	×	 ]𝐵\⃗ ]
_ 

 

𝐼𝑓			𝑍 	 ∙ 	a𝐴 	×	𝐵\⃗ b > 0,				𝜃 = 𝛼 

𝐼𝑓			𝑍 	 ∙ 	a𝐴 	×	𝐵\⃗ b < 0,				𝜃 = 𝜋 − 𝛼 

 
Figure 13. Illustration of calculation of angle between head vectors. The arrows indicate the head vectors (proxy of 

gaze direction) and the yellow shaded region indicates the angle between head vectors of individual 1 and individual 2. 
 
In order to calculate the fraction of time for which marmosets look at their own food board versus the board 
of the other individual, we manually extracted the 3D coordinates of the corners of the sliding board and 
divided it in half to assign each half to the corresponding individual. We then used three coordinates on the 
board to define a plane and checked if a line extended by the head vector intersects the plane or not. If it 
intersects the plane, we then calculated the point of intersection on the plane and checked if it’s projection on 
the edges falls within the boundaries of the board. The relevant equations are listed below and illustrated in 
Figure 14. 
 
�⃗� = 𝑃3 − 𝑃2, 𝑌\⃗ = 𝑃1 − 𝑃2, 𝑤ℎ𝑒𝑟𝑒	𝑃1, 𝑃2	, 𝑃3	𝑎𝑟𝑒	𝑝𝑜𝑖𝑛𝑡𝑠	𝑜𝑛	𝑡ℎ𝑒	𝑝𝑙𝑎𝑛𝑒 
 

𝑑 =
(𝑃2 − 𝑇) 	 ⋅ (�⃗� 	× 	𝑌\⃗ )

𝐴 	 ∙ 	 (�⃗� 	× 	𝑌\⃗ )
, 𝑤ℎ𝑒𝑟𝑒	𝑇	𝑖𝑠	𝑡ℎ𝑒	𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡	𝑜𝑓	𝑒𝑎𝑟𝑠	𝑎𝑛𝑑	𝐴	𝑖𝑠	𝑡ℎ𝑒	ℎ𝑒𝑎𝑑𝑣𝑒𝑐𝑡𝑜𝑟	 

 
𝐼𝑓	𝑑 > 0, 𝑃 = 𝑇 + 𝐴. 𝑑,

𝑤ℎ𝑒𝑟𝑒	𝑑	𝑖𝑠	𝑡ℎ𝑒	𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒	𝑓𝑟𝑜𝑚	𝑡ℎ𝑒	𝑇	𝑡𝑜	𝑃, 𝑡ℎ𝑒	𝑝𝑜𝑖𝑛𝑡	𝑜𝑓	𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛	𝑜𝑛	𝑡ℎ𝑒	𝑝𝑙𝑎𝑛𝑒	 
 

𝑃\⃗ = 𝑃 − 𝑃2, 𝑃\⃗! = 𝑃2 +	
𝑃\⃗ ∙ �⃗�
�⃗� ∙ �⃗�

	�⃗�, 𝑃\⃗" = 𝑃2 +
𝑃\⃗ ∙ 𝑌\⃗

𝑌\⃗ ∙ 𝑌\⃗
	𝑌\⃗ , 𝑤ℎ𝑒𝑟𝑒	𝑃\⃗ 	𝑖𝑠	𝑎	𝑣𝑒𝑐𝑡𝑜𝑟	𝑜𝑓	𝑃	𝑓𝑟𝑜𝑚	𝑃2	 
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𝐼𝑓		]𝑃\⃗!] < 	 ]�⃗�]		𝒂𝒏𝒅	]𝑃\⃗"] < 	 ]𝑌\⃗ ]	𝑡ℎ𝑒𝑛	𝑡ℎ𝑒	𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑	ℎ𝑒𝑎𝑑	𝑣𝑒𝑐𝑡𝑜𝑟	𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑠	𝑡ℎ𝑒	𝑓𝑜𝑜𝑑	𝑏𝑜𝑎𝑟𝑑			 
 

 
Figure 14. Illustration of gaze intersection with sliding board. a) Illustration of calculation of line-plane intersection 
using three points on the plane and the head vector b) Illustration of the intersection of head vectors of two marmosets 

with the self or other half of the sliding board 
 

Thus, using the coordinates of the points on the sliding board, the nose and the midpoint between the ears of 
the marmosets, we can check if an individual’s head vector intersects with its own part of the sliding board or 
the other half of the sliding board in every frame. We verified the 3D reconstruction and transformation by 
creating a video of the detections of the two individuals (with the skeleton), the task board and the gaze 
intersection point for a small clip and comparing it to the overview video.  
 
Often, the head vector had a lower elevation (angle with the Z axis) than the actual direction of the gaze. In 
order to correct for the elevation, we manually labelled the ears, nose and food reward for each individual, 
where they were clearly looking at the food and calculated the angle between head vector and the vector 
between the food and midpoint between ears, called the gaze vector. The difference in angle between the 
head and gaze vectors ranged from 15° to 35° and the average elevation was 25°. For each frame, we 
computed a range of gaze vectors (elevated by 15°, 25° and 35° along the Z axis) and considered the gaze 
intersection with the board to be True if any of the elevated gaze vectors intersected the plane. We then 
calculated the proportion of time for which the individuals’ gaze intersected their own board and the other 
board for each video and compared it across different conditions.  
 
We also analysed the gaze-board intersection during the Prosocial sessions in detail by assigning the role of 
‘Puller’ or ‘Receiver’ to the individuals and differentiating the time spent looking at the other individual’s 
board by the status of the focal individual. We also compared the time the receiver and puller spent looking at 
the task board when it was a successful prosocial trial versus an unsuccessful one. All statistical tests were 
done using SciPy and Scikit-posthocs libraries in Python, and linear mixed-effects models were fit using 
lmerTest package in R. 

Processing 3D detections for task kinematics analysis 
In order to analyse the similarities and differences in the execution of the task, we focused on the individual 
condition and selected the segments of the 3D coordinates where the marmosets are pulling the sliding 
board, using the manually annotated start and end frame for each pull. These segments were then interpolated 
using the cubic spline method before analysing the detections further. We first looked at the absolute value of 
the log of the ratio of path lengths of the right- and left-hand detections to check if they use one hand more 
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dominantly than the other. If the value is close to 0, that means they use both hands equally in pulling the 
board, and if it’s much greater than 0, they use one hand more dominantly than the other. 
 

ℎ𝑎𝑛𝑑𝑒𝑑𝑛𝑒𝑠𝑠 = 𝑎𝑏𝑠 rlog r
𝑙𝑒𝑓𝑡_ℎ𝑎𝑛𝑑_𝑝𝑎𝑡ℎ
𝑟𝑖𝑔ℎ𝑡_ℎ𝑎𝑛𝑑_𝑝𝑎𝑡ℎvv

 

 
We used dynamic time warping to analyse the similarity in the movement of the arms across individuals. First, 
we calculated the DTW distance using the ‘dtw_ndim’ function from the dtaidistance Python library for 
both elbows and both hands 3D trajectories for the duration when the individual was pulling the sliding 
board (Meert et al., 2020). Before analysing the trajectories, we translated the coordinates such that the 
individual sliding boards were superimposed such that the two individuals overlapped as much as possible. 
First, to contrast the intra-individual and inter-individual differences in a dyad, we compared DTW distance 
of the pulls of one individual with its own pulls in the same session (intra-individual) with the DTW distance 
of the pulls of two individuals of a dyad in the same session (inter-individual).  
 
Then, we compared the distance metric between the pulls of two individuals in real dyads in a session with 
pseudo dyads to ensure that the similarity of the trajectories was above chance levels. Since three dyads out of 
six were from the same group, we split them into two sets – one with dyads from the Nikitas group and the 
other set containing the other three dyads (Jupie-Mercur, Lancia-Lexus and Vesta-Vito). We constructed 
pseudo dyads by combining pulls from a session of the individuals from set 1 with those of set 2. This 
ensured that a pseudo dyad wouldn’t be created from the same individual from different dyads or sessions. 
 
The code will be made available upon request. 
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Chapter 3: Results 
Prosocial task results 

The following plots show the prosocial rate for each dyad across three sessions – calculated by dividing the 
number of prosocial pulls by the maximum possible prosocial pulls in a session (Figure 15). Two dyads out of 
six had a positive prosocial rate in at least 2/3 sessions (driven by two individuals), and two other dyads had a 
prosocial rate of 0 across three sessions. In one dyad (JM), the female was food-dominant and made 
aggressive chatters towards the male during some prosocial sessions. 

 

Figure 15. Rate of prosocial pulls across prosocial sessions. Different colours represent six different dyads 

All individuals, except 2 (Lancia and Mercur), perform well in the no partner control task (Figure 16), starting 
off with a low pulling rate in session 1 and decreasing it further in session 8, which indicates that they’re 
pulling prosocially in the experiment and not due to of lack of inhibition. 

 

Figure 16. Rate of pulls of the prosocial board in no-partner control session when there is no individual on the 
other end to receive food. The different colours represent individuals belonging to different groups. 
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Figure 17 shows the number of prosocial pulls out of a maximum of three pulls by each individual in the 
consolidation sessions. All individuals, except Nunchaku, didn’t pull prosocially in at least half the sessions. 
The consolidation sessions didn’t improve the performance of the dyads even after 10 days of trials. 

 

Figure 17. The number of prosocial pulls in the prosocial consolidation sessions. The maximum possible pulls in 
each session is 3, and 20 sessions were conducted for each dyad. 

DeepLabCut model comparison and evaluation 

DLC is based on transfer learning, which means there are several pre-trained neural networks from which to 
choose. We first wanted to compare the performance of different models on our dataset before using the 
model to train and analyse marmoset videos. Based on the train and test error of the models (given in pixels), 
ResNet-152 performed the best (Figure 18a). All the following DLC projects were trained on this network. 

 

Figure 18. Comparing the performance of DLC models. a) Train and test error, b) Individual error of different DLC 
models when trained on the same data set of 100 labelled frames for 20,000 iterations 
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Next, we wanted to validate the training dataset that we would be providing to the neural network. The mean 
of distance between labels across 9 body parts of two individuals was 5.56 and 5.44 pixels (as shown in Figure 
19), which corresponds to ~0.38 cm in real world at that resolution of the video and the distance of the 
experimental arena from the cameras. 

  
Figure 19. Accuracy of DLC labels. Accuracy of labelling of body parts of a) marmoset 1 and b) marmoset 2 for 50 

frames using DeepLabCut  
 
After training the DLC projects for each camera on 300 task frames for 50,000 iterations, we evaluated the 
model and ensured that the test error was less than 10 pixels. The summary of model evaluation from four 
task projects is plotted in Figure 20. 
 

 
Figure 20. DLC model evaluation summary. Model evaluation of the four maDLC projects trained on 300 labelled 

frames for 50,000 iterations and used to analyse task videos 
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3D Camera Calibration  

The camera intrinsic and extrinsic parameters estimated through 3D camera calibration are listed in detail in 
the Appendix section. The mean reprojection error, measured in pixels, is a measure of the accuracy of the 
estimation. The mean reprojection error for the left and right cameras were 1.47 and 0.69 pixels, respectively.  

DLC Detections Summary 

Once all the videos were analysed using DLC, we quantified the fraction of undetected body parts and 
plotted the histogram with mean and 95th percentile value of the percentage of detections linearly interpolated 
before 3D reconstruction (Figure 21). We also quantified the maximum number of continuous rows for 
which all the detections of the individual are missing in a video to decide the threshold for interpolation after 
3D reconstruction, which was set to 30 rows (1.25 second) based on the early peaks (Figure 22). We also 
plotted a histogram of the mean of median likelihood values across all body parts of the individual in a video 
to decide on a threshold for 3D reconstruction, which was set to 0.8 based on the histogram (Figure 23) and 
previous studies which have used DLC (van der Zouwen et al., 2021). 
 

 
Figure 21. Distribution of percentage of missing detections across all body parts 

 

 
Figure 22. Distribution of the maximum number of continuous null detections a) Distribution of the number of 
continuous rows for which whole animal tracking is out of view, b) Magnified view of the distribution with a smaller x-

axis range 
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Figure 23. Distribution of median likelihood value across all body parts. This was used to decide the likelihood 

threshold for 3D reconstruction. 

Gaze analysis during tasks 

In order to study the use of mutual gazing during task participation, we first calculated the angle between the 
direction of their gaze given by the angle between the head vectors of the individuals. Figure 24 shows the 
distribution of angle between individuals across three conditions extracted from 18 videos, each video 
containing about 4000 data points. Irrespective of task condition, the angle between head vectors of 
individuals shows a bimodal distribution with two peaks – a higher peak at about 325° and a slightly smaller 
one at about 45°. A peak at 325° indicates that both individuals are looking in the same direction by an angle 
of 35°, and the peak at 45° means their head directions are aligned, looking away from one another at an 
angle of 45°. There are very few instances when the angle between the vectors is between 135° to 225°, that is 
when the individuals are looking in widely different directions. 
 

 

Figure 24. Distribution of angle between the head vectors of individuals in a) prosocial task, b) joint reward task, c) 
individual task. Each distribution contains about 4000 data points from 18 videos each. 
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Figure 25. Estimation of elevation angle of the head vector. Distribution of the angle between the head vector and 

gaze vector (X-axis) and the corresponding elevation of the head vector with respect to real world Z axis (Y axis) 
calculated for 12 individuals from 12 different frames 

 
We first validated the gaze detections by calculating the angle between the head vector and gaze vector of 
individuals, most of which fall within the range of 15°-35°, with an average of 25° (Figure 25). We then 
quantified the fraction of time during the task when the individuals’ gaze intersects their own food board 
versus the other individual’s food board across different task conditions. After checking for the normality and 
homoscedasticity of the gaze-self board intersection data (Figure 26a), we performed a one-way ANOVA, 
which showed that there’s a significant difference in the proportion of time spent looking at their own board 
across conditions (statistic: 3.588, p-value: 0.031). We then performed a post-hoc Tukey test and found a 
significant difference between the prosocial and individual conditions (p-value: 0.0235). We also fit a linear 
mixed model to the gaze intersection data using the lmerTest library in R. The models were fit as follows –  

𝑚𝑜𝑑𝑒𝑙1 = 𝑙𝑚𝑒𝑟(𝑠𝑒𝑙𝑓	~	𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 + (1	|	𝑔𝑟𝑜𝑢𝑝) 
𝑚𝑜𝑑𝑒𝑙2 = 𝑙𝑚𝑒𝑟(𝑜𝑡ℎ𝑒𝑟	~	𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 + (1	|	𝑔𝑟𝑜𝑢𝑝) 

The gaze intersection time was the dependent variable, the condition was the independent variable, and the 
group ID was considered as the random effect. We then did an ANOVA on these linear mixed models, 
which were significant (model1 p-value: 0.0114; model2 p-value: 0.0068) and confirmed that the effect of the 
session conditions was significant on gaze-board intersection time even after accounting for variation across 
groups. 
 
Values in the gaze-other board intersection time were not normally distributed (Individual – Shapiro-Wilkes 
score: 0.931, p-value: 0.026; Joint reward – Shapiro-Wilkes score: 0.920, p-value: 0.0133). So, we performed 
the Kruskal-Wallis test and found a significant difference between the proportion of time spent looking at the 
other individual’s board across conditions, as can be seen in Figure 26b (statistic: 9.286, p-value: 0.00962). We 
then did a post-hoc Dunn test with the Bonferroni correction and found a significant difference between 
Prosocial and Individual tasks (p-value: 0.00908). 
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Figure 26. Fraction of time, the individual’s gaze intersects the sliding board. a) Fraction of time the individual’s 

gaze intersects with their own food board (n=36 for each condition, ANOVA [statistic: 3.588, p-value: 0.031] with 
posthoc Tukey test - Prosocial-Individual p-value: 0.0235), b) Fraction of time the individual’s gaze intersects with the 

other’s food board (n=36 for each condition, Kruskal-Wallis [statistic: 9.286, p-value: 0.00962] test followed by posthoc 
Dunn test with Bonferroni correction – Prosocial-Individual p-value: 0.00908) 

 
We analysed the fraction of time spent looking at the task board during the prosocial trials (n=72), 
differentiating the individuals by their status as ‘puller’ or ‘receiver’ during the trials. We see that receivers 
spend more time looking at their own board and less time looking at the other individual’s board as compared 
to the pullers (Figure 27a). We also compared the total fraction of time the individuals spend looking at the 
task board during successful (n=11) vs. unsuccessful (n=61) prosocial trials (Figure 27b). Both receivers 
(Welch’s T-test – statistic: -2.281, p: 0.0189) and pullers (MannWhitneyU test – statistic: 213.0, p: 0.032) 
spend significantly more time looking at the board during successful trials as compared to the unsuccessful 
trials. 

 
Figure 27. Gaze intersection during prosocial session differentiated by individual status. a) Fraction of time 

spent looking at its own board versus the other board differentiated by individual status (receiver or puller, ntotal=72), 
and b) Fraction of time spent looking at the board based on success (nsuccess=11, nfailure=61) of the prosocial trial, 

differentiated individual status (receivers - Welch’s T-test – statistic: -2.281, p: 0.0189; and pullers - MannWhitneyU test 
– statistic: 213.0, p: 0.032) 
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Task kinematics in the individual task 

As a first step to analysing the similarity in task execution, we chose to focus on the kinematics of board 
pulling in the individual task. We calculated the path traced by the detections of the hands and elbows of the 
individuals and compared the absolute value of the log of the ratio of left-hand path length to the right-hand 
path length of the individuals to get a measure of their handedness across six trials in a session and across 
three sessions (Figures 28a, 28b). There is a lot of variability in difference in handedness across various trials 
and sessions, with no striking trend. We also looked at the time taken to pull the board in each trial, but we 
didn’t observe any difference in the duration across trials or across sessions (Figures 28c, 28d). 
 

  
Figure 28. Measure of handedness and duration of task execution from hand detections. The difference in 

handedness of the pull by a) trials within a session, b) across three individual sessions; Duration of the pulling action, c) 
across trials within a session, d) across three individual sessions (ntotal=187 trials) 

 
When it comes to the similarity in execution of the task, first, we looked at intra-individual (n=36) and inter-
individual (n=18) differences in a session (Figure 29a). Across both hands and elbows, we see that the 
trajectories of an individual's pulls are significantly more similar to themselves than to the trajectories of the 
other individual in the same session. Table 7 summarises the results of Mann Whitney U tests (testing against 
‘less’ alternative hypothesis) performed on DTW distance values for each body part. The lesser the value of 
the distance measure, the more similar the trajectories are. We also compared the DTW distances between 
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trajectories of two individuals from a real dyad (n=18) in the same session with the distance metric of 
trajectories of pseudo-dyads (n=324), and we don’t see a significant difference between the DTW distance 
values (Figure 29b, Table 7). 
 

 
Figure 29. Dynamic time warping distance measure of task execution a) Comparing pulls within the same 

individual (n=36) and pulls between two individuals of a dyad in an individual session (n=18) with pairwise Mann-
Whitney U test, b) Comparing pulls between real dyads (n=18) and pulls between pseudo dyads across individual test 

sessions (n=324) 
 

Table 4. Statistical test results of DTW distance comparison. Test statistic and p-value for Mann-Whitney U Test 
for differences in DTW distances across intra- and inter-individual combinations, and real vs. pseudo dyads 

 

 Intra- and Inter-individual differences Real and Pseudo-dyad differences 
 Test statistic p-value Test statistic p-value 
Left elbow 190.0 0.0071 ** 3238.0 0.4310 
Left Hand 205.0 0.0148 * 3196.0 0.4936 
Right Elbow 232.0 0.0465 * 2861.0 0.8938 
Right Hand 199.0 0.0111 * 3074.0 0.6996 
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Chapter 4: Discussion 
Common marmosets are cooperative breeders and engage in interdependent, coordinated tasks in their 
everyday interactions. Marmosets tend to tune in with each other and align themselves with other individuals 
in the group to improve coordination in infant care (Burkart et al., 2009; Guerreiro Martins et al., 2019). Our 
objective was to examine if marmosets, like humans, exhibit behavioural synchrony as a proximate 
mechanism for improving cooperation and coordination in the group. We designed an experiment to test the 
effects of prosociality on behavioural synchrony by having marmoset dyads interact freely before and after 
the prosocial task to compare the levels of behavioural synchrony and pose imitation. We also wanted to 
analyse gaze dynamics and task kinematics in marmoset dyads engaged in different task conditions. We 
implemented an automated pose tracking and 3D reconstruction pipeline, using DeepLabCut and Pose3D, to 
extract 3D trajectories of body parts of freely moving marmosets. We used this pipeline to analyse gaze 
direction and hand kinematics in marmoset dyads while they participated in different tasks. We observed 
distinct gaze patterns across different tasks, but no significant similarities in hand kinematics of a real dyad as 
compared to a pseudo dyad. 
 
The marmoset dyads in my study were not highly prosocial towards their partner (Figure 15), although most 
individuals understood the task, based on the no partner control session (Figure 16). We also know from 
previous and ongoing studies that marmosets exhibit intentional prosociality (Burkart and van Schaik, 2020) 
and willingly provide food for the rest of the group members in a task termed as group service. This could be 
due to one or many of several reasons. One reason could be the group size and group composition. Three 
out of six dyads in our study live in dyadic groups, without infants or helpers, which decreases the drive to 
coordinate with the other individual. Four dyads were siblings (Nikitas and Vesta-Vito), and one of the other 
two breeder dyads (Jupie-Mercur) had never produced an offspring, which also adds to the lack of motivation 
for proactive prosociality in these dyads. Moreover, it could be that prosociality is more of a group level 
phenomenon with a strong influence of group size, due to a higher probability of coordination from at least 
one individual in the group.  
 
In addition to this, the experimental room is an alien and sterile condition for marmosets, even after 
habituation, as compared to their home enclosure, which increases their arousal, and they are unwilling to 
participate in the task unless they get some food reward. The previous experiments on prosociality were 
conducted in a different experimental room (Burkart and van Schaik, 2020), and group service tasks were 
done in their home enclosures, where the marmosets were more at ease.  
 
One of the major goals of the project was to set up an automated tracking software to analyse the movement 
and posture of freely interacting marmosets and thus provide a proof of concept of this approach. Previous 
efforts in the lab had attempted to achieve this with SIPEC, a deep learning based behaviour classification 
tool that segments videos, identifies individuals, and performs pose estimation and behaviour classification, 
but it did not work very well with marmosets when they were far away from the camera or partially occluded 
(Marks et al., 2022). We decided to use DeepLabCut, which estimates the pose of the individuals from body 
parts of interest, allowing us to explore postural synchrony in marmosets. DeepLabCut is also relatively easy 
to install and use, with a responsive support team from the developers (Mathis et al., 2018; Lauer et al., 2022). 
Following the successful implementation of DeepLabCut, we tried various calibration methods to obtain 3D 
trajectories but faced different challenges with each software, ranging from issues with corner detection and 
interference of the cage grid to constraints on the camera angle. We decided to use MATLAB StereoCamera 
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Calibrator since it worked very well with our camera configuration, and Pose3D provided the code to semi-
automatically process DLC detections and use calibration parameters to triangulate detections from two 
cameras and obtain a 3D coordinate (Sheshadri et al., 2020).  
 
We used multi-animal DeepLabCut projects to analyse videos of a marmoset performing a sliding board task 
and combined two sets of body part detections from different angles to get a 3D reconstruction of the 
trajectory of the marmoset through camera calibration. This pipeline works very well for a single marmoset in 
the frame with less than 10 pixels error in detection (Figure 20) and less than 2 pixels error in 3D 
reconstruction. However, given that the marmosets were in different 3D reconstructed spaces, we had to 
devise an algorithm to align their coordinates to the real-world axes before analysing them for gaze direction 
or task kinematics. It’s important to keep in mind that uncertainty in final estimation compounds on to 
previous errors from DeepLabCut detection, 3D calibration error, and aligning transformation of the 3D 
coordinates. Another source of error is the misalignment in recordings of paired cameras by 100 - 900 ms, 
which is variable over time. This is likely due to the drift in the internal clocks of the Raspberry Pis and it’s a 
systematic and unavoidable error that might affect the 3D reconstruction to some extent based on the 
movement of the marmoset during segments of maximum drift.  
 
We also trained the maDLC projects on frames from pre-task and post-task videos, and while the detection 
error of the body parts is quite low, the network is less accurate with assigning ID to the individuals and 
switches the ID when an individual moves in and out of the field of view. This is a challenge since the 
marmosets are not very distinctive except for the shaved segments on their tail, which indicates their within-
group ID. We’re trying to improve the maDLC performance by training the network on a much bigger 
dataset and modifying a parameter such that more body part pairwise connections are used when grouping 
points together. 
 
After successfully implementing maDLC, Pose3D and 3D transformation algorithms on marmoset task 
videos, we wanted to analyse the gaze direction of coordinating marmoset dyads to study if they use mutual 
gazing and gaze following to coordinate with each other. First, we plotted the distribution of angle between 
head vectors of the individuals and saw that the distribution peaks at about 325°, which means that 
individuals most often look in the same direction by a difference of 35° (Figure 24). This distribution curve is 
very similar across different task conditions despite the low prosociality rate. This observation is in line with 
our predictions – marmosets spend most of the time looking at the experimenter who is providing them with 
food rewards, and hence, they end up looking in the same direction most of the time, irrespective of task 
condition. 
 
We also calculated the fraction of time for which individuals’ gaze intersects their own food board and that of 
the other individual. In line with our predictions, we see an increasing trend in the fraction of time spent 
looking at their own food board from prosocial to individual task, while the joint reward task lies in between 
(Figure 26a). We also see that marmosets spend a larger fraction of time looking at the food board of the 
other individual during the prosocial task than the individual task (Figure 26b). In order to check if this 
increase stems from attempting to coordinate and establish joint attention with the other individual or from 
simply following the food reward, we differentiated the gaze direction during prosocial trials based on the 
status of the individual – either receiver or puller. If the dyad was attempting to coordinate during the task, 
both should be looking at each other and by proxy, at the other’s board for the same proportion of time. 
However, if they are just following the food reward, the puller would be looking more at the other 
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individual’s board than the receiver. This is indeed what we see – that the individuals are mostly following the 
food reward (Figure 27a). 
 
We also observe that individuals spend more time looking at the task board during successful prosocial trials, 
irrespective of their individual status (Figure 27b). The increase in total time spent looking at the task board 
can be considered as a proxy for how long they are waiting on the platforms during the trial, motivated to 
coordinate during the task. We can see that they spend a larger fraction of time at the task when there is a 
successful prosocial trial. This hints to the possibility that their low prosocial rate in the task could be because 
they are not able to focus on the relevant aspects of the task, similar to what was observed in preschool 
children who failed at the prosocial game due to high attentional demands rather than a lack of prosociality 
(Burkart and Rueth, 2013).  
 
We wanted to study the kinematics of task execution as the marmosets are pulling the sliding board in the 
individual task condition. We also wanted to check if individuals get more efficient over the course of six 
trials in a session or develop a preference for the use of one hand over the other. However, we don’t observe 
any trend in the handedness or time taken for each trial across trials within a session or across sessions 
(Figure 28).  
 
We also examined whether individuals within the dyad show greater similarity in kinematics as compared to 
individuals outside the group. First, we compared the DTW distance measure (which is the inverse of the 
similarity of two time series) of the task execution within the pulls of an individual and between the pulls of a 
dyad in the same session. As expected, we see that the patterns of task execution are more similar within 
individuals in comparison to the pull across dyads (Figure 29a). Next, we compared the DTW distance metric 
between the pulls of real dyads versus that of pseudo dyads, and we didn’t see any difference (Figure 29b). 
This could be because the individual task is a very simple one that can be achieved by simply gripping the 
handle and pulling the board close. This doesn’t allow for a lot of variation in how the task can be executed. 
There are also additional spatial constraints on the marmosets, given that they must sit on a platform and 
reach out to the handle through a grid. Perhaps we would see greater similarity in dyads in a more complex 
task with opportunities for different strategies to succeed. 
 
The implementation of this pipeline opens a lot of new avenues to answer different questions about 
marmoset behaviour without manual behavioural coding. Following this, the main goal of the project is to 
study behavioural synchrony in freely interacting marmosets in the pre-task and post-task videos. Once the 
ID switching issue is resolved, we will overlay the poses of individuals along a central axis and quantify 
synchrony by comparing the 3D time series of their corresponding body parts using recurrence analysis. We 
would expect a greater increase in behavioural synchrony and proximity after a successful prosocial task than 
the joint reward task, which would in turn be greater than the increase in synchrony after the individual task. 
We would also expect that the increase in synchrony is positively correlated with the level of prosociality in 
the prosocial sessions. In the longer run, this automated tracking and 3D reconstruction can be implemented 
in a larger enclosure to track entire groups of marmosets, study group interactions and develop behaviour 
classification algorithms from the pose of marmosets. 
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Appendix 

The following tables contain the estimated parameters of camera calibration for the two pairs of cameras 
from MATLAB StereoCameraCalibration. The camera intrinsic and extrinsic parameters were estimated by 
detecting corners in paired checkerboard images. The mean reprojection error measured in pixels is a measure 
of the accuracy of the estimation. 
 
Camera model 
 

Appendix 1. Camera model features estimated for each pair of cameras 

Features Left Cameras  Right Cameras 

No. of distortion coefficients 3 3 

Compute skew 1 1 

Compute tangential distortion 1 1 

No. of boards 241 238 

Checkerboard corners 28 28 

World units mm mm 

Mean Reprojection Error 1.4716 0.6998 
 
Camera intrinsics 
 

Appendix 2. Camera intrinsics estimated for each pair of cameras 

Parameters Left Cameras Right Cameras 

Camera 1 Intrinsics 
Focal length [2711.6 2668.7] [2609.9 2471.6] 
Principal Point [−68.165 158.146] [799.908 420.996] 
Image size [1080 960] [1080 960] 
Radial distortion [−0.6341 1.4237 −3.2059] [−0.5655 0.3410 0.0605] 
Tangential distortion [0.011 −0.0016] [0.0055 −0.0028] 
Skew 19.5268 -18.9653 

K 4
2711.6 19.52 −68.1
0 2668.7 158.1
0 0 1

9 4
2609.9 −18.96 799.9
0 2471.6 420.9
0 0 1

9 

Mean Reprojection Error 1.3068 0.6657 
Camera 2 Intrinsics 
Focal length [3056.7 2412.1] [2809.8 2448.5] 
Principal Point [−718.479 307.2416] [1163.2 364.079] 
Image size [1080 960] [1080 960] 
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Radial distortion [−0.5153 0.3291 −0.3197] [−0.5907 0.7318 −1.3541] 
Tangential distortion [0.0018 0.0274] [0.0012 −0.0284] 
Skew 83.7254 -27.3469 

K 4
3056.7 83.72 −718.49
0 2412.1 307.24
0 0 1

9 4
2809.8 −27.34 1163.3
0 2448.5 364.07
0 0 1

9 

Mean Reprojection Error 1.6365 0.7339 
 
Inter-camera geometry  
 

Appendix 3. Geometric relation of Camera 2 with respect to Camera 1 

Parameters Left Cameras Right Cameras 
Translation 
matrix [1288.5 −15.879 148.983] [−1.143 −119.637 288.81] 

Rotation 
matrix 4

0.0839 −0.0321 −0.5421
0.0013 0.9984 −0.0571
0.5431 0.0472 0.8384

9 4
0.8115 −0.2139 0.5438
0.1884 0.9767 0.1030
−0.5531 0.0189 0.8329

9 

A �
0.0839 −0.0321 −0.5421 1288.5
0.0013 0.9984 −0.0571 −15.879
0.5431
0

0.0472
0

0.8384
0

148.983
1

� /
0.8115 −0.2139 0.5438 −1.1434
0.1884
−0.5531

0.9767
0.0189

0.1030
0.8329

−119.637
288.81

0 0 0													 1

3 

Fundamental 
matrix 4

−0.000 −0.000 0.0013
−0.0001 −0.000 −0.4858
0.0317 0.4714 −7.7859

9 4
0.000 −0.000 −0.0301
−0.0001 −0.000 0.5041
−0.0238 −0.4121 28.678

9 

Essential 
matrix 4

−8.8 −149.5 −4.8
−574.7 −65.6 −1161.0
15.0 1285.9 −82.1

9 4
11.8 −284.3 −129.4
−398.1 −40.1 1109.3
−118.4 −1142.3 −52.7

9 

 
 

 


