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Abstract

It is an interesting task to view the entire universe using quantum mechanics.
(Here by the entire universe I mean both the space-time and matter.) And the
question of how to do so has been pondered upon by a few minds including
those of Wheeler, DeWitt, James Hartle, Stephen Hawking etc. As answers to
many questions two formalism viz, the path integral formalism and the canonical
formalism were introduced and used to understand the quantum aspects of the
universe (or Quantum Gravidynamics). These allow one to construct, for very
simple model universes, their wavefunctionals and consequently calculate the
expectation values of required observables.

In the following sections we will start by familiarizing ourselves with the
concept of wavefunctionals with a couple of simple model examples from QFT.
Following this, we look at the Path integral formalism developed for quantum
gravidynamics and summarize a paper which points out an inconsistency in two
age old proposals. I will keep the canonical formalism for later, as it becomes a
crucial part of the second half of the project. Here, I will briefly introduce a few
problems faced in the canonical quantization. Thereafter we will understand
Geometric Quantization as it gives a natural Hilbert space construction for the
respective classical systems. This will allow us to understand better the Hilbert
space problem in the canonical theory. As work is still in progress, I conclude
this thesis by remarking on how Geometric Quantization comes to the rescue.
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Chapter 1

Wavefunctional in de Sitter
space

1.1 Introduction

In this chapter, we familiarize with the concept of wavefunctionals in QFT.
Using a few of their simple properties rediscovered and presented below, we
proceed to calculate the same for the case of a scalar massless field in the static
de Sitter spacetime background.!

1.2 Wavefunctionals

Given an action describing the evolution of fields, one could construct a Hamil-
tonian operator from it using the usual procedures of first quantisation. The
resulting operator consists of functional derivatives instead of the usual deriva-
tives with respect to classical observables. The eigenstates of this operator are
then represented as functionals on the space of possible field configurations.
These, and their superpositions are called wavefunctionals and describe the
quantum state of the system. These wavefunctionals can be seen as giving the
probability for the occurrence of a particular field on the space-like hypersurface
corresponding to time t. To familiarize ourselves with the concept we will begin
by examining two simple sample wavefunctionals. Here, I will not construct
them from a given action, as the concept will be described in much greater
detail in the upcoming chapters.

For now, let’s begin with the simple case of a Wavefunctional corresponding
to a free scalar field in a static spacetime background. As the action has no
interaction terms, the wavefunctional takes the form of a Gaussian as below,

IThis part of the work was done with Sheryl Mathew and Mrunmay Jagadale, S.N.Bhatt
students under Dr. Suvrat Raju



U(¢) = of J S5 o@o)d vd'

Here, if we assume homogeneity and isotropy of the universe, then G(x,x’) can
only be a function of |x — 2z’|. The two point correlation function for this, given
by,

<o) o) >= 5 [ e (= [ 606l e )ow)ot) Do

where,
N = /exp<f/gb(x)gb(:c')G(z,a:’)dxd:r’)ng

is the normalization constant, can be calculated (see Appendix A) to find,

<o), oY) >= G (y,y).

Here G~!(y,y') is defined such that [ G~!(y,x)G(z,z)dz = §(y — z). Similarly,
any higher n-point correlation functions can be calculated (Appendix A). We
realize that when n is odd the correlator vanishes and when n is even the corre-
lation functions can be written in terms of the sums of products of the the two
point correlators. The above calculation can be done in the momentum space
too, that is, with ¢(k). Since G(x, z')depends only on |z —2'|, in the momentum
representation it can only be of the form G(k). The two point correlator in this
space is given by,

(e(k)g(k')) = (2m)*3(k + k') /G (k)

Proceeding to a slightly more realistic example of an interacting scalar field,
the wavefunctional looks like e~ where S is given by,

S:/G_l((El,$2)¢($1)¢($2)d$1d1'2+A/C(irh1’2,$3)¢(£E1)¢($2)¢(1’3)d1’1d1’2d1}3
+A2/D($17$2,5637$4)¢($1)¢($2)¢($3)¢($4)d$1dl‘2d$3d$4

Here, A << 1 and hence the second and third terms can be treated as pertur-
bations. To calculate the three and four point correlation functions we take a
series expansion with respect to A and obtain results dependent on G~!(z,2’),
C(z,2',2") and D(z,2’, 2", 2""). The entire result and the corresponding Feyn-
man diagrams are given in Appendix A.

Using the above properties of a wavefunctional we can write down its ex-
pression in different spacetime backgrounds if we know the correlation functions
of the field in the corresponding background. Hence, in the next section we will
calculate the correlation functions in de Sitter spacetime (using second quanti-
zation). But, before we look at the wavefunctional in de Sitter spacetime, we



will also calculate the correlation functions in Anti de Sitter spacetime. Here,
we will discover a surprising relation between the correlation functions in dS
and Ads which will help us reinterpret the function G=*(z, 2’).

1.3 Correlation functions in de Sitter spacetime

Since, we are considering the static background case, the Lagrangian for the
evolution of a free scalar massless field is,

1
L= / VIV (@)
where, the length element is taken to be 2,

ds? = —da? + R(wo)(dz? + da3 + da3)

In terms of the conformal time 7, defined such that, dzg = R(n)dn, R(n) takes
the form, R(n) = %n This gives the following form of the length element,

a?(—dn? + dz? + dz3 + dz?)

2 _
ds® = o

where o = % Given this, the Euler Lagrange E.O.M becomes,

2
0=1[-0;+07 + 05+ 05 + 58,7]¢.

with solutions,

oo . R A3k
o(x,n) = / (a(R)e ™S Y () +a (e~ I Y (k) s) 755
R TR RN Gy s K
= (‘I(k)WHg (/W?)Ak +a (_k)nQH% (kn)Ak)e (2’/’(’)3
The corresponding conjugate momentum is,
2 2 Ty 2er(@) Vv b v 8D v ks Ok
W(z,n) = R9¢ = R” [ (a(k)(n>Hy" (kn)) Apta' (=k)(n=Hy " (kn))"Ar)e (2n)?

Now we require these operators to satisfy the following equal time commu-
tation relations,

[o(z, ), U(y,n)] = 8°(x —y) [d(z,n),d(y,n)] =0 [H(z,n),I(y,n)] =0

and,

[a(), a (k)] = (27)383 (k — K').

2See appendix B



This restricts our normalisation factor Aj to take the value, A? = WHTZ. This
then gives,

(84 (n)) = A3 (o) (0] [a(F), a! (%) [0)

which in the limit n — 0 becomes
2

P (r(m i () = (2m)°6% (k — kj)%

1.4 Correlation functions in Anti de Sitter space

Now let us do the same calculation above for Anti de Sitter spacetime. Here,
the length element is given by,

o (—dt? + da? + da3 + dz?) ,
52

Given this, the E.O.M for the scalar field becomes,

02¢p — 02¢ — 0%2¢ — 02
t¢ z¢ > y¢ z¢+2az¢:0

ds? =

z 23

with solutions,
¢($) _ 23/2(]3/2(]{}2)674];@7“‘%); Z3/2J73/2(kz)67L(E.i’7wt) )

Here, k? = w? — (k)2. Since, the Bessel functions of negative order blow up near
z = 0, normalisable solutions to our E.O.M correspond to the first kind only.
Given this, we may write our field ¢(z) as,

d*kdw 3/2 —u(k.Z—wt) 3/2 1 —u(k.Z—wt)
p(z)=C G (2*%ay, e Jg/a(kz) + 2 ag € J3/2(kz))

and the corresponding conjugate momentum as,

—t d?kdw (A —(FF—w
z) =5 = ?C’/T(?’/Qa,;,we (k. t)Jg/Q(k’Z) — z?’/Qa;we (k. t)Jg/Q(kZ))

Now, these operators, should satisfy the following equal time commutation re-
lations,

(6(z,2,t),0(x', 2/, 1)] =0 [IL(Z,2t), (2,2, )] =0 [¢(z,2,1), (2,2, 1)] =16°(x —2")5(z — 2)

and,

[ak,w a;%, w,] = (2m)36%(k — K)o (w — ).

3see Appendix B



The above conditions require our normalization constant to take the value,
C :\/g . Hence, in the Fourier space the field takes the form,

o(k,w, 2) :\/i(a,;,w +al ;)2 05)0(k2))
The corresponding two point correlation function is,
(p(k,w, 2)p(K' W', 2)) = (21)30% (k + K)o (w +w ) 5 3/2J3/2(kz) /2J3/2(kzz’)
When z = 2’ in the limit z — 0 this becomes,
(p(k,w, 2)p(E' W, 2)) ~ (2m)362(k + B (w + w')2%K3

Remark: We observe from the above calculations that the two point corre-
lators in dS and AdS spaces are inversely related. Also, from section 1.2, we see
that the two point function for a Gaussian Wavefunction is

<o), o(y) >=G ' (y,9)

. Therefore, at least at this order, we may conclude that the wavefunctional
corresponding to de Sitter space may be written as,

1
\II[(M = ElL’p[/ §<ﬁlﬁg>¢1¢2dxld$2]
where <ﬁ’1 @’2> is the AdS two point propagator at the boundary.

In the following section we go on to calculate the three point correlator in
AdS space.

1.5 3-point correlation functions in AdS

1.5.1 Propagator in AdS

The Greens function satisfies the equation,
2 1
[- ;@ + 27(—8,52 +02 + 02 +02)|G(z,2',2,2") = 6(x — 2')5(2 — )

Therefore we have,

[ (02, +02, +07—07) — 2(‘3]G(x,x’,z,z')zé(x—x’)é(z—z’)

’ dgp o0 . ’ d3p
2 2 2 —1p(z—z ) _ ) —ip(z—a’)
[ (05, + 0, +0; — / G(p,z,2") @n) 0(z—=z )/_Ooe on)

=l —ip(x—a’ dgp > —in(o—a' dSp
/ [?(wz—kQ k3 + 0?) — p 3]G(p,z,z)e p( )(27T)3_6(Z_Z,)/ e—ip( )

— 00

4Now it seems that this is true at all orders. For further details take a look at [1]



Since Bessel functions of the form J,[kz] for all real positive values of k,
form a basis in the space of functions, exactly like e’**, we could write the two
point correlator as,

G(paz"z/) = / G(p7kazl)23/2‘]3/2(kz)dk
0

Apart from this, Bessel functions also satisfy the closure relation,

o(u—w)

/0Oo 2o (ux)do(ve)de =

Given the above two properties, one can write the Green’s Function as,

00 o 9 3/2 /3/2kJ k)] % —p.(B—z"") 13
G(x,z;2', 2) :/ / FE 3/2(k2)J3/2(k2")e d psdk
—oo J0

(p? — k) (2)

1.5.2 3-point correlator

Here, we will calculate, the three point correlator corresponding to the following
Lagrangian with cubic interaction term.

L= [ VRV i

As will be described in the next chapter, Feynman Path Integral approach
gives us a wavefunctional corresponding to the above Lagrangian as ¢*® (where
S is the action). This corresponds to,

exp [ | VEaTe@) et

From the above we find the form of the three point correlators and find
their Fourier transform with respect to the translationally invariant coordinates.
This, leaves us with,

1. ! 1. ’ 1. /
R A e

Now, from the expression above for G(p,z,2’), its form as z — 0 can be ob-
tained as,

: _ .3, —we _ .3 3/217(1)
lim G(p, z,2) = =% 7% (1 +12'p) = 2°(p2')*/*Hy jy (p2')



Therefore,

!/

o d
| 6tz )G 206 0 ) T

729/ {efb(k1+k2+k3)2'(1 + LZ’)(kl + ko + k3)—
0

dz’

Z/4

2/2 (klkz + kzkg + klkg — LZ/g(klekg))} (11)

o0
= —2%lim [e_‘(k1+k2+k3)zl(1 +02") (k1 + ko + ksg)—

e—0 6

dz
22 (k‘1k‘2 + koks + k1ks — LZlg(klk‘gkg))} 7/2;4

Evaluating this integral from € to co we observe that the terms diverging as

% and }2 are contact terms. These are hence removed to give,

<¢(k_17 w, Z)¢(k?27w,7 Z)d)(k_&w/a Z)> :(QW)SCSS(El + ]22 + E3)(1/18) |:2(k1 + k2 + k3)3
+ 6(k} + k5 + ki — 3k1koks)
- 3(k§” e kg) (1.154 +ur

+2log (ve(k + k2 + ks)) )|
(1.2)

Similarly we observe that any term analytic in two or more momentum vari-
ables should also correspond to delta functions or their derivatives when Fourier
transformed. Consider a term of the form f(ky, kg, k3)83 (k1 + ko + k3). Fourier
transforming this to the position space, we get,

/f(fﬁ, foo, —k1 — ko)e ™R (@1=Ta) —tha (Z2=%5) 4k,

The analytic terms in our expression are of the form, f(ky, ko, k3) = k3 k3mE3n,
where [, m,n are non-negative integers. Now from the above equations we
see that if the three point correlation function is analytic in at least two mo-
menta k; and k;, then their Fourier Transform corresponds to terms of the form
§3(z; — x;) or their derivatives. Hence, these too correspond to contact terms
and are to be removed. Consequently, the three point correlator becomes,

N N / N / (271—)3 3 3 3
(Bk1,w, 2)0 (2, ', 2) (', 2)) == ((k1 K2 4+ k3 log(ky + ko + ks)

+ klkzkg)a?’(l?;l + Foo + F3)
(1.3)



Chapter 2

Path Integral Formalism

2.1 Introduction

In the previous chapter the wavefunctionals that we considered were on a static
space-time background. Now, let’s proceed to understand the evolution of
both the space-time and the matter fields quantum mechanically. Quantum
gravidynamics is the name given to the quantum theory of the entire universe
(space-time and matter fields). As, in the previous cases of QFT and QM, the
wavefunctionals describing the states of systems in quantum gravidynamics can
be obtained by both the Feynman Path Integral formalism and the Canonical
theory. In this chapter we will try to understand the former.

2.2 Formalism

Let’s begin by reviewing the case of quantum field theories on a static space-
time background. The quantum mechanical amplitude of a history or a field
configuration in this case is given by,

EICIER)

where S(¢(z,t)) is the action describing the dynamics of the field ¢(z,t). Given
this amplitude, one can construct the amplitude for other restricted observa-
tions from the superpositions of all allowed histories. For example, since time
is a well defined quantity here, one could look for the amplitude corresponding
to the fields ¢1(x,t = t;5,) and ¢o(x,t = t5) on the hypersurfaces corresponding
to the times ¢t = t;, and ¢t = ty, respectively. In this case, we will have to
sum the amplitudes of all field configurations which satisfy the boundary condi-
tions ¢1(z, ;) and ¢o(z,ty). This, then gives us the transition amplitude from

o1(x, tin) to da(z,ty) ie.,
¢2(thf)

(61(2, tin), ol 1)) = / SN g,
b1 (x,tin)

10



The wavefunctional may then be obtained as the transition amplitude from a
fixed initial condition to any possible value of the function ¢(x,t = t¢) at the
final time ¢ ,i.e.,

D(x,ty)

(D) :/ eS@@0) g4
$1(z,tin)

The initial conditions specified, determine the state.

Now, the square of the wavefunctionals in QFT give us the probability of
occurrence of a field on a hypersurface at time t. In quantum gravidynamics
the wavefunctionals are similarly expected to give the probability of occurrence
of a particular space-time geometry and field. A generalization of the path in-
tegral formalism in QFT can then be constructed for this case. But, now the
concept of time is not well defined. What then is analogous to the above case,
where we described the boundary conditions as corresponding to a particular
time? In quantum gravidynamics, boundary conditions are specified on space-
like hypersurfaces. That is, if the amplitude corresponding to a particular field
configuration (or history) and four geometry is given by,

PECICRIR M CRI))

then the transition amplitude is defined with respect to the values of the field
and the four geometries on an initial and final spacelike hypersurface.This is then
obtained by integrating over all possible field configurations and four geometries
with the specified boundary conditions on the specified boundary hypersurfaces.
Now, it is easy to specify the fields on a hypersurface, but what about the four
geometry? Given the set of all four geometries in which a particular spacelike
hypersurface occurs (but the geometry is allowed to vary off the surface), we
can choose to represent all of them in a fixed gauge near the surface. Having
done so the four geometry is now described by just the spatial metric (h;;) on
the hypersurface. Then, specifying the four geometry at the boundary corre-
sponds to specifying the spatial metric on the spacelike hypersurface. That is,
the transition amplitude is written as,

.0’
(higs ¢lh; ¢') = / e S0t an @ g 69
hij,®
Given this, the wavefunction corresponding to a particular state (specified by
its initial boundary condition) is given by,

(¢, hij) = /(b’h” e300 (2:1) gy g
hi ¢!
Now, an interesting state to study would be the ground state. But given that
in closed universes the concept of energy is not well defined, exactly as is the
case with time, what does the so called ground state mean? Hartle proposes
that the ground state could be the one corresponding to the state of maximum
symmetry. To obtain such a wavefunction from the above path integral Hartle

11



and Hawking propose to extend the conclusion of the following argument in
the case of usual Quantum Mechanics to Quantum Gravidynamics. In QM, !
consider the following transition amplitude,

<.’17,0|0,t/> _ Z’(/JZ(.%‘)’(/JH(O)e_LE"t _ /ebs(x(t))éx(t)

Wick rotating time to t — —¢7 and taking the limit 7 — —oo gives, having
normalized the groundstate energy to zero,

e (@) (0) = / &1 5 ()

That is, the path integral corresponding to the Euclidean action gives the ground
state in the limit 7 — oo. Hence, Hartle and Hawking propose that the ground
state in quantum gravidynamics, should similarly be defined by the path inte-
gral corresponding to the Euclidean action i.e.,

@.hij
U yrna(@, hij) = / e 1@ ) 94 Dl
Ginshijin
The advantage of the Euclidean path integral (atleast in the case of usual QM
and QFT 2), is that, it is convergent. On the contrary the oscillatory integral in
a Lorentzian path integral is not trivial to compute and need not converge. This
is where Turok et al brought Picard Lefschetz Theory to rescue the Lorentzian
Path Integral. Before we look in detail the proposals of Hartle & Hawking, and
Vilenkin, let’s understand Picard Lefschetz Theory in some detail.

Lderivation from the Hartle Hawking paper cited as [2]
2We will see in Chapter 4, that in the case of quantum gravidynamics, the Euclidean path
integral does not converge.

12



Chapter 3

Picard Lefschetz Theory

Picard Lefschetz theory prescribes a way of writing oscillatory integrals of
the form febs(ri)d"x, where z; € R, i ranges as 0 < ¢ < n and S(z;) is a
polynomial in z;, as a sum of convergent integrals. Given that the function
S(z;) lives on R™, we begin by complexifying the domain to C"*, and defining
the holomorphic function S(2;).2.0n the complexified domain manifold, we in-
troduce the Kéhler metric,

1
ds? = §(dzi ®dz +dz ®dz;)

and the Kahler form Q = %dzi A dz; (here a sum over the i’s is understood).
Now, lets define the following for 15(z) = I(2), 3

h= Re(r) = 221 H=1m() ==L
2 2

Proceeding to find the critical points of 1(z) we realize the following.

Given a holomorphic function of z; such as I(z), the Cauchy Riemann con-
ditions imply that 9;I(2) = 0. It then follows that if 2, is a critical point of of
I(z), i.e., if 3;I(z) = 0 for all i’s, then, 9;h(z,) = 0 = J;h(2,). This implies that
the critical points of I(z) are critical points of h(z) too. The converse of this
statement can also be easily proved, allowing us to say that the set of critical
points of I(z) and h(z) are equivalent. Lets name this set o and its elements z,.

Now that we know that we do not miss any critical points of I(z) while work-
ing with h(z), lets go on to define the ascent and descent curves (parametrised

IThis chapter is based on the appendix of [3]. Hence most of the notation will be similar
to this reference.

2Here we are concerned only with Euclidean domains for the function S(z;). The theory
is in general valid for affine varieties % for which a complexification 2 exists such that g =y
for all y € # - Reference- (3]

3Hereafter, I denote by z or x the n tuples of z; and z; respectively.

13



by t) from each of «;. The later is defined as,

dZi oh 5 = dZTi oh
2 &1 =—2— =
&Z ’ de 6Zi

de - 85i:

—0;1

These are so called because the value of h decreases monotonically along these
curves.

dh _ —20;h0;h < 0
dt

Similarly one may define the ascent curves given by,

dzi Oh
dt — "oz

dz; oh

along which the value of h monotonically increases. But, along these curves the
value of H is conserved since,

dH _ dz 0H %8H_il 15T = =

dt — dt 9z ' dt 9z ' ‘
where the ‘+’ corresponds to the ascend curves and ‘-’ corresponds to the descent
curves.

Given the Kéhler symplectic form {2, one can understand the ascend and
descend curves as solutions to Hamiltonian flow equations, where the role of the
Hamiltonian is played by H. This becomes evident when we rewrite the ascend
and descend equations as the following,

dz;

dZi
11 Z I ]
{ ) }

dt

= {H,z)

4

7

where the Poisson bracket defined by the Kahler two form is

{f, 9} = —2u(0: fO;9 — 0; fBig)

What we have in our hands right now is the collection of all ascend and
descend curves originating from all critical points of the holomorophic function
S(z). Of these, the ascend ones are such that the integrand e*® (2) diverges as
z — oo, while the along descend ones it converges to zero.

Intuitive picture of relative Homologies: Relative homologies on C™
can be intuitively thought of as the set of all paths connecting two distinct
regions of the space. It is represented as H(Z2", %#';Z) which is to be understood
as the set of paths connecting regions 2 and % in C".

Now consider the following definitions,
1LHZ , Z_r;Z): Let T >> 1, and Z_1r = {x € Z|h(z) < =T}. Then
H(Z', Z_r1;7Z) represents the set of paths on which the integrand erS(2) con-
verges.

4Geometric quantization is dealt with in detail in Chapter-6

14



Similarly if 2’7 = {z € Z'|h(z) > T}, then H(2Z", Z'T;7Z) represents paths
on which the integrand diverges.

2. Lefschetz Thimbles corresponding to the critical point a: A
descend (ascend) Lefschetz Thimble corresponding to the critical point « is
defined as the moduli space of the end points of a solution (c(t)) of the descend
(ascend) equations such that ¢(—oo) = . That is,

{c(0) € Z7|¢(t) = £{Iml,c}, c(—0) = a}

Here, ‘-’ corresponds to the ascend thimble and ‘+’ corresponds to the descend

thimble.

Now, a very powerfull fact which underlies Picard Lefschetz theory is that
the set of all descend (ascend) thimbles corresponding to all critical points of
S(z) is the exhaustive set of generators of H(2", 2_1;Z) (H(Z , Z'T;7Z)). This
allows one to evaluate the integral of e*5(*) along some integration contour as a
sum of convergent integrals. Lets see how.

An incredible advantage of the structure constructed above is that Im(1S(z))
is constant, i.e., along the thimbles one does not have to deal with oscillatory
integrals. Now, to ensure the same for the decomposition of the original inte-
gration contour into thimbles, we define the following pairing operation. If ¢,
and 7, are respectively the descend and ascend thimbles corresponding to the
critical point «, then,

(o Hi) = Bap-

Given this, if .Z denotes the initial integration contour, define,

Ng = <$, %>
Then,

f:Zna/a

Hence, we have found a decomposition of the intial integration contour conver-
gent integrals.
A Thing to notice about the above decomposition:

Not all the critical points of S(z) are included in the new contour.For example,
if a critical point has A > 0, then the ascend lines will not intersect the initial
integration contour corresponding to . as on it h = Re[1S(z)] =0. Hence, we
realize that a semi-classical approximation following the above decomposition
picks only certain critical points.

Let’s consider an example.

3.1 Example

Let S(z) = 2® + x defined on R. Complexifying the domain we end up with C.
The holomorphic extension of S(x) is S(z) = 2%+ z, where z = z +y. It follows
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that,

h = Re[tS] = —(3yz* — y* + y), H=Im[S] =2 - 3y*x + =

The critical points corresponding to this are, a; = (0,%) and a1 = (0, \;—%)
Now the value of h at each of these critical points viz., ;/—25 and %, respectively
says that the deformed contour passes through the critical point «; and not
2. This can be seen in the plot below showing the ascend and descend curves
corresponding to both the critical points.

The initial contour is shown in black line in 3.1a and similarly the deformed
contour in 3.1b. Now since the new contour contains a critical point, one can
carry out a saddle point approximation around it. This gives us the integrand,

L R CSa

to be integrated along the deformed contour. Now, if the value of A << 1 and if
the tangent to the contour at the critical point is parallel to the real axis, then
one can approximate the above integral as,

/ el(ﬁz)dz :/ e%(%fm(zfalf)dz N/ e%(‘
z+iIm(a)

el a

~3/3(z—a1)*) g

&l

z

where the second integral is taken along the line x 4+ ¢Im(«). This then is the
usual Gaussian integral, over the real line i.e.,

L(=2 -2/3(z—Re[a1])?) — —2 mh
eh\a/3 dz = exp(——= 5. /o
/ P57\ 2v3
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Figure 3.1: Deformation of .Z on to relevant Lefschetz Thimbles

The blue and purple shaded regions correspond to h > 0 and H > 0 respectively. The ascend
(in red) and descend (in green) from both the critical are shown.The initial integration contour
is shown in black in figure 3.1a. Since the only ascend curve which intersects .Z originates
from the critical point above, the contour is deformed as in 3.1b
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Chapter 4

How did the universe begin?

In this chapter we will take a look at two proposals for the beginning of the
universe: 1) “No boundary proposal” by Hartle and Hawking; 2) “Universe from
nothing” by Vilenkin. We will also summarize the conclusions of a recent paper
by Turok et al, which based on the sound mathematical prescription of Picard
Lefschetz Theory suggest that the above two proposals cannot be right.

4.1 No Boundary Proposal

This proposal consists of two parts, the first of which I already described in
the chapter on path integrals, is that the ground state may be described by the
FEuclidean path integral,

P5hij A
Uy, hij) = / e 1) 9 Ph,.

Ginshijin

The second part of this proposal tells us what class of geometries to sum over.
Now, according to Hartle and Hawking this class should include only all possible
compact Euclidean geometries. One might think that since we are trying to
find the ground state of the wavefunction, we should sum over geometries which
tend to maximally symmetric spaces at infinity. This in the case of A < 0
corresponds to euclidean flat space and Ads spaces. But Hartle and Hawking
argue that, these are valid expectations for particle scattering experiments and
are not necessary for cosmological problems where one is concerned only with the
bulk. Also, even if the entire class of non compact geometries with maximally
symmetric asymptotes is taken, the major contribution to the path integral will
come from non compact spaces which are a disjoint union of a compact and a
non compact geometry. The former will have a boundary whereas the latter will
have no interior. Given this, we are back on the proposal that we need to sum
over only compact geometries.

Even so, for the general case, one will have to sum over all the dynamical
degrees of freedom. These degrees of freedom are described by the functions
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corresponding to the spatial part of the metric and all regular field configurations
in the universe. Together these form the ‘Superspace’. Calculating a path
integral in the full Superspace is not tractable. Hence, as has been explained
again in the chapter on canonical formalism, we consider a subspace called the
Mini-Superspace. This corresponds to a homogeneous and isotropic universe
with a single scalar field or a cosmological constant. Homogeneity and isotropy
imply that the only degree of freedom for the gravity part is the scaling factor.
Also, both the scaling factor and the scalar field are independent of the spatial
coordinates.

Let’s see what the Hartle-Hawking proposal implies for the case of gravity
with a positive cosmological constant in Minisuperspace. The line element in

this case is !,

ds* = —N?dt* + a*(t)dQ?

where dQ2? corresponds to the metric of a three sphere. The action then becomes,

S = / (/IR +v/gA)d e (4.1)

1 -2
=272 / [— 3aaﬁ + N(3a —a®A)]dt (4.2)
0

Here the range of t is taken to be 0 to 1 (The infinite integration range of t is
substituted by an integral over N in the path integral from 0T to oco). Now,
taking ¢ — —¢7 the amplitude corresponding to the Euclidean action becomes,

6(2772) [01 [3a%+N(3a7a3A)] dt

Now for the Euclidean path integral, the boundary condition on the final three
hypersurface corresponds to a particular value for ag = a(t = 1). Given this the
sum over all compact Euclidean four geometries will imply an integration over a
in the range 0 to oo apart from an integral over N (lapse function). The former
can be understood as the universe starting from zero volume with a(t=0)=0.
Then the Euclidean wavefunction corresponds to the following path integral,

\I/(ao) = //OO e(27r2)f01 [Sa%-}-[\[(ga_a?’/\)]dt‘@a dN
0+

Now, the above is not convergent for integration over real values of the scal-
ing factor?. Hartle and Hawking try to resolve this issue by picking a complex
contour of integration for a. This then allows them to obtain a saddle point

Inotice that while taking the above line element we have chosen a particular gauge. This
becomes necessary when we calculate the path integral over all possible geometries lest we
over count them.

2The divergence of the path integral as a result of wick rotated time is an important issue.
We will discuss about the same in section 4.3
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approximation given by, 3

122 [A 3.3
U(a) o< e A cos(4m? g(ang)Z)

In the following, we will consider Vilenkin’s proposal and compare the form
of wavefunction obtained by him with the above.

4.2 Universe from Nothing

Vilenkin proposes a model in which some of the unanswered questions about the
initial state* of the universe are naturally avoided. He suggests that the universe
could have tunneled out of “nothing”, with finite size and then continued with
its classical evolution. Here, by “nothing” he means “a state of no classical
spacetime”. The idea of “nothing” will become clearer as we move through this
section.

Let’s motivate this idea for the de sitter space. The scaling factor for this
four geometry goes as, a(t) = H ‘cosh(Ht) and hence for t < 0 the universe
contracts while for ¢ > 0 it expands.> Now, if a(t) was the coordinate of a
particle, this would correspond to a particle bouncing off a potential. What
Vilenkin proposes is that, the universe could have tunneled out of this potential
with a finite size given by a(t = 0) = H~!, and then continued expanding for
t > 0.

Let’s make this analogy concrete and see what wavefunction does it pre-
dict for the universe.The action for a homogeneous and isotropic universe with
positive cosmological constant is as given by equation 4.1 where R is evaluated
for the dS metric. Now, the tunneling probability for the wavefunction is de-
scribed by the Euclidean solution to the above action. This can be obtained by
Wick rotating the time in the classical solution a(t) = H ~'cosh(Ht), and gives,
a(t) = H 'cos(Ht). This Euclidean solution (which happens to be compact)
is a called the de Sitter instanton, and corresponds to the "nothing" state for
this system. Given this, the tunneling of the universe may be pictured as in the
diagram below 6.

The Schroedinger equation corresponding to the above action is given by,

o ,0 3
(a7 P=—a? — — (l
da  Oa 2G
Here, unlike other quantum mechanical systems, the eigen value for a system in-
cluding gravity can only be zero because of the diffeomorphism invariance of the

)?a2(1 — a*H?))T(a) = 0

3For details refer to "Wavefunction of the universe" by Hartle and Hawking [2]

4Like the origin of the thermal state of the universe, what exactly is the Big Bang? etc

5H is the Hubble’s constant and as per Vilenkin’s convention H? = %A. Hartle on
the other hand uses a different notation and hence for this section, take H2 = kA for some
constant k.

6The diagram is from Vilenkin’s Birth of Inflationary Universes paper|[4]

20



Figure 4.1: Vilenkin’s Tunneling Proposal

theory. The first term is a generalized operator form for a few possible operator
orderings. Now, given this Hamiltonian constraint, U(a) = (S—g)zaQ(l —a’H?)
acts as the potential. For values of a < H~! the solution to the above has an
exponential form, whereas for a > H~! the solution is oscillatory. Their WKB
approximations are as follows”,

1) 0 < a < H~! (under Barrier solution)
\I’gzl)(a) o ezp(ifaHil \p(a’)\da’)

2)a>H!
\I/(f)(a) o e:cp(ﬁ”ffj—l ‘p(a/)‘da,¥%)
1

where p(a) = (—2U(a))?. Now, in the second set of solutions the plus sign
corresponds to outgoing wave whereas the minus to incoming waves. Since,
the tunneling solution should correspond to the outgoing wave, in the region
a > H~! the plus signed solution is to be picked. Now, corresponding to this,
the under barrier solution will have to be of the form,

V(o< H )~ ‘I'(f)(a) + %llf(,z)(a)

Where, the contribution from the second term is negligible. Now, one can solve
the Hamiltonian constraint for 0 < a < H ! near the potential barrier such that
it tends to \I!f) (a) as a gets smaller (away from the barrier) . This solution can
then be analytically continued to obtain the solution above the barrier. Doing
so we end up with the following form of the wavefunction,

2772 3
U(a>H ') ~e wnze aam (@ H -2 (4.3)

"The following equations are from Vilenkin’s Creation of Universes paper [5]
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As can be seen from equation (4.3), the wavefunction corresponding to Vilenkin’s
proposal has a suppressed exponential unlike that derived by Hartle and Hawk-
ing. Also, it has been rightly observed by Vilenkin that the Hartle-Hawking
solution corresponds to a superposition of a contracting and an expanding uni-
verse. And that this is to be expected because the path integral that they
started out with was real and hence will give a superposition of a wavefunction
and its complex conjugate. Hence, Vilenkin proposes that the ground state
wavefunction should be obtained from a Lorentzian path integral instead of a
Euclidean one, and summed over compact Lorentzian geometries.

4.3 Evaluations using Picard Lefschetz Theory

In the section on Hartle-Hawking proposal we saw that Wick rotating the action
for gravity led to a divergent integral with respect to a. This is because of the
negative kinetic energy terms associated with the scaling factor. That is, unlike
on-gravitational systems where the Euclidean action results in an exponentially
suppressed path integral, path integrals corresponding to gravitational systems
diverge because of the negative kinetic energy contribution. Hence, Turok et al
believe that instead of Wick rotating, Lorentzian path integrals should be stud-
ied as such. This becomes possible with Picard Lefschetz Theory. In this case,
the semi-classical approximation corresponding to the case of pure gravity with
a positive cosmological constant results in results in the following wavefunction.

U(ap) o e~ K —un?/Fad-4)8

This agrees with the result that Vilenkin obtained but not Hartle and Hawking.
This may be understood as follows. Since in the semi-classical approximation,
only the classical solutions have a major contribution, we can write the metric
as (using Friedmann equations),

dq?
ds? = ———F—— 4 ¢qd03
4g(3Aq - 1)
where ¢ = a® Now, for ¢ > % the metric is Lorentzian, while for 0 < ¢ < % it is

Euclidean. ¢, = % is where the Lorentzian classical solution bounces.We then

take the branch cut such that it runs from the point ¢, leftwards. Now while
integrating over the q variable in the path integral in the range 0 to q; = a3, one
has to choose a contour of integration avoiding the branch cut. It seems that
Picard Lefschetz Theory corresponds to taking the contour which passes below
qp» whereas Wick rotation corresponds to passing above it. This is illustrated in
the figure 4.2.

Hence, trusting the mathematical foundations of Picard Lefschetz Theory one
is forced to conclude that the semi-classical approximation obtained by Hartle
and Hawking has the wrong sign.

But so what if this is true? Turok et al go on to calculate the semi-classical
approximation for gravity plus gravitational waves (perturbations). The action
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Figure 4.2: The above figure shows the integration contour corresponding to
Hartle Hawking calculation (HH) and using Picard Lefschetz Theory (PL). The
figure is from “No Smooth Beginning for Space-time”[6].

corresponding to gravitational waves is,

S = 1/z\fsdtd%[q?(i)2 — (1 +2)¢%].
2 Ny
In the following semi-classical approximation corresponding to the perturba-
tions, Turok et al ignore gravitational back-reactions. They take the classical
solutions of the gravitational action as a static background and N, corresponds
to this static value. At this order it seems that the wavefunction factorizes,
giving the perturbation part as,

31(14+1)(142)
U(p) x e 2ra % % phase
We observe that the perturbations exponentially increase. Since, this is contrary
to experimental observations, it looks like both the proposals for the smooth
beginning of universe will have to be wrong.

Conclusions

From the above discussion, it seems to me that the proposal made by Hartle and
Hawking, that the ground state wavefunctional should be described by the Eu-
clidean path integral, is not justified. This becomes obvious in the case of Min-
isuperspace model. Wick rotating the Lorentzian action gives a negative kinetic
energy contribution from the scaling factor. Hence, the exponential factor (viz.,
—S, where S, is the Euclidean action) now remains unsuppressed for arbitrarily
large values of a(t). Then, the trick used in Chapter 2 to obtain the ground state
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becomes invalid. Hence, we will have to confront the Lorentzian path integral.
But, then the calculation done by Turok et al, using Picard Lefschetz Theory
predict undamped perturbations. This calculation was done keeping in mind the
proposals of both Hartle-Hawking and Vilenkin, that only compact geometries
(Euclidean and Lorentzian compact geometries respectively) need to be summed
over in the path integral for the ground state. The consequent semi-classical ap-
proximation of the wavefunction, predicting undamped perturbations suggests
that both the above proposals are unphysical.
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Chapter 5

Canonical Formalism

In the above sections, we have mostly been looking at the wavefunction(al) of
the universe from the path integral point of view. But given an action one can
construct an operator constraint to be satisfied by the wavefunctional, analogous
to the Schroedinger’s equation. In the following few sections we will look at the
operator constraint and a few problems that arise when we try to solve them.
This includes the definition of an inner product which defines the Hilbert space
of wavefunctionals. We will later on try to resolve this problem using geometric
quantization and solve a simple system.

5.1 Wheeler de Witt Equation

Given a general geometry of spacetime, the metric corresponding to it can be
written in the following form,

(—042 + BuBF ﬁj)

Bi Yij
Here, one has chosen a particular foliation of spacetime. In terms of these vari-
ables, the Einstein Lagrangian density becomes,

& =/—gR (5.1)
—ay? (K K7 — K> +®) R) = 2(v2K) 0 +2(v? KB —v2v7 ). (5.2)

where, g = det(g,,) = oy, v = det(v;;) and,

L ij _ kg ij
K;; =50 Y(Bij + Bii —vijo), K7 ="Ky, K=~"K,; (5.3)

K;; is called the second fundamental form or the extrinsic curvature tensor.
This tensor gives a measure of the curvature of the spacelike hypersurfaces em-
bedded in spacetime. Unlike K;;, ¥ R;; gives the intrinsic curvature of these
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hypersurfaces, and these become identical only in flat spacetimes. Given the
above Lagrangian density, the corresponding Hamiltonian may be calculated
and takes the form,

H = /(7’(‘0&70 —+ ﬂiﬁi@ —+ OL% —+ ﬂlxz)dsfﬂ

Here, 2 =y*(K;K" — K* %) R), X' = =2 — " (2950 — )™

and 7,7, 7 are respectively the conjugate momentums of a, 5%, v respec-
tively.

Now, take a look at the structure of 7. It is of the form, extrinsic curvature
(Kij KY — K?) plus the negative of the intrinsic curvature —) R. Interpreting
the former as the kinetic energy and the latter as the potential energy, we see
that 77 has a structure very similar to the usual Hamiltonian i.e, sum of kinetic
and potential energies. Let’s keep this in mind, as we will use this feature of 7
to identify the operator constraint corresponding to it (in the quantum theory)
as the one describing the dynamics of space-time.

Returning to the classical theory we see that, since a and [; are cyclic the
following primary constraints follow from the Lagrangian,

=0, 7 =0s (5.4)

Also, since these have to be true at all times, their Poisson Brackets with the
total Hamiltonian operator gives the following secondary constraints,

H =0, x'=0. (5.5)

But the above classical constraints translate to the following operator equations
in the quantum theory.

U =0 7¥=0 HYv=0, x'T=0

Here, now 7, %, % and X' are the operators corresponding to the classical func-
tions where all the conjugate momenta have been replaced by the corresponding

differential operators (i.e., 7% — —iﬁai etc). Now, as mentioned above, the

i
structure of JZ suggests that the dynamics of the system is described by the
operator constraint 1 = 0. This, therefore is the analogue of Schroedinger
equation in quantum gravidynamics for a pure gravity Lagrangian and is called
the Wheeler DeWitt equation. Explicitly written down, it takes the following

form,
(Gijklié o + 72 OR)W(y;5) =0 (5.6)
5%’;’ 0kt

—1
where, Gijr = 3772 (vievji + YaVik — Vi Vkl)-
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In general, when we include matter fields, the Wheeler DeWitt equation
takes the form,
(% + %n)\p(’ﬁja ¢) =0 (57)

where the second term is the usual Hamiltonian operator corresponding to the
matter fields. Given a universe described by some Hamiltonian, the solutions
to the above equation give us the wavefunctionals corresponding to it. But
it is to be noted that unlike usual quantum mechanics, this operator contains
functional derivatives. This translates to saying that Eq.5.6 and Eq.5.7 are not
single equations but co? equations corresponding to each point on the spacelike
hypersurface.

A simple model universe which acts as the playground for many calculations
is the Minisuperspace model. This, as we have seen before, corresponds to a
closed homogeneous and isotropic universe with a scalar field. The assump-
tions of homogeneity and isotropy reduce the degrees of freedom to two, one
corresponding to the scaling factor and the other corresponding to the field.

Returning to equations.5.6 and 5.7, we see that the Hamiltonian constraint
can only have a zero eigenvalue. This is to be expected because the theory is
diffeomorphism invariant and time is ill defined. How then do we understand
an evolving universe? This is called the problem of time. For the case of closed
universes, one could pick a few intrinsic parameters to play the role of time,
and then look at the evolution of other parameters with respect to these. For a
detailed discussion of the same and for the case of open universes refer to [7].

Apart from the above, another issue one faces when we try to solve the
Wheeler DeWitt equation is the lack of a good definition for the inner product.
In other words we don’t have a Hilbert space to which the wavefunctionals
belong.

DeWitt proposes the following form of inner product in analogy with the
Klein Gordon inner product,

? =
(U, o) = Z/ Ui lyis) % [ [ (A9 Gijr——— — LG-.kle»»)\D [vis]
sy Xa . bl g . ij MWH i(S'Ykl i ¥ alVij

But exactly like its analogue, the above inner product also suffers from the "neg-
ative probability" issue. This problem is called the Hilbert space problem. But
now, a natural inner product and hence a Hilbert space, arises from geometric
quantization of any quantizable theory. Hence, in the work in progress, we are
trying to use Geometric Quantization to understand the Hilbert space problem.
To understand this idea better, let’s take a look at Geometric Quantization in
the next chapter.
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Chapter 6

Geometric Quantization

To construct the quantum theory corresponding to a classical system, one must
associate to each classical observable (a continuous function on the phase space
of the system) a corresponding operator acting on an appropriate Hilbert space
of states. Geometric quantization is a prescription to do the same.!

6.1 Phase space as a Symplectic Manifold

Consider a classical system living on a phase space of dimension 2, with any
point on it defined by (p, q). Differential geometry provides a natural way of un-
derstanding this space (and its generalizations to higher dimensions). The space
described by the variable q constitutes a (one dimensional) manifold denoted
as #B. Consequently, at each point on %, there exists an open neighborhood
U equipped with a chart ¢ : U — R. The inverse of this function gives us a
parametrization of U in terms of ¢ € R and hence, the tangent vector at any
point as % = ¢. This in turn implies that the points on the tangent bundle
of A is of the form (¢, q). It is the cotangent bundle corresponding to % that
constitutes the phase space of the system.
Before we proceed further let’s consider the following definitions:

1. Symplectic two form (w): a closed non degenerate two form. A manifold
equipped with a symplectic two form is called a symplectic manifold. In the
above case, one could define the following symplectic form,

w =dpAdg.

The cotangent bundle equipped with this two form is now a symplectic manifold.
Let’s call it .. By virtue of the ‘exact’ness of w one can write it as, w = d(pdq)
where pdq is called the tautological 1-form.

'In the following sections I discuss material mostly from [8] and [9].Hence the notations
will be the same.
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6.2 A Few Definitions

In this section, we will consider a few definitions required to understand the
mathematical structure behind geometric quantization. As, the problem that
I pass on to later is relatively simple, and because I can’t afford to be very
rigorous in a brief summary as below, I will restrict all my definitions to the
simpler cases. Wherever I make such simplifications I will make it a point to
bring it to the notice of the reader via footnote.

1. Vector Bundle
A vector bundle is a map f : E — B such that around any point b € B there
exists an open interval U in which f~'U = U x F. Here, F has the structure of
a vector space and is called the fiber of the bundle.?

A complex line bundle would then correspond to the case where, F' = C,
whereas a tangent bundle corresponds to the case where the fiber at a point is
the entire tangent space at that point. Now given the above structure one may
make the following insightful definitions:

a) Wavefunction: sections of the complex line bundle 7 : L — .Z.
b) Tangent vector field: sections of the tangent bundle 7 : T.# — #

2. Inner product on I'(C)
Given a complex line bundle 7 : L. — .#, the fiber at each point z € .# is
a complex vector space of dimension one. Hence, on each fiber one can define
a natural inner product cjce where c1,co € F,. Extending this to the entire
manifold .#, one can define the inner product between two sections of the
complex line bundle s; and s, as,

((s1,52)) ::/3*152wn

where 2n is the dimension of the phase space and w™ := w Aw A ... Now, the
set of L? functions defined with respect to the inner product above, on .# is a
Hilbert space.

3. Hamiltonian vector field
Given the symplectic two form w, the Hamiltonian vector field corresponding
to a function f(p,q) is defined as the tangent vector field (Xy) such that at any
point, df = —w(Xy,.). It can be easily checked that along the integral curve of
Yy, the function f remains constant.

3. Poisson Bracket: given two vector fields X; and X, corresponding to
the functions f and g respectively, the Poisson Bracket is defined as,

{f:9} = w(Xy, Xy)

As may be proved from the exactness of w, the Poisson Bracket satisfies the
Jacobi identity given by,

2This definition is highly simplified, but will save our purpose.
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{F:{g,h}} =S g} n} + {9, {f. h}}
That is, the pair ({.,.},C®(#)) constitute a Lie algebra.

4. Connection > Lets denote, the space of sections corresponding to a given
vector bundle, 7 : E — .# as T'(E). Given this, a connection V on a complex
vector bundle I'(E) : E — .# is a C bilinear map,

I(T.#) xT(E) - T(E), (X,s)— Vxs

such that

a)Vyxs = fVxs, (linear with respect to the first slot)

b)Vx(fs) =sVxf+ fVxs, (a derivation with respect to the second slot)
for all f € C°(#,C) and all X € I(T.#)*

A connection is then called Hermitian if,

X((s,8")) =(Vxs,s') +(s,Vxs')

for all sections s, s’ € I'(E) with respect to the fiber inner product <., >

6.3 Prequantization

The first step to quantization involves constructing the right Hilbert space.
This is done by finding a Hermitian connection V on the complex line bundle
7w : L — ./ such that the curvature corresponding to it, defined as,

RY(X,Y)s = Vx(Vys) = Vy(Vxs) — Vixy]s

is such that, RV (X,Y)s = w(X,Y)s. Though the definition of such a connection
is not unique, the following one does the job,

Vxf = Xf - 50(X)f

Here, 6(X) is the tautological one form defined above. Having defined this
connection, one then obtains a ‘prequantum Hilbert space’ ° with curvature
described by w and an L? inner product defined as above.

Now that we have a Hilbert space, let’s proceed to define operators corre-
sponding to the classical observables described by f(p,q) in the phase space.
This is done with the following prequantization map,

Qf(s) = Vs, s + fs (6.1)

3Definition from Eugene Lerman’s crash course on Geometric Quantisation [8]

41If the above definition looks too complicated, lets just remind ourselves that the covariant
derivative is a connection.

5it’s so called because this is not yet the right Hilbert space. See the next section
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This map is constructed such that it maps the Lie algebra of Poisson Brackets
to the Lie algebra of the operators,i.e.,

[Qf, Qqgls = Qy g5.

The particular map is also such that the operators are skew-Hermitian with
respect to the L? inner product defined above, implying,

((Qrs,8)) +((5,Qs5")) =0

6.4 Polarization

But we have not quite reached the end of the quantization procedure. Notice
that the Pre Quantum Hilbert space that we constructed depends on too many
variables. Whereas in the usual Schroedinger picture our wavefunctions depend
either on the position variables or the momentum variables, the wavefunctions
in the Pre-Quantum Hilbert space depend on both. Now, in John Baez’s words
- 6 “Tt doesn’t seem to be true that God created a classical universe on the first
day and then quantized it on the second day”

It therefore seems necessary that we reduce the degrees of freedom of our
Hilbert space by half, and this is done by choosing a Polarisation. Before we get
into what a Polarization actually is, we have to thrive through a couple more of
definitions.”

1) Lagrangian subspace
Given a symplectic vector space (V,w), its Lagrangian subspace L is defined,
such that,
a) w(vy,vy) = 0 for all vy,ve € L;
b) L is maximally isotropic, i.e., if I is another Lagrangian subspace of (V,w)
which contains L then, L" = L.
It may be shown that the condition of maximal isotropy implies that the number
of independent variables in the Lagrangian subspace is exactly half the number
in V.

2) Extension to manifolds

An immersed submanifold L of (.#,w) is called Lagrangian if, the tangent space
of IL at each point on the manifold is a Lagrangian subspace of the tangent space
of A at that point, i.e., T,L C (T, 4, wy)

Now, with the above structure one can define a few polarizations, of which a)
Real polarization and b) Complex (or Kéhler) Polarization, are two examples.
Below we will define the real polarization and will keep the later for the next
section as it requires the introduction of some additional structure on the real
manifold.

Scame across the same while reading through Ivan Todorov’s Quantization is a mystery

"These I borrow from Eugene Lerman’s Crash course on geometric quantization
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Real Polarization

On a symplectic manifold (.#,w) a real polarization is a subbundle .# C T.#
such that,

1)# is Lagrangian

ii).7 is integrable (involutive) i.e., for all X, Y € .%,, the Lie bracket [X,Y] € %,
for all z € A

Example: on the two dimensional phase space described by R2the subspace
spanned by vectors proportional to (8%) form a polarization.

8Having chosen a polarization we now have to look for wavefunctions and oper-
ators which comply with it. That is, we now define the following.

1) Sections which are covariantly constant along .%: If s € T'(L), it is covari-
antly constant along % if for all X € #, Vxs = 0.

2) Polarization preserving functions on phase space C3(.#): These are
defined as,

CFR(AM):=feC®M)|[Ls,X] € [(F)for allX € T'(F).

These functions are such that the flow of their Hamiltonian vector preserves .%
and are closed under Poisson Bracket i.e., if f,g are two polarization preserving

maps so is {f,g}.

Now, the definition of an operator corresponding to a function on the phase
space (mentioned above) is such that when defined for polarization preserving
functions, it takes covariantly constant sections to other covariantly constant
sections. Also, by the above mentioned closure property they preserve the Pois-
son Bracket algebra of the functions. Hence, with the above what we have
achieved is the construction of a rightly ‘sized’ Hilbert space, with wavefunctions
given by covariantly constant sections and operators by those corresponding to
polarization preserving functions.

Let’s take the simple example of the 1D Harmonic Oscillator, to illustrate
Geometric Quantization.The Hamiltonian for the same is given by,

o

H= 2m + 2m
Now, given the two form w = dp A dg, the Hamiltonian vector field correspond-
ing to q is as per definition, the vector field X such that w(X,.) = —dgq. This
gives, X = —C%. Similarly, the vector field corresponding to p is fiven by, 5—?.
Let’s pick a polarization such that the operator corresponding to q remains q.

Then from 6.1 this requires that,

8 Apart from the above structure, one assumes that the space of leaves of the polarization
satisfies a few other properties like being a Hausdorff manifold. See- [8] for further details
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Vg 5(pa) =0 (62)

= - 6%8(19, q) + %pdq(*%ﬁ(p, q)=0 (6.3)
— Ls(pq) =0 (6.4)

This implies that the sections s (or wavefunctions) in this representation are are
independent of the variable p. Well, this didn’t tell us much. Also, we see that
the inner product as defined above is divergent for this case. Hence, let’s go on
to take a look at complex polarization.

6.5 Kahler Polarization

To define Kéhler or complex polarization on a real 2n dimensional manifold, we
need to introduce a complex structure on it. A complex structure J is defined as
a (real) map from the T.#, — T.#, such that J?> = —1°. Given this structure
multiplication with a complex number (a + tb)v corresponds to (a + Jb)v.1%(?)

This structure allows us to shift to the variables (z, Z) instead of (p,q). Here,

PT and z = 2 _2“1. In these variables, the following definitions are taken,

z =

0 = 5(2dz — Zdz) and w = tdz A dz. With respect to these, a polarization
in a complex manifold is defined exactly as for the case of a real manifold- an
integral Lagrangian submanifold. Given this, let’s take a look at our 1D Har-
monic oscillator again. Taking the mass and angular frequency of the Harmonic
Oscillator as 1, the Hamiltonian function in the phase space can be written as,

H— 2Z+ zZz
2
Now, the Hamiltonian vector field corresponding to z and Z are respectively,
X, = L% and Xz = —L%. Now, let’s pick a representation in which the opera-

tor corresponding to z is z itself. In this case,

VXZ\I/(Z, 2) =0
Since, 0(X.) = £(2dz — 2dz2)(1&) = —Z,this gives

0 z o
(L$ + L§)\I’(Z, z)=0

Solving this, we get, the following form of the wavefunction,

U(z,2) = P(2)e T

9example J = —102, where o2 is a Hermitian Pauli matrix, provides a complex structure

in 2 dimensions

10The complex structure is said to be compatible with the two form w if, w(JX,JY) =
w(X,Y) for all X,Y € T.#, and all x € .#. One can also define a metric on the manifold as
9(X,Y) := w(JX,Y). This along with w gives .# the structure of a Kéhler manifold.
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Also, in this representation, the action of the operator corresponding to Z is,

0 z _
(ﬁa + 5)\11(,2, Z)

Hence, the operator corresponding to the Hamiltonian function is,
1 g z 0 z

HY(z,z) = =((h=— + =)(2¥(z, z — + = )VU(z,Z

(5:9) = 5+ 2) (02 2) + (s + 2)0(z,2))

Putting in the above form of the wavefunction into the eigenvalue equation
for the Hamiltonian, we get,

HU(z,2) = EV(z, %) (6.5)

= (h+ Qzﬁ% —2E)Y(2) =0 (6.6)

Solving this we get,
¥(z) = 2™ 2 where m = 2
Now, since this should correspond to a single valued wavefunction, m — % =n
where n € Z. Therefore, the quantization of energy takes the form, £ = nh + %
and the corresponding wavefunctions are of the form, ¥(z, z) = z"e~ 2.

Given these wavefunctions, and since the manifold is flat, we get the follow-
ing normalization condition from the natural L? inner product,

|W%@W:/ﬂﬂﬂf

Including the exponential factor into the definition of the inner product, we may
look at ¢ (z) = 2™ as the wavefunctions.

=

dzdz.

6.6 Segal Bargmann Transform

Tn the above sections we have seen the advantage of the complex representation
over the real one. But even so after solving for the solutions of the Hamiltonian
constraint in the complex representation, one would like to transform it to the
usual real representation. One easy way is to integrate out the p variables in the
complex solutions obtained. But, this is a one way transformation and will not
provide us ¢(z) from ¥(q). Therefore, we look for a unitary transform between,
¢(z) and ¥(q), allowing us to go back and forth between them.
Let us suppose that the transform is given as,

W@=/MWW@® (6.7)

C
wazéA@@wm@ (6.8)

HRefer [10]
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where in equation (4.1) we need to choose the right contour of integration.
Now, since the action of an operator is independent of the representation, we
expect the transform to satisfy the following,

Op(2)(2) = / A7 (g, 2)(Op(g) ¥ (q))dq
and

Op(a)(q) = /C A(g, 2)(Op(=)(2))d=

The latter for operators corresponding to the observable, z and Z is as below.
a) operator corresponding to z.

1 0
(g~ ) = /«: A(g, 2)z(2)dz (6.9)

b) operator corresponding to zZ

1

0 0
T (g + @) ¥(a) = [ Al 2o (6.10)

dq
0A(q, z
g oNES -0 [ 8D
C z

Here B.F and B.I correspond to the final and initial boundaries of the inte-
gration contour, respectively. Now, assuming that, the first term in the above
equations vanishes (implying that A(q,z) will have to decay sufficiently fast at
the boundaries), we have,

1 0 _ 0A(g, 2) Nds
T + (e = = [ 5D (z)a (6.12)

Now, combining equations 6.9 and 6.12 we get the P.D.E.,

0%A g0A 20A qzA 24
oo =0
0q0z hOz hOq h? h
Solving this gives,

14(q7 z) = e_zizﬁz_bﬁﬁzq

2
g
+35

Now, as per the derivation, A(q,z) should go to zero at the boundaries of the
contour of integration. Hence, the contour should be picked such that, A(q,z)
dies down at the infinities along it. Plotting the region in which |A(q, z)| < 1 for
different values of q, we (see figure Fig. 6.1) see that the integral is convergent
(for any finite value of q) along any contour deformable to the real line. Hence,
the contour of integration is the real line in the complex plane. Also, given this,
the inverse transform is carried out by A=1(q, 2),i.e.,

22 | V2zq

¢(2>:/R(62*'L+L 500 (q)dg
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Figure 6.1: Plot of region corresponding to |A(g,z)| < 1 for q=1. Though
the region for different values of q get shifted, the plot characteristics do not
change. Hence, the contour along which the integral is convergent, in all cases
is equivalent to the real axis.

How is all this relevant to our problem?

We saw in the above that sections that Geometric Quantization gives us a well
defined Hilbert space at least in the complex polarization. One can extend the
above structure for the case of wavefunctionals if we are interested in the Hilbert
space problem in the most general cases. But for the case of Minisuperspace
it is much simpler. Having a natural inner product in the complex representa-
tion, one could then solve simple systems in it and then transform back to the
real representation. We are currently trying to do this for a homogeneous and
isotropic universe with a massless scalar field.
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Summary and Future Work

In this thesis, I primarily studied about the concepts of quantum gravidynamics.
I understood the construction of wavefunctionals from both path integral and
canonical formalisms. En route, we followed the discussion of Hartle et al and
Turok et al, and it has helped me form an opinion on the validity of boundary
proposals for the universe, suggested by Hartle-Hawking and Vilenkin. I have
come to the conclusion that a smooth beginning for the universe as proposed
by the above two is not possible. Moving on, I understood a few problems
faced in the canonical quantization theory. Moreover, we have been trying to
understand the Hilbert space problem using Geometric quantization, and are
presently trying out the idea on the Minisuperspace model.

37



References

[1] J. Maldacena, Non-gaussian features of primordial fluctuations in single
field inflationary models, Journal of High Energy Physics 2003 (05) (2003)
013.

URL http://stacks.iop.org/1126-6708/2003/1=05/a=013

[2] J. B. Hartle, S. W. Hawking, Wave function of the universe, Physical Re-
view D 28 (12) (1983) 2960.

[3] Y. Tanizaki, T. Koike, Real-time feynman path integral with picard—
lefschetz theory and its applications to quantum tunneling, Annals of
Physics 351 (2014) 250-274.

[4] A. Vilenkin, Birth of inflationary universes, Physical Review D 27 (12)
(1983) 2848.

[5] A. Vilenkin, Quantum creation of universes, Phys. Rev. D 30 (1984) 509
511. doi:10.1103/PhysRevD.30.509.
URL https://link.aps.org/doi/10.1103/PhysRevD.30.509

[6] J.Feldbrugge, J.-L. Lehners, N. Turok, No smooth beginning for spacetime,
Physical review letters 119 (17) (2017) 171301.

[7] B. S. DeWitt, Quantum theory of gravity. i. the canonical theory, Phys.
Rev. 160 (1967) 1113-1148. doi:10.1103/PhysRev.160.1113.
URL https://link.aps.org/doi/10.1103/PhysRev.160.1113

[8] E. Lerman, Geometric quantization: a crash course, Contemp. Math 583
(2012) 147-174.

[9] I. Todorov, Quantization is a mystery, arXiv preprint arXiv:1206.3116.

[10] S. van Leeuwen, The segal-bargmann transform and its generalizations,
Master’s thesis (2011).

38



Appendix A

Correlation Functions

Two Point Function

The two point function is the integral

5 e (= [ow@o )dada’ ) 6(y)(/) Do

N — / exp / b(x "Ydwde )D¢>

and G(z, ') is symmetric in x and z’. Note that we have

where

I= 0 exp /gzﬁ G(z,2")dzda’ +/J(m)¢(x)dx)D¢

J=0

J=0

where we have defined the partition function as

- < / exp / o(2)d(2") Gz, 2" )dzdz’ + / J(x)¢(x)dx)D¢

Making a change of variables x(z) = ¢(z) — [ J(QZ ~!(x,2)dz, where the func-
tion G~*(z, 2) is defined such that [ G~'(z,2)G(z,w)dz = §(z —w), and noting
that D¢ = Dy, we get

39



Z[J] = %/exp(—/¢(x)¢(x')G(x,x’)dxdx’+/J )dx) Do
- %/exp(—/X(x)x(w’)G(x,x’)dxdx’ —/ () (QZ) G (2, 2)G (v, 2" )dwdx'ds’
—/X(x')J(;)Gfl(m,z)G(z,x’)dxdx'dz—/J( ll]( ?) Nz, 2)G(z, )G (2, 2 )dwda’dzdz’
+/J(x)x(x)dx—i—/%G_l(%z)dxdz)Dx

! /exp(—/X(x)x(x’)G(x,x’)da;da:’—/@X(Jj)dx—/@x(x’)dm’
1 : Gil(z,z’)dzdz’Jr/J( )X(m)dx+/%
/exp ( — /X(x)x(x )G (z,2")dzdz ) exp /J Lz, 2 )J(z')dzdz’) Dx
= exp (le /J(Z)G_l(z,z )J (2" )dzd2’ )

G (x, z)dxdz) Dy

We can use this expression for the partition function to find the integral I.

J=0

_ &]?y’)aa]a(y) exp (i/J(z)G*l(z,z’)J(z’)dzdz’) .
B leaJ?y’) <(/ TG (= y)dz + / TG (4, #)de' ) exp | / J(Z)G_l(z,z’)J(z’)dzdz’> B
= ;aJ?y’) <(/J(Z)G_1(y,z)dz> expi/J(Z)G_l(z,z/)J(z’)dde/> .
1y o
- (G (any) + ;(/J(Z)Gl(yaz)dz)(/J(Z)Gl(z,y’)dz)> expi/J(z)Gil(z,z')J(z’)dzdz/ »
-Gy
2
Therefore
(o) =y [ow (- [ oo ') o) o(s') Do = o)
Note
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B B
y1) 07 (yn)

N / exp / o(2) (") Gz, 2")dzdz’ + / J(x)gb(x)dx)DqS

J=0

N/CDd)

J=0

/
exp/ (ZZ : ) (2,2 )dzds

0
97 (y1) " 0J (yn)
0

(D(y1)--d(yn)) o = AJ(y1) "0 (yn)

J=0

Therefore,
if n is odd

(D(y1)--0(yn))y =0
and if n is even
<¢(y1)...¢>(yn)>0 = %(Sum of all possible* combinations of G=*(y1,%2)...G™ (Yn_1, yn))
*Without repeats and G~ (y;,y;) is considered same as G~ (y;, y;).

Three and Four Point Functions

For three point and four point functions, consider the probability distribution
function: p[@] = e~ where

S:/G71($1,$2)¢($1)¢(l’2)d$1d$2+A/C(l’l,ZL’Q,(E3)(Z5(£L’1)¢($2)¢(1’3)d1’1d1’2d1’3

+A2/D(Il,.’L‘Q,LL'g”1‘4)@5(1‘1)¢($2)¢(1‘3)¢((L‘4)d$1d$2d$3d$4

and C(x1, 2o, 73) and D(z1, 29,3, 24) are fully symmetric. Expanding e to

first order in A gives :
e % =e Srree(1 - A/C(Sﬂb T2, 3)P(21)d(22) P (23)dw1 dwodrs)

where Stree = [ G (z1,22)¢(x1)¢(x2)dr1dzs, SO the partition function in this
case is :

ZJ) = %/exp ( - S+/J(:z:)¢(x)d:c)D¢

% / exp( Sfree + / J(z )¢(x)dx>(1—A / C(x1, w2, 23)d(x1)(22)p (3 )dar daadrs) Db

N/GXP Sfree+/J ¢

— A— /(exp — Stree +/ x)o(z)dx /C X1, T, 23)P(x1)P(x2)P(x3)dxdradrs) D

- Zfree /C xl’x%xg)a(](l'l) 6.](302) ( )Zfree[J}
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where we have defined
1
Zfree[J] = N /eXp ( - Sfree + / J($)¢($)d$)D¢
= ex (1 J(2)G (2, 2V I (2)dzd2!
—exp (1 [ TGz 2) () dadz
The three point function is then :

7] 0

(6W)ow)93) = 5705 5700 970 21 By
0 0 0 0 0 0
=t [ Clonans 0.751) 97 (42) 01 (ys) 9 (er) 9 (e2) 7)1

0 0
J(y1) 0 (w3)

= —A/C(xl,x27x3)a exp (i/J(Z)G_l(Z,Z/)J(Z/)dZdZ/)

J=0

We can use Feynman diagrams to depict the various kinds of terms that occur
in the final expression above. The correlator (¢(y1)¢(y2)¢(y3)) is the sum of
the following diagrams :

1
Y3 Y2
= 22 [ C(21,22,23) x G~ (21,31) * G~ (T2, 92) * G~ (23,3)
and
Y1
Y2 ——— U3

=BG (22,23) [ C(m1,22,23) * G~ (y1,y2) * G~ (1, y3)

plus equivalent terms.
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For four point functions, we expand e~° to order A2. We get the partition
function :

Z[J] = % / exp ( — Sfrec + / J(x)¢(x)dx)(1 —AC +

where we have compactly written the integrals as

A2C?

— A2D?)D¢

C = [ Clarvaa,9)o(@1)6(w2)o(wa)di g
and
D:/D(xl,l‘g,1‘3,.1‘4)¢($1)(b(ﬂ?g)¢($3)¢(x4)dl‘1dl‘2dl‘3dl‘4

The following connected Feynman diagrams contribute to the four point func-
tion at order AZ?:

Ys Y1

Ya Y2

= =AU [ D@y, 0, 25, 24) % G (21,51) * G (22, y2) ¥ G~ (23, y3) ¥ G~ (24, ya)

and
Y3 (A
Ya Y2

= 3315\2 J C(x1, w2, 23)C(24, 5, 26) G~ (y1,21)G ™ (Y2, 22) G~ (23, 24) G~ (5, y3) G~ (6, Ya)
plus equivalent terms.

A.0.1 Correlators in momentum space

Working in the momentum space gives us simple answers for the correlators we
found previously. Here we derive these simple momentum space correlators. We
first restate our assumptions, which are that G(x, y) is symmetric (i.e. G(z,y) =
G(y,x)) and translation invariant (i.e. only depends on x — y). Keeping this in
mind, Fourier transforming the equation

/Guwxr@¢My:ax—@

43



gives ~ ~
G=(k) = 1/G(k)

where G is in the monentum space. Fourier transforming the relation G(xz,y) =
G(y,z) gives G(k) = G(—k). We can write the partition function in terms of
integrals in momentum space as follows :

/exp —f/qb G(z,2')dads’ +/J )dx)Dd)
 [ew (=3 [ots / (R)e =) S dade’ + [ (@) ([ olyet o ip)ar) Do
=5 [ (=3 [ elbowim g+ [ I-Ro) i) o
e (5 [ J<—k>é(1k)=f<k>gf)4)

Given periodic boundary condition, it can be proved that Jacobian is constant:
D¢ (in position space) = constant * D¢ (in momentum space).
We’ll assume this result here without proving.

Z[J]

From the equation

=5 [ o (=3 [ oemencu g + [ a-ms ) vs

we see that two-point correlator is given by

Nz

(p(k1)¢(ka)) = <(27T) 5J(6k1)> <(27T) 0J(— kz))
_ ((2ﬂ)46J(5—k1)> <(2”)45J(§—k2)> exp (;/J(—k)é(lk)J(k) (;:)4)
= (2m)*6(ky + k2)/G (k1)

We can calculate three point and four point correlators by taking functional
derivative with J(k) the required number of times. The following terms indi-
cated beside Feynman diagrams emerge:

ks k1

ka k2 — WD (k1. ko, ks, a) /(G (k1) % G(ka) * G (k3) % G (ky))
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k1

ks k2 = 31C(k1, k2, k3) /(G (k1) * G (k2) * G (ks))
by ———>—ky = (2m)%3(k1 + k2)/G (k1)
ky ks
d'k E)C(ks, kg, k) /G(k)
k2 k4 = G(kl)G(k2)1G(k3)G(k4) f (27T)4C(k17k27 ) ( 3, 4 )/ (
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